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Abstract
This article describes a contribution to the field of telerobotics via the Internet through the development of a web-based 
platform allowing the remote control of robots by multiple users, simultaneously. It also deals with minimizing the execu-
tion times of tasks by reducing connection and interaction delays. For this purpose, the Web Real-Time Communication 
(WebRTC ) technology is utilized. The developed remote manipulation system allows the operators to visualize the robot, its 
surroundings and the data incoming from its sensors, and to carry out basic tasks, either independently by the manipulator 
or by the mobile robot, or jointly by both mechanical sub-systems. In addition, to ensure the control of the remote robot by 
several operators simultaneously, a priority system managing parallel tasks and a chat system between the operators have 
been proposed. Besides, many teams are able to exploit the robot, concurrently. The WebRTC-based Multiple Operator 
Single Robot (MOSR) telerobotic platform is validated on the emulator of the RobuTER/ULM mobile manipulator through 
various scenarios of primitive tasks over the Internet.

Keywords Telerobotics · Web Real-Time Communication · Multiple Operator Single Robot

1 Introduction

With the increasing use of the Internet, Internet-based 
telerobotics, which includes controlling distant robots via a 
web browser, is becoming a very intriguing and promising 
subject of research worldwide (Sayouti et al. 2011). Internet-
based systems allow quick and low-cost relocation of users, 
and do not rely on the equipment location that controls the 
remote robot. The development of a web interface enables 

researchers to work and collaborate to control the robot from 
any place worldwide (Elkady and Sobh 2009).

One of the first remotely robots is Mercury Project (Jara 
et al. 2011) put online on August 1994 at the University of 
Southern California (Crainic and Preitl 2014). This evolved 
in the Telegarden Project and the system from the University 
of Western Australia (Yu and Huang 2011), in which a user 
is able to manipulate different objects using the remote arm. 
It consists of a SCARA  robot fitted with a CCD camera over a 
semi-annular workspace containing sand and buried artifacts 
(Santoso et al. 2018). Just after, a 6-Degree-of-Freedom 
(DoF) manipulator was put online at the same university in 
September 1994 (Dalton 1998). This allows users to operate 
a robot placed above a table with wooden blocks positioned 
on it (Dalton 2001). Another work, CINEGEN project, eases 
simulation aspects and non-specialists offline programming 
of manipulators (Flückiger et al. 1998). Finally, PumaPa-
int Project (Stein 2003) is the collaboration output between 
Wisconsin University and Wilkes University (Sayouti and 
Medromi 2012). It is an online manipulator allowing a user 
with a Web browser to manipulate a PUMA760 robot for 
coloring or painting on white papers using real brushes and 
paint (Aghili 2013).

Other scholars were interested in Internet-based telero-
botics allowing a user to remotely control mobile robots in 
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static, dynamic or uncertain environments (Emharraf et al. 
2016). Xavier is an online autonomous indoor mobile robot 
at the Carnegie Mellon University (Burgard et al. 1998). 
This robot receives commands to move to various offices in 
a building and broadcasts camera images, simultaneously. 
WebPioneer project (Grange et al. 2000) is another web 
system where the remote operator drives a Pioneer mobile 
robot in dynamic environments. KhepOnTheWeb robot (Sim-
mons et al. 2001) allows users to control a Khepera mobile 
robot evolving inside static workspaces (Moutaouakkil et al. 
2010).

Some researchers dealt with telerobotics of mobile 
manipulators via the Internet. Carelli et al. (2008) proposed 
a teleoperation system for remote control of a three-wheeled 
mobile robot surmounted by a 5-DoF manipulator. Authors 
in RISCbot project (Elkady and Sobh 2009) developed a 
Web-based teleoperated robot via sensor fusion. This robot 
is composed of a wheelchair mobile robot with an end-effec-
tor to manipulate objects. Khiter et al. (2012) proposed a 
multi-agent Internet-based telerobotic platform for mobile 
manipulators. The validity of this architecture has been dem-
onstrated through several primitive operations accomplished 
by RobuTER/ULM (described in subsection 4.1).

The aforementioned works showed that telerobotic con-
trol over the Internet as a communication channel yields 
more issues such as unavailability, inaccuracy and instabil-
ity. This is largely caused by the Quality of Service (QoS) 
on unsecured Internet and notably by unstable delay from 
end-to-end sites (Witrant et al. 2004; Cloosterman et al. 
2009; Mostefa et al. 2015). It is also noticed that a few work 
only deals with remote robots via the Internet, especially 
for mobile manipulators. Despite the fact that these robotic 
systems performed well their tasks, some weaknesses could 
be identified:

• For most of them, communication rate between users and 
robots is high. In addition, these systems do not provide/
support a good video quality.

• All these online telerobotic systems require specific soft-
ware installations or tools to be exploitable.

• Most of them are Single Operator Single Robot (SOSR), 
where the control is limited to one operator at a time.

• Operators are forced to work sequentially and wait in a 
queue. This may lead to time loss during tasks execution.

• Online robots must be developed in such a way that non-
specialists can run them using simple interfaces and that 
they are available 24 h a day (Goldberg et al. 2002).

In this context, this article presents a generic, yet appropriate 
solution that eliminates most of these imperfections. Hence, 
it describes the development of a Web-based platform to 
facilitate access and control of remote robots in Multiple 
Operator Single Robot (MOSR) mode. The application relies 

on Web technologies and provides real-time communication 
between the various entities of the robotic system. This is 
realized thanks to the exploitation of Web Real-Time Com-
munication (WebRTC ) technology that offers many benefits 
such as (i) providing a real-time communication between the 
system components, (ii) ensuring the streaming of any kind 
of data (mainly audio, video, and command), (iii) reduc-
ing the load on the servers, and (iv) eliminating the need to 
install new software on operators devices.

The main contributions of this work can be outlined as 
follows. First, the related work on Multiple Operator Single 
Robot (MOSR) based on the Web Real-Time Communication 
(WebRTC ) technology is analyzed (Sect. 2). Second, a proof-
of-concept of the proposed WebRTC-based telerobotic plat-
form is described (Sect. 3). The developed system presents 
many interesting features to remote control the whole robot 
by a single operator or by multiple operators, separately or 
cooperatively. It offers real-time monitoring of the robot (via 
video streaming of the workspace) and visualization of data 
acquired from its sensors. A native WebRTC module is uti-
lized in the robot side enabling direct interaction of opera-
tors with its components. The implemented platform allows 
audiovisual communication and messages exchange between 
operators while controlling the robot. It also manages the 
logged-in operators accounts and allows viewing the logs of 
executed operations/tasks. Finally, the different functionali-
ties of the software platform are illustrated through several 
validation scenarios (Sect. 4).

2  Related work

One of the principal reasons that pushed researchers to work 
on MOSR remote control systems is the different studies 
realized on human-human interactions to jointly realize tasks 
of objects manipulation. It has been shown that the perfor-
mance of many humans collaboratively performing such a 
task is better than that of a single operator accomplishing the 
same task (Reed and Peshkin 2008).

2.1  MOSR telerobotics over the Internet

A few work only dealt with developing MOSR telerobotic 
systems over the Internet. A brief survey on the principal 
research works is given in what follows.

Da Vinci system was developed by Intuitive Surgical in 
1999 (Liu et al. 2017); it is a remote operated surgery robot 
with many 7-DoF manipulators (Germain et al. 2010). This 
system offers a collaborative control between many opera-
tors with a near real-time response (Bodner et al. 2004). 
However, the robot is accessible via a specific device and the 
distance between robot and surgeon must not exceed a few 
meters. Zeus is a kind of a master/slave teleoperator between 
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surgeon and patient-side manipulator (Liu et al. 2017); it has 
been used in Lindbergh operation in September 2001 (Sung 
and Gill 2001). This system offers a 3D vision and a zoom. 
Nevertheless, Zeus is difficult to use and to understand, and 
needs specific tools, which require a considerable time for 
their installation.

Osentoski et al. (2012); Pitzer et al. (2012); Toris et al. 
(2015) presented a technology that allowed remote groups 
accessing a shared PR2 (Personal Robot 2) to create remote 
labs. This solution is made available as open source for other 
academics. The OCTOPUS system has 26-DoF manipulator 
and offers MOSR control mode (Chen et al. 2017). The robot 
is controlled collaboratively by two operators. However, the 
front and back of the flippers are difficult to be precisely 
controlled by a single operator, at the same time. In addition, 
the system does not support more than two users, simulta-
neously. Finally, the operator is not able to control multiple 
joints, simultaneously.

2.2  WebRTC‑based SOSR telerobotic systems

Web Real-Time Communication (WebRTC ) is relatively a 
new technology that allows connecting several users at the 
same time, and enables browser-to-browser communication 
(Sepulveda 2016). WebRTC is a JavaScript API and pro-
tocols developed by W3C (World Wide Web Consortium) 
and IETF (Internet Engineering Task Force) (Loreto and 
Romano 2014). The objective is being to allow Web appli-
cations to make use of a P2P (Peer-to-Peer) connection for 
audiovisual calls and chats, without any plugin (Santos-
González et al. 2017) and to link applications (VoIP, P2P file 
sharing) while getting rid of proprietary extension modules, 
offering a more immediate communication without trans-
mitting the user data to a centralized system (Pinikas et al. 
2016). In this case, one or more operators can gain access 
to the remote teleoperation stream by merely accessing the 
appropriate Web page in their browser (Tam et al. 2017).

Very limited models deal with WebRTC-based SOSR 
control of remote robots; besides, most of them only con-
sider mobile robots. Budiharto et al. (2014) presented an 
obstacle avoidance strategy for intelligent telepresence robot, 
named as NUNI, created particularly for teleconference with 
many persons. Computer networks are used to teleoperate 
the robot; therefore, the manager/supervisor at office/indus-
try (using WebRTC) can move the remote robot closer to 
the desired individual to initiate a conversation/inspection. 
Other similar works, carried in Cosgun et al. (2013), Budi-
harto et al. (2013) and Kanigoro et al. (2014), developed a 
Web application as a part of teleconferencing mobile robot 
architecture which can serve as a Web conference system. 
Authors in Pavón-Pulido et al. (2015) presented Cybi, which 
is a companion smart robot. Using a fuzzy-based method, 
they suggested a distributed software architecture based on 

connected modules incorporating Robot Operating Sys-
tem (ROS) (Robot Operating System 2021), WebRTC, and 
Google App Engine. This enables the operator to interact 
with the robot in a natural and transparent manner. Sunda-
ram et al. (2015) proposed a model architecture for direct 
control in a remote robot surveillance system via the Internet 
based on WebRTC. Authors also discussed the implemen-
tation and performance of a networked robot system with 
the help of cloud computing. Kalhapure (2016) proposed 
an approach based on WebRTC and MQTT (Message Queue 
Telemetry Transport) (Message Queue Telemetry Transport 
2021; Thangavel et al. 2014) to build a commercial robotic 
telepresence system called OATS (Open Access Telepresence 
Systems). A person can use any smartphone (or a laptop) 
running an OATS client application to connect and interact 
with a robotic platform. Another work was done by Ha et al. 
(2017), who presented an approach to telepresence wheel-
chair, to real-time video communication and remote interac-
tion, for assisted-living of individuals with impairments. The 
wheelchair was remotely controlled using a Web browser. 
Nalamwar et al. (2016) presented ISAAC  telepresence robot 
for implementing real-time communication. This system is 
built using off-the-shelf hardware and open source software 
modules. Authors also discussed the use of WebRTC tech-
nology for video conferencing and remote control of the 
robotic platform.

2.3  WebRTC‑based MOSR systems

WebRTC-based MOSR telerobotic systems were the focus 
of a few research works.

Tung et al. (2021) presented Multi-Arm RoboTurk (MART )  
platform that enables many remote operators to control a 
robotic arm through low-latency teleoperation, at the same 
time. The platform uses WebRTC to create communication 
links between the operator Web browser, smartphone, and 
the distant server, which interfaces with the robot workspace, 
to facilitate video streaming to each Web browser. After log-
ging in, six operators will be able to use their smartphones to 
control the end-effector of the 6-DoF robot. Operators were 
located at distances ranging from tens to several thousands 
of miles from the server. Authors validated this approach via 
a Transport task in a shared workspace, and allows pairs of 
operators to collect data (Mandlekar et al. 2021).

Tan et al. (2019) developed a telepresence robot in a 
mock-up smart lab to help students to remotely achieve 
assignments by employing robotics, Internet of Things 
(IoT) devices, cloud services, virtual reality, and learning 
analytics. Authors used WebRTC technology for video 
conferencing to handle multi-party calls. Further, each 
operator was able to watch the same video from the robot. 
As well, many users shared the experience of controlling 
the remote robot via distinct activities. Goga et al. (2021) 
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presented a low-budget robotic solution to communicate 
between patients, their families and caregivers in high-risk 
environments (ICU departments, for example). For this pur-
pose, authors developed a Web platform based on WebRTC 
technology. The mobile robot is built around a Raspberry 
Pi4 that controls an Arduino, which in its turn controls the 
motors. Once connection established, data stream starts, 
and users will be able to observe and hear each other. Users 
are also able to rotate/zoom the robot camera, and access 
the microphone via the Web platform. Therefore, doctors 
were able to inspect their patients while remaining at a safe 
distance in their office (for example, during the COVID-19 
pandemic).

Yang et al. (2020) developed a telepresence system for 
remote care in an isolation ward to reduce contact between 
patients, robot and healthcare staff. Authors used a wear-
able motion detection device to capture the motion data of 
the caregiver (using a pair of gloves) and exploited it to 
control the remote robot. The robot consists of an omnidi-
rectional mobile robot carrying a dual-arm manipulator. The 
mobile robot is equipped with four Mecanum wheels; the 
collaborative manipulator robot YuMi IRB14000 is a 7-DoF 
two-armed industrial robot. Additionally, authors deployed a 
multi-users audio/video conference system for remote medi-
cal consultation based on WebRTC. They besides created 
a voice wake-up feature to make patient operation easier. 
The robot is able to operate remote medical functionalities 
such as auscultation using a Doppler ultrasound stethoscope, 
gripping medicine and delivering it to patients (Holland 
et al. 2021).

2.4  Discussion

Although these telerobotic systems have met the required 
needs, they present some shortcomings. First, only a small 
number of operators (six operators, at most) can control the 
system, simultaneously. Second, it is even impossible for 
operators to control several joints at the same time. Third, 
the remote robot is accessed through specific devices. 
Finally, in most solutions, distance between operators and 
robots must not exceed several meters (limited distance).

The study of existing telerobotic systems reveals that 
MOSR control requires collaboration between multiple 
operators for tasks execution. Moreover, the remote robot 
requires a real-time feedback so that the system can be prop-
erly operated. Any delay in communication may cause unfa-
vorable outcomes, which can be hazardous if heavy or fast 
moving actions are involved (Ishak et al. 2017). These rea-
sons motivated utilizing WebRTC technology, which allows 
a very important profit for collaborative work solutions.

Unlike other solutions, WebRTC does not require any 
configuration or additional installations. According to our 
findings, WebRTC is of a great choice to meet the needs of 

MOSR telerobotic systems over the Internet (Holmberg et al. 
2015). Until recently, WebRTC has been the only standard-
ized technology that allows Web-based P2P bidirectional 
audiovisual and data communication. It enables exchang-
ing video and audio streams obtained from various sources. 
WebRTC also provides Web-to-Web audiovisual conferenc-
ing without additional plug-ins. Accordingly, for compatibil-
ity and ease of integration reasons, telerobotic systems can 
take advantages of WebRTC technology for yielding remote 
services and monitoring (Tiberkak et al. 2018).

Table 1 lists the advantages and drawbacks of principal 
research works studied in this article on MOSR telerobotics 
over the Internet, WebRTC-based SOSR telerobotic systems 
and WebRTC-based MOSR telerobotic systems. It should be 
noted that advantages of WebRTC-based MOSR systems 
also include those of WebRTC-based SOSR systems.

3  WebRTC‑based telerobotic system

This section describes a generic WebRTC-based telerobotic 
architecture for MOSR interaction allowing multiple opera-
tors to control the remote robot. To do this, operators are 
classified according to their access level or priority to con-
trol the various sub-systems of the robot. The absolute prior-
ity is given to the team leader who assigns the control of the 
whole or part of the robot to any team member.

3.1  Requirements

A MOSR telerobotic platform should ensure several func-
tionalities, in such a way that operators belonging to a team 
feel as they are located in the same place near the robot. 
Moreover, such a platform should enable several operators 
teams to handle the robot, simultaneously. In addition to 
obvious criteria when designing telerobotic systems such 
as security and privacy, a few factors has to be taken into 
account:

• Real-time communication: this is the most important fac-
tor; indeed, data must reach destination within a certain 
period of time. Obviously, the platform delivers the data 
to the receiver; otherwise, it notifies the sender of the 
failure.

• Data: the platform must be able to transmit a variety of 
data through the network. This data includes values gen-
erated by the robot, sensors, commands sent by operators, 
feedback provided by the robot, messages exchanged 
between operators, and any other information that may 
assist operators to have a full knowledge about the tasks 
being accomplished.

• Audio/video: in addition to raw data, operators should be 
able to get video and audio streams from the robot as well 
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as other operators belonging to the same team. Video and 
audio streams may greatly help operators in obtaining 
accurate information about the robot, its surroundings, 
the task progress, operators body language, etc.

• Cooperative control: two or more operators may jointly 
control the robot to performs tasks. In certain circum-
stances, it is preferred or even required that each operator 
controls a different part of the robot.

• Concurrent access: in some situations, it is expected that 
the robot or a part of it should be used by one and only 
one operator at a time, although the other operators are 
requesting to use it.

• Anywhere access: operators must be able to control the 
robot from any location around the world via an Internet-
connected device. All this regardless the use of public, 
home, or any other kinds of Internet connection.

• Interoperability: to the authors best knowledge, the 
implementation of the control panel as a Web page is 
the optimal option to provide an interoperable means to 
control the remote robot. This is compatible with any 
computer-based device including smartphones, tablets 
and PC. It is not required to add any extension or plug-
ging to Web browsers.

• Operators communication: operators should feel them-
selves in the same location, and perceive themselves to 
be at the same site as the robot. As a result, the platform 

must enable real-time communication between operators 
while also supporting video, audio and data.

• Multiple teams: it is preferable to use the same software 
platform by independent teams. This would optimize 
the resources usage, whether computational (hardware 
or software), or human (managing staff).

• Industrial deployment: since the platform will be 
deployed in industrial settings, it must be reliable and 
user-friendly. In other words, the manager should easily 
understand how it is implemented and how it operates.

3.2  Proposed WebRTC‑based telerobotic system

As Fig. 1 illustrates, the proposed WebRTC-based MOSR 
remote control of mobile manipulators consists of many 
teams sharing a set of servers (Web, Signaling, Applica-
tion, STUN and TURN). Each team is composed of many 
operators that can control a robot, and a manager that leads 
the team and administrates their access to the software plat-
form and the robot. All communications between operators, 
manager and robot are done through the WebRTC connec-
tion (audio, video, and data channels). Shared servers are 
only used while establishing connection, except TURN and 
application servers. In some circumstances, it is impossible 
to create direct WebRTC connections; therefore, communi-
cations pass through TURN server. However, the application 

Table 1  Advantages and drawbacks of main works on MOSR over the Internet, WebRTC-based SOSR systems and WebRTC-based MOSR sys-
tems 

Mode Main works Advantages Drawbacks

MOSR 
over 
Internet

Liu et al. (2017); Germain et al. (2010); 
Bodner et al. (2004); Osentoski et al. 
(2012); Pitzer et al. (2012); Toris et al. 
(2015); Chen et al. (2017)

Do not require powerful devices Need specific software, tools and devices
Time-consuming installation
Small number of operators control the robot, at a time
Difficult to use and to understand
Lack of real-time feedback
Lack of Interoperability
Lack of collaboration between operators
Do not provide/support a good video quality

WebRTC 
SOSR

Budiharto et al. (2014); Cosgun et al. 
(2013); Kanigoro et al. (2014); Pavón-
Pulido et al. (2015); Sundaram et al. 
(2015); Kalhapure (2016); Ha et al. 
(2017); Nalamwar et al. (2016)

Do not require any configuration 
or additional installations

Require a WebRTC-compatible Web browser

Unique standardized technology 
for Web-based P2P real-time 
bidirectional audio, video and 
data communication

Require powerful devices able to run native WebRTC 

Allow connection even behind 
NAT servers

High-level of interoperability
WebRTC 

MOSR
Tung et al. (2021); Mandlekar et al. 

(2021); Tan et al. (2019); Goga et al. 
(2021); Yang et al. (2020); Holland 
et al. (2021)

Allow communication between 
operators

Require multiple servers (STUN, TURN...)

Cooperative and concurrent 
access to the remote robot
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server can be used during the connection; for example, to 
store information about tasks accomplished by each operator.

3.3  Proof‑of‑concept of the proposed system

The developed proof of concept is the deployment of 
WebRTC technology to control and monitor remote robots. 
This proof-of-concept allows a team (operators and a man-
ager) to control RobuTER/ULM via Internet, simultaneously. 
For this purpose, the manager defines access rights for each 
operator. For example, one operator controls the mobile 
robot, the other controls the manipulator, the third controls 
the gripper, and another operator controls the whole robot. 
Besides, a chat system between operators has been devel-
oped. Accordingly, operators may exchange real-time text 
messages and audiovisually communicate to collaboratively 
control the remote robot.

As Fig. 2 depicts, the proof of concept consists of two 
servers (web and Signaling), two Web applications (one for 
operators, one for manager), and a native WebRTC applica-
tion to ensure communication with the robot. In this imple-
mentation, TURN server is not required; instead STUN serv-
ers deployed by Google are used. The different components 
are enumerated as follows:

• Self-signed certificate: Java toolkit keytool is utilized to 
create the certificate. This ensures a secure communica-

tion between peers and Web server, and between peers 
and signaling server.

• Web and Signaling servers: Nodejs is used to implement 
the Web and the Signaling servers. Both servers use the 
port 443 and the same IP address to protect them with 
the same self-signed certificate (because the Web server 
uses HTTPS protocol and the signaling server uses the 
secure WebSocket protocol). This avoids importing man-
ually another self-signed certificate to secure WebSocket 
(which is not a simple operation). Indeed, it is enough 
to import the certificate for the HTTPS protocol when 
accessing the Web page.

• Web applications: they are implemented in HTML, CSS 
and JavaScript. Two Web applications are proposed (i) 
one for the operators to control the robot (or a part of it) 
and communicate between them, (ii) the other applica-
tion for the manager to administrate access rights to the 
robot.

• Native WebRTC : the native WebRTC is implemented 
using WebRTC Native API of the project webrtc-java 
(webrtc-java 2021). It receives operators commands 
via WebRTC data channels and sends feedbacks from 
the robot. In additions, it retrieves video stream from 
the embedded camera and sends it to operators over the 
video channel. Further, it communicates with the robot 
via TCP connection, sends data received from WebRTC 
channel to robot and sends data received from the robot 
to the corresponding operator via the adequate channel. 

Fig. 1  A synoptic scheme of the proposed WebRTC-based MOSR telerobotic platform
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Moreover, it formats data transmitted over data channel 
in JSON format using JSON.simple (json-simple 2021), 
and sends data to application and signaling servers 
through WebSocket.

• Application server: Java is used to implement the appli-
cation server, and SQLite DBMS to host the database of 
the platform. The database contains data about working 
teams, operators, managers, history of interactions with 
robots, etc. It is managed by the application server.

Exchanges between operators, manager, and remote robot 
are made by a direct WebRTC connection between the con-
cerned peers. Regarding this connection, the robot starts first 
listening on the port 8080 1  ; when the native WebRTC 
application is lunched, it opens a TCP connection to the 
robot 2  to send operator commands and receive feedback 
(sensors date, etc.), connects to the application server 3  to 
send reports (for example, report about received commands 
from operator), and connects to Signaling server to receive 
connection requests and exchange connection parameters 
with operators and managers Web applications 4  . When 

an operator gets the Web application from website 5  and 
authenticates successfully 6  , the Web application sends a 
connection request to all connected peers (robot, operators 
belonging to the same team, and the team manager) 7  . The 
robot creates a WebRTC connection with video and data 
channels 8  ; then sends the description of each WebRTC 
to the corresponding peer through the Signaling server 9  . 
Additionally, it retrieves the parameters of each channel 
(each WebRTC connection has three channels, at most) from 
STUN servers 10  and sends them to the appropriate Web 
application 11  . When a Web application receives the native 
WebRTC connection parameters, it creates a WebRTC con-
nection 12  at its side, configures such a connection with 
received parameters 13  , and sends the created connection 
parameters to the native WebRTC (of course, it repeats 
the same operations with the Web application of the other 
peers) 14  . At the same time, it gets the WebRTC chan-
nels parameters from the STUN servers 15  and sends them 
to the native WebRTC 16  too. When the native WebRTC 
receives the remote connection parameters, it adds them to 
the local connection (resp. the other Web applications) 17  ; 

Fig. 2  Proof-of-concept of the proposed WebRTC-based MOSR telerobotic system
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besides, when receiving channel parameters, it adds them to 
the local connection 18  . The operator Web application at its 
turn, when receiving channel parameters, adds them to the 
corresponding WebRTC connection 19  . Depending on the 
network configuration, WebRTC data channel can directly 
be created between peers (robot, operators of the team, and 
manager) 20  or through TURN server 21  . In the validation 
scenario, the TURN server is not used.

4  Validation scenarios

To validate the proposed WebRTC-based MOSR platform 
for remote control of mobile manipulators, three types of 
test scenarios have been defined. The first test demonstrates 
its feasibility; the second assesses its performance; the last 
test determines the execution times for basic tasks carried 
by the robot.

Despite the fact that the considered robot is an emulator 
built in Akli et al. (2010) (not a real robot), this will not 
affect the obtained results. Indeed, the emulator faithfully 
imitates all the behaviors of the real mobile manipulator. 
Moreover, the aim is being to test the developed platform 
itself not the robot.

4.1  RobuTER/ULM mobile manipulator

Figure 3 shows the available experimental robotic system 
(Hentout et al. 2013). It consists of a mobile manipulator, 
RobuTER/ULM, controlled by an on-board PC. RobuTER/
ULM is made up of a 6-DoF Ultra-Light Manipulator (ULM) 
with a two-finger electrical gripper, installed on a rectan-
gular non-holonomic differentially-driven mobile robot 
(RobuTER) (Hentout et al. 2009). The robot features a wire-
less communication technology to communicate with an 
off-board PC (powerful enough to run the native WebRTC 
implementation):

• RobuTER has an odometer sensor on each driving wheel, 
a sick200 laser measurement system in front, a Hokuyo 
laser sensor at its back and a belt of 24 ultrasound sen-
sors.

• ULM has an incremental position sensor on each articula-
tion, a 6-DoF effort sensor as well as a camera installed 
on its gripper.

4.2  Performance tests

These tests measure the required time to connect Web appli-
cations to the signaling server, measuring the time needed to 

connect Web applications to the native WebRTC gateway, 
and finally, measuring the round-trip delay between Web 
application and the emulator of RobuTER/ULM through the 
WebRTC data channel (between Web application and native 
WebRTC gateway) and the TCP connection (between native 
WebRTC gateway and emulator).

This study does not consider the bandwidth limits. In fact, 
the WebRTC seamlessly scales to available bandwidth; when 
operators notice the degradation of the video/audio quality, 
they will decide either continue utilizing the software plat-
form or not. When the delay exceeds a certain period, the 
platform notifies the operators; in this instance, operators 
will choose to continue working or stop. Indeed, the choice 
to apply any policy depends on the tasks being realized by 
the robot, rather than by the robot or the platform.

The platform offers an events management system that 
tolerates defining its behaviors when unexpected events 
occur (insufficient bandwidth, important delay, communi-
cation lost with an operator or the robot, connection lost 
between robot and all operators, etc.). In such a case, the 
proof-of-concept proposes a default behavior, which con-
sists of notifying operations, and moving the robot to a safe 
position.

The round-trip delay is independent of the task requested 
by the operator. It is assumed that the native WebRTC gate-
way is permanently connected to the emulator and signaling 
server. TCP connection is constantly established between 
the robot and native WebRTC gateway. As Fig. 4 illustrates:

• Connection to the signaling server: it consists of opening 
a TCP connection to this server, doing TLS handshaking, 
then opening a WebSocket connection via the opened 
secure TCP connection. In step 1  , the operator Web 
application opens a secure WebSocket connection to the 
signaling server.

• Connection to the robot: if an operator tries to connect to 
the robot, the Web application must first connect to the 
signaling server 1  ; then, it should send a connection 

Fig. 3  Available experimental robotic platform
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request to the native WebRTC gateway via the signal-
ing server 2  . As soon as the native WebRTC gateway 
receives this request, it creates a WebRTC connection 
and replies by the parameters of the session of the cre-
ated connection (session is composed of two channels, 
one for video and the other for data) 3  , it retrieves the 
networks parameters for each channel from STUN serv-
ers 4  and sends them to the operator Web application 
5  . Immediately, When the operator Web application 

receives these parameters, it creates a local WebRTC 
connection and generates its session parameters. After 
that, it sends these parameters to the native WebRTC 
gateway 6  , retrieves the network parameters of the chan-
nels from the STUN servers 7  and sends them to the 
native WebRTC gateway 8  . Finally, when the WebRTC 
data channel is opened, the WebRTC connection to robot 
is considered as established 9 .

• Connection to the robot without being connected to sign-
aling server: steps from 1  to 9  must be performed to 
connect the native WebRTC gateway when the operator 
is not connected to signaling server.

• Round-trip delay: the round-trip delay is the required 
time for a data to travel from the Web application to the 
robot and to return back to the Web application through 
the native WebRTC gateway. The packets holding data 
are sent from the Web application to the native WebRTC 
gateway via the webRTC data channel 10  ; this latter 
sends the received packets from the Web application 
to the robot via the TCP connection 11  . As soon as a 
packet is received, the robot sends it back to the native 
WebRTC gateway via the TCP connection 12  . Finally, 
the native WebRTC gateway sends the received packet 
from the TCP connection to the Web application via the 
WebRTC data channel 13  . The robot should inform the 
operator immediately, whether the request is taken into 
account or not.

As Fig. 5 illustrates, the test platform of the proof-of-
concept consists of the following components:

• Laptop: Dell Inspiron I7548, Intel Core i7-5500U 
2.4GHz processor (two cores, four threads), RAM 16GB 
(DDR3-SDRAM) and 512GB (SSD). It runs 64-bit 
Windows 10 Home edition, Netbeans 8.2, jdk1.8.0_101, 
sqlite-jdbc−3.36.0, the robot emulator, Microsoft Edge 
Version 95.0.1020.30, and the implemented servers 
(Signaling, Web and Application).

• Smartphone: Huawei P20 EML-L29, Octa-Core, 2 pro-
cessors (2.36Ghz Quad-Core ARM Cortex-A73 and 
1.8Ghz Quad-Core ARM Cortex-A53), RAM 4GB 
(LPDDR4) and 128GB internal storage. It runs Android 
10, and Chrome version 95.0.4638.50.

• ZTE modem router: LAN info (Wi-Fi), and WAN info 
(Interface ppp0, Type PPPoE, NAT Enabled, Firewall 
Enabled, and 10Mb/s ADSL subscription).

Tests have been accomplished in three distinguished 
cases. Further, each test is repeated 30 times ; the dura-
tion between two successive runs is 60s to make them 
independent.

• Local host: all the platform components run on the same 
machine (a laptop).

• Local network: the operator Web application is running 
on the same network as the other platform components. 
The operator Web application is running on a smartphone 
P20 (node A); the other components run on the laptop. 
The smartphone and the laptop are connected via the 
ZTE modem router.

• Internet: the smartphone that runs the operator Web 
application is connected to the laptop via the Internet 
(ADSL on laptop side and 3G++ on smartphone side).

Results, given in milliseconds (ms), are presented in Table 2 
(DL: Delay; WS: WebSocket; WR: WebRTC; WSR: Web-
Socket-WebRTC). As illustrated, some values are considered 

Fig. 4  The proposed and implemented test scenario
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as outliers because they are negative or very big compared 
to the other ones (the value is three times greater than the 
average); they have been replaced by the average of the other 
values of the same test.

Before discussing the results, some information about the 
delays in the field of telerobotics is indicated by Farajiparvar 
et al. (2020) as follows:

• A one-way delay which is less than 250 ms is considered 
as a non-delay (a round-trip delay is less than 500 ms).

• A one-way delay which is less than 400 ms is tolerable 
(a round-trip delay is less than 800 ms).

• Even if the one-way delay is greater than 400 ms (a 
round-trip delay above 800 ms), it is possible to realize 
remote operations with less performance.

Table 3 presents the maximum, the average and the ratio of 
the maximum to the average of the round-trip and connec-
tion times for each test of Table 2. Table 3 also shows the 
number of round-trip delay values, which are less than 500 
ms (considered as non-delays), those belonging to [500 
ms, 800 ms] (considered as tolerable), and values greater 
than 800 ms (considered as delays).

4.2.1  Local host

The sum of maximum time of WebRTC data channel, maxi-
mum connection time to signaling server added to that of 
WebRTC is equal to 7 + 77 + 230 = 314 ms. In the worst 
case, this sum is less than 500 ms; this means that the com-
munication delay between the Web applications of opera-
tors and the robot is considered as a non-delay. Further, the 
WebRTC data channel time is equal to 304 ms only once 

(second line in Table 2). This delay is much bigger than the 
average value; as a consequence, it is considered as outlier 
value and is not taken into account in the evaluation of this 
proof-of-concept.

4.2.2  Local network

The sum of maximum time of WebRTC data channel and 
that of WebRTC connection is equal to 24 + 343 = 367 ms. 
Since it is less than 500 ms, this means that it is considered 
as a non-delay. In case a WebRTC disconnection occurs, 
both peers (operator Web application and native WebRTC 
module) remain connected to the signaling server.

In case of disconnection from both Signaling server 
and the WebRTC, the sum of maximum time of WebRTC 
data channel, the maximum connection time to the 
signaling server, and that of WebRTC connection is 
24 + 343 + 427 = 794 ms. Since it is less than 800 ms, this 
indicates that the delay is reasonable. Table 2 shows that 
90% (27 of 30) of the sum of connection time to signaling 
server and that of WebRTC connection time are less than 
500 − 24 = 476 ms (24 ms is the maximum value of the 
round-trip delay); this means that 90% of cases are consid-
ered as a non-delay.

However, in three cases, the round-trip delay is greater 
than 800ms. These delays are three times greater than the 
maximum delay. Such values are considered as outliers; as 
a consequence, they are not taken into account in the evalu-
ation of this proof-of-concept.

4.2.3  Internet

As Table 2 illustrates, 86.76% (26 amongst 30) of measured 
round-trip latencies are less than 500ms; this means that 

Fig. 5  Test platform of the developed proof-of-concept
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they are considered as a non-delay. Three of these values are 
very big and are treated as outliers (they do not affect the 
evaluation of this proof-of-concept). The fourth value above 
500 ms is equal to 538 ms. This latency is less than 800 ms, 
which makes it acceptable for telerobotic applications.

It must be noted that establishing connection to the sign-
aling server and to the native WebRTC module took too 
much more time than 800 ms. Thus, it is very important to 
keep all peers (Web applications and native WebRTC mod-
ule) connected to signaling server and reestablish this con-
nection as soon as disconnected (to reduce costs in case of a 

disconnection of operators and/or manager Web applications 
from the native WebRTC module).

4.3  Feasibility test

The feasibility test is done on the same machine (a laptop) 
that runs the software platform. It consists of executing the 
emulator, servers (Signaling, Application, and Web), and 
the native WebRTC gateway; finally, opening several tabs 
in the browser, one for the manager and the other ones for 
the operators.

Table 2  Measured values of 
round-trip and connection 
delays

Local host Local network Internet

i DL WS WR WSR DL WS WR WSR DL WS WR WSR

1 6 51 129 180
218
12.96 134 299 433 389 792 2709 3501

2
304
3.34 60 152 212

82
12.96 140 289 429 538 935 2393 3328

3 3 59 206 265 14 343 315 658 404 763 2453 3216
4 3 77 181 258 12 150 294 444 410 860 2399 3259
5 4 50 132 182 8 172 290 462 389 808 2424 3232

6 4 55 146 201
102
12.96 170 393 563 406 733 2415 3148

7 3 67 166 233 10 173 310 483 436 801 2444 3245
8 2 65 140 205 9 148 413 561 394 878 2472 3350

9 3 63 128 191 9 134 276 410 400
4351
857.92 2438 6789

10 3 56 124 180 24 146 282 428 388 734 2485 3219
11 3 46 130 176 10 138 265 403 385 727 2423 3150
12 3 50 130 180 18 152 287 439 396 900 2479 3379

13 2 47 147 194 12 136 285 421
16207
409.74 919 2374 3293

14 2 57 129 186 17 154 307 461 383
-18290
857.92

19794
2498.04

1504
3397.46

15 2 49 186 235 13 158 427 585 382 2172 3272 5444
16 3 61 123 184 8 139 282 421 381 619 2422 3041
17 2 54 133 187 9 132 238 370 390 670 2443 3113

18 7 51 128 179 17 140 291 431 381
7415
857.92 2977

10392
3397.46

19 3 61 125 186 12 144 278 422 397 827 2467 3294
20 3 67 133 200 9 133 259 392 381 799 2610 3409
21 6 74 230 304 20 132 215 347 388 804 2496 3300
22 3 67 125 192 12 125 243 368 382 1192 2438 3630

23 4 76 118 194 9 173 267 440
7703
409.74 896 2382 3278

24 3 61 126 187 15 245 313 558 382 782 2438 3220
25 2 68 124 192 23 242 385 627 731 846 2394 3240

26 3 48 133 181 17 118 252 370
7496
409.74 921 2480 3401

27 4 52 133 185 10 130 208 338 386 683 2469 3152
28 4 64 126 190 13 134 228 362 385 625 2390 3015
29 4 47 130 177 9 125 239 364 385 620 2359 2979

30 3 48 132 180 11 152 206 358 394
11150
857.92

15138
2498.04

26288
3397.46

Bold strikethrough numbers represent outliers
Bold numbers represent the average of the other values of the column

Table 3  Maximum, average, number of non-delay, tolerable and delay values of round-trip and connection times

Local host Local network Internet

DL WS WR WSR DL WS WR WSR DL WS WR WSR

MAX 7.00 77.00 230.00 304.00 24.00 343.00 427.00 658.00 731.00 1192.00 3272.00 6789.00
AVR 3.34 58.37 141.50 199.87 12.96 157.07 287.87 444.93 409.74 805.36 2498.04 3397.46
MAX

AVG
2.09 1.32 1.63 1.52 1.85 2.18 1.48 1.48 1.78 2.53 1.31 2.00

< 500 29 – – – 27 – – – 26 – – –
[500, 800] 1 – – – 3 – – – 4 – – –
> 800 1 – – – 3 – – – 3 – – –
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Figure  6a shows the Web page of operators after 
authentication. It includes a lateral panel with various 
options for controlling the robot at the left side, a chat 
system at the right side, video delivered by the eye-to-hand 
camera (visualizing the robot inside its workspace) at the 
center, and videos of the other operators of the team at 
the far right of the Web page. Further, the panel contains 
options to control the mobile robot velocity and orienta-
tion (Backward, Forward, Left, Right). Finally, this page 
offers the possibility to control the 6-DoF manipulator 
robot ( Axe1 …Axe6 ), and to open/close its gripper.

Figure 6b shows the Web page of the manager where he 
can define the access rights for each operator. For exam-
ple, Abdelfetah can control the whole robot (mobile robot, 
6-DoF manipulator, and gripper); Allal is able to control 
the 6-DoF manipulator only.

4.4  Execution times

The validation of the proposed WebRTC telerobotic sys-
tem is carried out through the same scenarios established in 
(Khiter et al. 2012). Initial and final conditions are given as 
shown in Table 4; positions are given in millimeters (mm), 
orientations in degrees ( ◦ ) and execution times in seconds 
(s).

• BaseInit(xB, yB, �B)Init : initial pose of the mobile robot.
• BaseFin(xB, yB, �B)Fin : final pose of the mobile robot.
• EffectorInit(xE, yE, zE,�E, �E,�E)Init : initial pose of the 

end-effector.
• ConfigurationInit(Q1,Q2,Q3,Q4,Q5,Q6)Init : initial con-

figuration of the arm corresponding to EffectorInit.
• EffectorFin(xE, yE, zE,�E, �E,�E)Init : final pose of the end-

effector.
• ConfigurationFin : final configuration of the manipulator 

corresponding to EffectorFin ; it is calculated using the 
Inverse Kinematic Model (IKM) of the manipulator.

In Khiter et al. (2012), authors defined four basic types of 
tasks to be performed by the remote robot (Table 4):

• First task (T1 ): moving the manipulator from EffectorInit 
to EffectorFin.

• Second task (T2 ): moving the manipulator from its 
ConfigurationInit successively to three different configura-
tions: Configuration1 , Configuration2 and ConfigurationFin
.

• Third task (T3 ): moving the mobile robot from BaseInit 
to BaseFin in presence of one obstacle at position 
Obstacle3(x3, y3, z3) of a size Size3.

• Fourth task (T4 ): moving the mobile robot from 
BaseInit to BaseFin . Two obstacles are present inside 
the workspace. The first obstacle is at position 

Obstacle41(x41, y41, z41) of a size Size41 ; the second is at 
position Obstacle42(x42, y42, z42) of a size of about Size42.

For each basic task (T1, T2, T3, T4) , 10 different runs 
have been achieved by the robot for the three previous 
cases (Local host, Local network and Internet). Figure 7 
shows the average execution times.

4.5  Management of multiple operators

The considered validation scenario consists of moving 
Object from its initial position Source toward a final pre-
defined position Target by the remote robot. It is clear that 
this task is of a high level and should thus be decomposed 
into primitive operations (Hentout et al. 2010). Therefore, it 
is considered as composed of three primitive operations (i) 
moving the mobile robot, (ii) moving the manipulator robot 
and (iii) localizing Object and calculating its coordinates. 
Two different cases are considered:

• Single user: only one user controls remotely the whole 
robot (mobile robot sub-system, manipulator robot sub-
system, and on-board vision sub-system) to perform this 
task.

(a) Web page of the Operators

(b) Web page of the Manager

Fig. 6  The Web applications to control the remote robot and to man-
age the users
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• Multiple users: three users collaboratively control the 
remote robot. For example, the first user controls the 
motion of the mobile robot. At the same time, the second 
user configures the manipulator robot to grasp/deposit 
Object. The last user controls the on-board camera to 
localize the corresponding Object. After that, the first 
user moves the robot to the final position where the sec-
ond user will deposit the grasped Object.

The team manager may assign tasks to operators based on 
their location, for example. In this case:

• Control of the gripper: it is the most critical task. It 
is assigned to operator connected directly to the robot 
where he can monitor the robot without using the camera. 
However, the operator must use the platform to be able 
to cooperate with the other users.

• Control of the manipulator joints: it is less critical than 
that of the gripper. This task is assigned to an operator 
connected to the robot via a local network.

• Control of the mobile robot: it is the least critical. Indeed, 
imprecision on manipulating this sub-system can be 
recovered by the joints controller; thus, it can be assigned 
to any operator connected via the local network or Inter-
net.

The single operator carries the predefined task in 10s; 
whereas, the three collaborative operators were able to per-
form the same task in 03s.

4.6  Comparison with solutions of the literature

Table 5 gives comparison between the proposed WebRTC-
based solution with those of the literature on many criteria 
described in subsection 3.1.

The proposed WebRTC-based MOSR telerobotic plat-
form of mobile manipulators meets all these criteria. In fact, 
it enables real-time audio (unlike Germain et al. (2010); 
Bodner et al. (2004); Chen et al. (2017); Osentoski et al. 
(2012); Pitzer et al. (2012); Toris et al. (2015); Sundaram 
et al. (2015); Goga et al. (2021)), video (unlike Liu et al. 
(2017)) and data communication between operators, and 
between the robot and operators. Moreover, the platform 
allows operators to directly reach the other ones and the 
remote robot regardless of their locations, even if their con-
nected devices are behind NAT servers (unlike Liu et al. 

Table 4  Initial and final conditions of the considered validation tasks

Parameter Value

Initial conditions BaseInit(xB, yB, �B)Init (0, 0, 0◦)

ConfigurationInit(Q1,Q2,Q3,Q4,Q5,Q6)Init (0, 0, 0, 0, 0, 0)
EffectorInit(xE , yE , zE ,�E , �E ,�E)Init (−432,−108.49, 164,−180◦,−180◦,−180◦)

Task T1 EffectorFin(xE , yE , zE ,�E , �E ,�E)Init (−330mm,−630mm, 1080mm,−135◦,−88◦, 5◦)

ConfigurationFin(Q1,Q2,Q3,Q4,Q5,Q6)Fin (−60◦, 61◦, 30◦, 95◦,−15◦, 0◦)

Task T2 Configuration1(Q1,Q2,Q3,Q4,Q5,Q6)1 (0◦, 40◦, 28◦, 0◦, 0◦, 0◦)

Configuration2(Q1,Q2,Q3,Q4,Q5,Q6)2 (20◦, 32◦, 28◦, 0◦, 0◦, 0◦)

ConfigurationFin(Q1,Q2,Q3,Q4,Q5,Q6)Fin (0◦, 45◦, 45◦, 0◦, 0◦, 0◦)

Task T3 BaseFin(xB, yB, �B)Fin (−1920, 2, 15◦)

Obstacle3(x3, y3, z3) (−1000, 0, 50)

Size3 (800 × 200 × 100) mm
Task T4 BaseFin(xB, yB, �B)Fin (−3440, 13, 12◦)

Obstacle41(x41, y41, z41) (−1000, 400, 50)

Size41 (800 × 200 × 100) mm
Obstacle42(x42, y42, z42) (−2000,−400, 50)

Size42 (600 × 250 × 100) mm

Fig. 7  Average execution times for the considered tasks 
(T1,T2,T3,T4) in all cases
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(2017); Germain et al. (2010); Bodner et al. (2004)). Further, 
even it requires using a set of servers (Web, Signalling and 
perhaps a STUN server), they are only used when joining 
the platform; thus, the latter could be used by a high number 
of operators organized in multiple teams. All the other solu-
tions do not assure this requirement except that developed 
in Tung et al. (2021). Regarding the concurrent and coop-
erative access to the remote robot, our solution implements 
both requirements. On the one hand, those presented in Liu 
et al. (2017); Osentoski et al. (2012); Pitzer et al. (2012); 
Toris et al. (2015); Pavón-Pulido et al. (2015); Kanigoro 
et al. (2014); Sundaram et al. (2015); Kalhapure (2016); Ha 
et al. (2017); Budiharto et al. (2014); Goga et al. (2021); 
Yang et al. (2020) do not verify the cooperative control 
requirement. On the other hand, among all the considered 
solutions for comparison, only Osentoski et al. (2012); Pitzer 
et al. (2012); Toris et al. (2015); Goga et al. (2021); Tung 
et al. (2021) meet the concurrent access requirement. Fur-
thermore, since our solution is based on Web technology, the 
interoperability is guaranteed unlike those designed in Liu 
et al. (2017); Germain et al. (2010); Bodner et al. (2004); 
Chen et al. (2017); Kreczmer et al. (2015). Finally, the 
deployment of WebRTC-based platform is easy because it 
only requires using a reduced set of JavaScript API. Indeed, 
all the complex underlying technologies such as communi-
cation protocols, security protocols and audio/video coder/
decoder are handled by the Web browser; this significantly 
makes the platform usable in industrial settings in contrast to 
Pavón-Pulido et al. (2015); Kanigoro et al. (2014); Kreczmer 
et al. (2015); Sundaram et al. (2015); Kalhapure (2016); Ha 
et al. (2017); Budiharto et al. (2014); Goga et al. (2021); 
Tung et al. (2021); Tan et al. (2019).

4.7  Discussion of obtained results

This work proposed a WebRTC-based MOSR remote control 
platform for mobile manipulators. It allows multiple opera-
tors to collaboratively control a single remote robot by using 
Web applications. Operators can use any Web browser to 
control the remote robot without any pre-configuration or 
additional installation, neither on the Web browser, operat-
ing system nor any hardware/software of the machine run-
ning the Web browser. Other major advantages offered by 
the developed platform may be listed as follows. First, this 
platform allows an operators team to control the remote 
robot located anywhere by simply connecting to Internet 
via mobile networks or just be connected to the same IP 
network. Second, operators can play real-time or recorded 
videos/audios from the robot station. Third, operators can 
communicate with each other via audiovisual or by using 
textual messages. Finally, many teams can use simultane-
ously the platform to control their robots.

In the aim of validating the developed platform, a proof of 
concept have been proposed. It enables a team composed of 
many operators and a manager to control the remote robot by 
using Web applications. Each member can display real-time 
video captured by the robot. Besides, each operator is able to 
watch other team members, discuss and exchange messages 
with them. Finally, the Web application enables operators 
to visualize the robot workspace by displaying the video of 
the on-board camera.

Once connected to the Web interface through a browser, 
the operator has to authenticate to access the different sub-
systems of the robot depending on the privilege set up by the 
manager. Tasks are of five categories (i) control of the robot 
joints only, (ii) control of the robot gripper only, (iii) control 
of the mobile robot only, or (iv) control of the whole robot.

Many validation scenarios have been performed including 
connection tests, feasibility tests, and cooperative control 
tests. The connection to the remote robot has been tested 
in three cases (i) direct connection in the same local host, 
(ii) connection through the local network and, finally, (iii) 
connection via the Internet. It is evident that connecting 
through the Internet requires significantly longer time than 
connecting via the local host or the local network. To show 
the superiority of the proposed WebRTC solution, obtained 
results have been compared with those mentioned in Khiter 
et al. (2012).

The developed WebRTC-based solution has globally 
demonstrated a better gain in terms of transmission time and 
commands admissibility. The proof-of-concept offers opera-
tors of the Web applications accessibility via the Internet to 
control the remote robot. Finally, results clearly showed that 
when three operators collaborate to perform complex tasks, 
the work is accomplished much quicker than one operator.

5  Conclusions and future work

This paper described a generic WebRTC-based platform 
for remote control of mobile manipulators. The developed 
system facilitates the utilization of the remote robots to 
accomplish complex tasks via the Internet while exploiting 
WebRTC technology. Through the Web interface, operators 
belonging to the same team have a panel to control part/
whole of their robot. They also have control mechanisms 
of the mobility, manipulation, end-effector and embedded 
sensors. The Web interface allows operators to display 
sensors data and visualize the robot workspace using the 
videos acquired by the on-board camera. Despite the fact 
that the platform is based on Web technology, the latency 
is acceptable for remote control of robots through the Inter-
net. Generally, the round-trip delay is less than 500 ms and 
less than 800 ms in worst cases. While performing primitive 
tasks, a difference of less than 3 s (1–3 s much more) in the 
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average execution times is noticed for all tasks. In light of 
all the other advantages of using the Internet for telerobotics, 
this augmentation seems acceptable. Future work aims at 
enhancing the developed platform by reducing the consumed 
bandwidth by acquired videos; consequently, reducing bat-
tery consumption in case of using mobile devices with wire-
less connection. In order to improve overall performances, 
an algorithm will be developed to estimate the timeout to 
deal with delayed connection messages to signaling server, 
to the robot, and of sending commands to the robot by the 
Web applications. Finally, the developed WebRTC-based 
MOSR remote control platform will be validated in a real 
industrial environment by using the real mobile manipulator 
robot (RobuTER/ULM).
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