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Constructible sheaves and functions up to infinity

Pierre Schapira

February 21, 2023

Abstract

We introduce the category of b-analytic manifolds, a natural tool to define
constructible sheaves and functions up to infinity. We study with some details the
operations on these objects and also recall the Radon transform for constructible
functions.
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Introduction

Sheaf theory is a mathematical tool to treat the dichotomy local/global and it is not
surprising that it appears now as essential in topological data analysis (TDA), its use
in this field appearing first in Justin Curry’s thesis [Cur13]. Of course, sheaves have to
be treated in their derived version. To illustrate this point, see Example 1.1 below.

On the other-hand, sheaf theory is a very general theory, perhaps too general for
applications. In TDA one essentially encounters sheaves associated to subsets which are
topologically “reasonable” and there is a perfectly suited framework for such sheaves,
namely that of constructible sheaves or sometimes, on real vector spaces, piecewise
linear (PL) sheaves (see [KS21a]). The triangulated category of constructible sheaves
over a commutative Noetherian ring k on a real analytic manifold plays an increasing
role in various fields of mathematics and is well understood.

To an abelian or a triangulated category, one naturally associates its Grothendieck
group: any function defined on the objects of the this category, additive with respect
to exact sequences or to distinguished triangles and with values in a commutative
group, factorizes uniquely through the Grothendieck group and, in some sense, this
group contains all the additive informations of the category. When k is a field of
characteristic 0, the Grothendieck group of the triangulated category of constructible
sheaves is known to be isomorphic to the group of constructible functions as well as to
that of Lagrangian cycles.

Recall that constructible functions and Lagrangian cycles first appeared in the com-
plex analytic setting with Masaki Kashiwara [Kas73] and in the algebraic setting with
Robert MacPherson [Mac74]. In the complex setting, Lagrangian cycles were stud-
ied for their functorial properties by several people and in particular by Victor Gins-
burg [Gin86] and Claude Sabbah [Sab85]. The real case was first treated in [Kas85].
See also [KS90, Ch. IX, Notes] for an history of the subject. Lagrangian cycles are not
so easy to describe, contrarily to constructible functions and we shall not study them
here.

The Euler calculus of constructible functions has been introduced independently
by Oleg Viro (see [Vir88]) in the complex analytic setting and by the author in the
subanalytic setting (see [Sch89]). It has many applications, particularly to tomography
i.e., real Radon transform, see [Sch95] (see also Lars Ernström [Ern94] for complex
projective duality) and more generally in TDA where it appears in particular in sens-
ing (see [CGR12] for a survey) and shape analysis [CMT18] and also in the study of
persistence modules through their rank invariants and their local Euler characteristic
also known as Betti curve in the community [Ume17].

A constructible function ϕ on a real analytic manifold X is mathematically very
simple: it is a Z-valued function, the sets ϕ−1(m) (m ∈ Z) being all subanalytic and
the family of such sets being locally finite. It is not difficult (with the tools of subanalytic
geometry at hands) to check that the set CF (X) of constructible functions on X is
a commutative unital algebra and that the inverse image (i.e., composition) of such a
function by a morphism of real analytic manifolds f : Z −→ X is again constructible.

Things become more unusual when looking at direct images, in particular integra-
tion. Assume that ϕ has compact support. One may write ϕ as a finite sum

∑
i∈I ci1Ki
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where ci ∈ Z, Ki is a compact subanaytic subset of X and for S ⊂ X , 1S is the
characteristic function of S. Then one defines the integral of ϕ by the formula

∫

X

ϕ =
∑

i∈I

ci · χ(Ki)

where χ(Ki) denotes the Euler-Poincaré index of Ki. (This definition does not depend
on the decomposition of ϕ–see the comments after (3.11).) For a morphism f : X −→ Y
of real analytic manifolds, one defines the integral along f of a function ϕ ∈ CF (X)
whose support is proper with respect to f by setting for y ∈ Y ,

(

∫

f

ϕ)(y) =

∫

X

ϕ · 1f−1(y),

and one checks that one obtains a constructible function on Y . This integral has all
properties of classical integrals (linearity and Fubini theorem–that is, functoriality), ex-
cept that it is not positive (the integral of 1(0,1) is −1) and a set reduced to one point has
integral 1. In fact, one easily translates all operations on constructible sheaves to op-
erations on constructible functions. In particular duality makes sense for constructible
functions and commutes with direct images.

Constructible sheaves and functions cause problems at infinity. For example, the
set N is subanalytic in R (contrarily to the set {1/n;n ∈ N}) but of course no finiteness
properties may be obtained in this case. Hence, we shall define the notion of being
“constructible up to infinity”, as mentioned in the title. For that purpose we introduce
the category of b-analytic manifolds. An object X∞ is an open embedding X ⊂ X̂ of
smooth real analytic manifolds with X subanalytic and relatively compact in X̂ , and a
morphism f : X∞ −→ Y∞ is a real analytic map f : X −→ Y such that the graph of f is
subanalytic in X̂ × Ŷ . Then a subset of X is “subanalytic up to infinity”–we shall also
say “b-subanalytic”, for short– if it is subanalytic in X̂ . (As a non-example, N is not
subanalytic up to infinity in R whatever the choice of R∞.) As we shall see, this notion
is much more natural than the usual one and makes calculations easier. For example,
the direct and inverse images for sheaves commute now with duality (see below for a
precise statement), non proper convolution becomes associative, etc.

The notion of being subanalytic up to infinity is closely related to that of defin-
able sets and of o-minimal structures, well known from the specialists (see in particu-
lar [VdD98,VdDM96]) and constructible sheaves and functions in this framework have
already been defined in [Sch03, EP20]. Nevertheless, our approach for sheaves, based
on the notion of micro-support, is of a different nature and provides a convenient setup
to use microlocal sheaf theory while benefiting of the finiteness properties enjoyed in
the framework of o-minimal structure (see for instance [CCG+].

Sections 1 and 3 are detailed reviews on (derived) sheaves and constructible func-
tions, posted here for the reader’s convenience.

In Section 2 we define a derived sheaf constructible up to infinity on X as a
constructible sheaf whose micro-support is subanalytic in the cotangent bundle T ∗X̂ .
We shall also say, for short, that such a sheaf is “b-constructible”. This is equivalent to
saying that its (proper or non proper) direct image in X̂ is again constructible. Note
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that such a property already appeared in [KS21b]. We briefly study the six operations
on the triangulated category of b-constructible sheaves. Contrarily to the classical
constructible case, the two inverse images f−1 and f ! are exchanged by duality, the
two direct images Rf∗ and Rf! are constructible without any properness assumptions
and, again, are exchanged by duality. As a nice application, we find that non proper
convolution on a real vector space V is well defined on constructible sheaves up to
infinity and is associative. Such a non proper convolution appears when using the so-
called γ-topology, associated with a closed convex proper cone γ of V. This topology,
already introduced in [KS90], plays an increasing role in TDA. For example, Betti curves
and surfaces of multi-parameters persistence modules are examples of constructible
functions for the γ-topology.

In Section 4, we define the space CF (X∞) of constructible functions up to infinity
and study with some care the operations on such functions. Contrarily to the classical
case, we have now two kind of integrals, proper and non proper, and, as for sheaves,
these operations are defined without any properness hypothesis. Moreover, they are
exchanged by duality. On a real vector space V, we study with some care constructible
functions for the γ-topology.

In Section 5, posted here for easier accessibility, we recall (and adapt) the main
results of [Sch95] in which we obtain an inversion formula for the Radon transform
of constructible functions. This formula asserts that one can recover a constructible
function on a real vector space V from the knowledge of the Euler-Poincaré index of its
restriction to all affine hyperplanes. For example, if dimV = 3, one can reconstruct a
compact subanalytic subset from the knowledge of the number of connected components
and holes of the restriction of the compact set to all slices (affine planes).

To conclude this introduction, let us recall that the Euler calculus of constructible
functions already had many applications in TDA, especially under the impulse of Robert
Ghrist and his collaborators (see in particular [CGR12]). Very recently, in a paper
partly based on some results exposed here, Vadim Lebovici [Leb21] introduces the very
promising idea of hybrid transform of constructible functions, a transform which com-
bines classical Lebesgue integration and the Euler calculus. This new idea generalizes
and unifies several previous results of specialists of TDA.

Acknowledgement. I warmly thank Ezra Miller for several fruitful comments
on a previous version of this paper as well as François Petit for several stimulating
discussions.

Convention. In this paper, k denotes a commutative unital Noetherian ring with
finite global dimension (see e.g. [KS90, exe. I. 28]). From Section 3 and until the end
of the paper, k is a field of characteristic 0.

1 A short review on sheaves

In this section, we shall give a very brief overview of sheaf theory in its derived setting.
We shall assume that the reader has some basic notions on sheaves. In particular,
we do not recall the definitions of presheaves and sheaves, neither the fundamental
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result which asserts that the forgetful functor, from sheaves to presheaves, admits a left
adjoint. We denote by PSh(kX) the abelian category of presheaves on X with values
in Mod(k) and by Mod(kX) the full abelian subcategory consisting of sheaves. Hence,
by definition, a morphism of sheaves is a morphism of the underlying presheaves. We
refer to [KS90] for a detailed exposition.

Some notations

Recall that a topological space is good if it is Hausdorff, locally compact, countable at
infinity (that is, countable union of compact subsets) and of finite flabby dimension.
This last condition means that there exists an integer d such that any sheaf admits
a resolution of length ≤ d by flabby sheaves. (Recall that a sheaf is flabby if any
section on an open subset extends to the whole space.) It is satisfied for example by
C0-manifolds of dimension ≤ d− 1.

For a space X , we denote by ∆X the diagonal of X ×X and if f : X −→ Y is a map,
we denote by Γf its graph in X × Y . We denote by pt the space consisting of a single
element and by aX : X −→ pt the unique map from X to pt.

Given topological spaces Xi (i = 1, 2, 3) we set Xij = Xi×Xj , X123 = X1×X2×X3.
We denote by qi : Xij −→ Xi and qij : X123 −→ Xij the projections.

X12

q1

}}③③
③③
③③
③③ q2

!!❉
❉❉

❉❉
❉❉

❉
X123

q12

||①①
①①
①①
①① q23

""❋
❋❋

❋❋
❋❋

❋

q13

��

X1 X2 X12 X13 X23

(1.1)

For A ⊂ X12 and B ⊂ X23, one sets

A×2 B = A×X2
B = q−1

12 A ∩ q−1
23 B, A ◦

2
B = q13(A×2 B).(1.2)

Basic operations on sheaves

We consider a commutative unital Noetherian ring k of finite global dimension. How-
ever, assuming that k is a field would be sufficient for most applications.

Let us first only consider sheaves, passing to the derived categories later.
Given two sheaves F and G on X , one defines their tensor product F ⊗G as the

sheaf associated to the presheaf U 7→ F (U)⊗G(U), (U open in X).
The internal hom, denoted Hom , is the presheaf U 7→ Hom(F |U , G|U) where

Hom is taken in the category PSh(kU) and it appears that this presheaf is a sheaf as
soon as G is a sheaf. One proves ([KS90, Prop. 2.2.9]) that (⊗,Hom ) is a pair of
adjoint functors, that is, for three sheaves F,G,H

Hom(F ⊗G,H) ≃ Hom(F,Hom (G,H)),

functorially in F,G,H .
Now consider a continuous map f : X −→ Y . If F is a sheaf on X , its direct image

denoted f∗F is the presheaf on Y which, to V open in Y , associates F (f−1V ). It is
easily checked that this presheaf is a sheaf.
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The inverse image is more delicate. If G is a sheaf on Y , one first defines it
inverse image as a presheaf, f †G, as follows. For U open in X , f †G(U) = colimG(V )
where V ranges through the family of open subset of Y such that U ⊂ f−1V . Then
the inverse image f−1G is the sheaf associated with the presheaf f †G. One proves
([KS90, Prop. 2.3.3]) that (f−1, f∗) is a pair of adjoint functors, that is

Hom(f−1G,F ) ≃ Hom(G, f∗F ),

functorially in F,G. Hence f−1 is right exact and f∗ is left exact. In fact, f−1 is exact.
As a combination of these functors we get the external product. In the situation

of (1.1), for Fi ∈ Mod(kXi
), i = 1, 2, one sets

F1 ⊠ F2 := q−1
1 F1 ⊗ q−1

2 F2.(1.3)

One denotes by kX the constant sheaf on X with stalk k. It is defined as kX =
a−1
X k, after having identified Mod(k) and Mod(kpt). The sheaf kX is also the sheaf of

locally constant functions on X with values in k. One defines similarly the sheaf MX

for M ∈ Mod(k).
Consider a closed subset S of X and denote by jS : S →֒ X the embedding. One

sets kXS := jS∗kS. This is the sheaf on X of functions with values in k and which are
locally constant on S and 0 elsewhere. Now set U = X \ S. One defines the sheaf kXU

by the exact sequence

0 −→ kXU −→ kX −→ kXS −→ 0.

A locally closed set Z is the (non unique) intersection of a closed set T and an open
set V . One sets kXZ :=kXT ⊗kXV , this last sheaf depending uniquely on Z. One often
writes kZ instead of kXZ , especially when Z is closed in X . For a sheaf F on X , one
then sets

FZ := F ⊗kXZ .

Note that the functor • ⊗kXZ is exact. Moreover, if U is open in Z and S is closed in
Z, there are natural morphisms FU −→ FZ and FZ −→ FS.

Assuming thatX and Y are good topological spaces, there is also a notion of proper
direct image denoted f!F . It is defined as follows, for F a sheaf on X :

f!F = colim
U

f∗FU

where U ranges over the family of open subsets of X such that the map f is proper on
U . Hence, f!F is a subsheaf of f∗F . In particular, if f is proper on X (or better, on
supp(F )), then f!F ∼−→ f∗F .

One checks ([KS90, Prop. 2.5.4]) that if Z is locally closed in X , denoting by
jZ : Z →֒ X the embedding, then FZ ≃ jZ !j

−1
Z F .
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The six Grothendieck operations

Sheaf theory takes its full strength when treated in the derived setting, the preceding
functors being replaced with their derived version. We denote by Db(kX) the bounded
derived category of sheaves of k-modules on X and simply calls an object of this cat-
egory “a sheaf”. An object of Db(kX) may be represented by a bounded complex of
sheaves F

•

and a quasi-isomorphism u : F
•

−→ G
•

becomes an isomorphism in Db(kX).
(A quasi-isomorphism is a morphism which induces isomorphisms on the cohomology
objects.) Note that morphisms of Db(kX) are not easy to describe.

The bifunctor ⊗ being right exact, one has to replace it with its left derived functor
L
⊗, and similarly with the functor ⊠ that one replaces with its left derived functor

L

⊠.
. By the hypothesis that the ring k has finite global dimension, the derived functor
applied to objects of the bounded derived category takes its values in this category.

The functors f∗, f! and the bifunctor Hom being left exact, one has to replace them
with their right derived versions, Rf∗, Rf! and RHom . To calculate a right derived
functor, for example Rf∗F , the recipe is to represent F by a complex of injective sheaves
and to apply f∗ to this complex.

Let us illustrate the strength of the derived approach with an example.

Example 1.1. Consider a real finite dimensional vector space V and a closed proper
cone γ with vertex at 0. Denote by γ◦ the polar cone in V∗. This last cone is convex
and only allows us to recover the convex hull of γ. However, if one replaces γ with the
sheaf kγ and replaces the polar cone with the Fourier-Sato transform (see [KS90, § 3.7])
of kγ , a transform which uses the six Grothendieck operations, then no information is
lost and one recovers kγ, hence the initial cone γ, even if this cone is not convex.

Let us come back to the non derived operations described above. Taking the derived
functors we get two pairs of adjoint functors

(
L
⊗,RHom ), (f−1,Rf∗).

The functor f! does not have an adjoint but the functor Rf! has a right adjoint
(see [KS90, § 3.1])

f ! : Db(kY ) −→ Db(kX)

and we get the pair of adjoint functors (in the derived categories)

(Rf!, f
!).

On a topological manifold X , the dualizing complex ωX is defined by ωX := a!Xk{pt}.
One proves (see [KS90, § 3.3]) that

ωX ≃ orX [dimX ]

where orX is the orientation sheaf on X , dimX is the dimension of X and orX [dimX ]
is the shifted object. We shall encounter the duality functors

D′
X( • ) = RHom ( • ,kX), DX = RHom ( • , ωX).

7



Kernels

For good topological spaces Xi’s as above, one often calls an object Kij ∈ Db(kXij
) a

kernel. One defines as usual the convolution (one also says “composition”) of kernels

K12 ◦
2
K23 := Rq13!(q

−1
12 K12

L
⊗q−1

23 K23).(1.4)

If there is no risk of confusion, we write ◦ instead of ◦
2
.

It is easily checked, and well known, that convolution is associative, namely given
three kernels Kij ∈ Db(kXij

), i = 1, 2, 3, j = i+ 1 one has an isomorphism

(K12 ◦K23) ◦K34 ≃ K12 ◦(K23 ◦K34),(1.5)

this isomorphism satisfying natural compatibility conditions that we shall not make
here explicit.

Of course, this construction applies in the particular case where Xi = pt for some
i. In this case, let us change our notations to X1 = X and X2 = Y . If K ∈ Db(kX×Y )
and F ∈ Db(kX), one usually sets ΦK(F ) = F ◦K. Hence

ΦK(F ) = F ◦K = Rq2!(q
−1
1 F

L
⊗K).(1.6)

We shall also use the right adjoint of the functor ΦK(·), namely the functor ΨK(·)
(see [KS90, § 3.6]), defined for G ∈ Db(kY ) by:

ΨK(G) = Rq1∗RHom (K, q!2G).(1.7)

Hence:

RHomDb(kY )(ΦK(F ), G) ≃ RHomDb(kX)(F,ΨK(G)).

For K ∈ Db(kX×Y ), set K
v = v∗K where v is the map X × Y ∼−→ Y ×X , (x, y) 7→

(y, x).

Lemma 1.2. Let f : X −→ Y , F ∈ Db(kX) and G ∈ Db(kY ). Set for short Kf = kΓf
.

Then

f−1G ≃ Kf ◦G = ΦKv
f
G, Rf∗F ≃ Rq2∗RHom (Kf , q

!
1F ) = ΨKv

f
F,

Rf!F ≃ F ◦Kf = ΦKf
F, f !G ≃ Rq1∗RHom (Kf , q

!
2G) = ΨKf

G.

Proof. The first and third isomorphisms are obvious (identify X with Γf ). The two
others follow by adjunction.

Remark 1.3. One may also define the non-proper convolution of kernels by the formula
below, similar to (1.4)

K12

np
◦
2
K23 := Rq13∗(q

−1
12 K12

L
⊗q−1

23 K23).(1.8)
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However, one should be aware that, in general, this operation is no more associative.
Let f : X −→ Y be as above and denote by j : Γf →֒ X × Y the embedding of the

graph of f . By remarking that the composition q1 ◦ j : Γf −→ X is an isomorphism, we
get:

Rf∗F ≃Rq2∗RHom (Kf , q
!
1F ) ≃ Rq2∗j!j

!q!1F

≃Rq2∗j!j
−1q−1

1 F ≃ Rq2∗(q
−1
1 F

L
⊗kΓf

) ≃ F
np
◦ Kf .

Micro-support

Now assume that X is a real manifold of class C∞ and denote by πX : T ∗X −→ X its
cotangent bundle. To F ∈ Db(kX), one associates its micro-support SS(F ) (also called
singular support), a closed R+-conic subset of T ∗X and this set is co-isotropic (in a
sense that we do not recall here). See [KS90, Th. 6.5.4].

Subanalytic subsets

From now on and unless otherwise specified, we work on real analytic manifolds. How-
ever, almost all results extend to the case of subanalytic spaces for the definition of
which we refer to [KS16, § 2.4].

We shall not review here the history of subanalytic geometry, which takes its origin
in the work of Lojasiewicz, simply mentioning the names of Gabrielov and Hironaka.
References are made to [BM88].

Let X be a real analytic manifold. Denote by SX the family of subanalytic subsets
of X . Then SX is a Boolean algebra which contains the family of semi-analytic subsets
(those locally defined by analytic inequalities) and is closed under taking the closure
and the interior. If f : X −→ Y is subanalytic, A ∈ SX , B ∈ SY , then f

−1(B) ∈ SX

and if f is proper on the closure of A, then f(A) ∈ SY .
Moreover, to be subanalytic in X is a local property on X . More precisely, given

X =
⋃

a∈A Ua an open covering, a subset Z ⊂ X is subanalytic in X if and only if
Z ∩ Ua is subanalytic in Ua for all a ∈ A.

Note that if Z is a locally closed subanalytic subset of X , then there exist an open
set U and a closed subset S both subanalytic in X such that Z = U ∩ S. Indeed, set
Y = Z \ Z. Then Y is closed since Z is locally closed. Choose S = Z and U = X \ Y .

A subanalytic stratification of X is a locally finite partition X =
⊔

a∈AXa where
each Xa is a smooth locally closed real analytic submanifold of X subanalytic in X ,
and for all a, b ∈ A, Xa ∩Xb 6= ∅ implies Xa ⊂ Xb.

Constructible sheaves

A sheaf F ∈ Db(kX) is weakly R-constructible if there exists a subanalytic stratification
X =

⊔
a∈AXa such that for all j ∈ Z, Hj(F )|Xa

is locally constant. If moreover, these
locally constant sheaves are finitely generated (recall that k is Noetherian), then F is
R-constructible. By the results of [KS90, Ch. VIII], F is weakly R-constructible if and
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only if SS(F ) is contained in a closed conic subanalytic isotropic subvariety of T ∗X and
this implies that SS(F ) is equal to a closed conic subanalytic Lagrangian subvariety.

One denotes by Db
Rc(kX) the full triangulated subcategory of Db(kX) consisting of

R-constructible sheaves. The categories of constructible sheaves are closed under the
six Grothendieck operations with the exception of direct images which should be proper
on the supports of the constructible sheaves.

2 Constructible sheaves up to infinity

2.1 Subanalytic subsets up to infinity

In order to define subanalytic subsets up to infinity, we introduce the category of
b-analytic manifolds, inspired by (but rather different from) that of bordered space
of [DK16]. As mentioned in the introduction, the notion of being subanalytic up to
infinity is a particular case of that of definable set, well known from the specialists
(see [VdD98,VdDM96]), and constructible sheaves in this framework have already been
defined in [Sch03,EP20]. However, our approach is direct and quite different since it is
based on the notion of micro-support.

Definition 2.1. The category of b-analytic manifolds is the category defined as follows.

(a) An object X∞ is a pair (X, X̂) with X ⊂ X̂ an open embedding of real analytic

manifolds such that X is relatively compact and subanalytic in X̂ .

(b) A morphism f : X∞ = (X, X̂) −→ Y∞ = (Y, Ŷ ) of b-analytic manifolds is a morphism
of real analytic manifolds f : X −→ Y such that the graph Γf of f in X × Y is

subanalytic in X̂ × Ŷ .

(c) The composition (X, X̂)
f
−→ (Y, Ŷ )

g
−→ (Z, Ẑ) is given by g ◦ f : X −→ Z and the

identity id(X,X̂) is given by idX (see Lemma 2.3 below).

If there is no risk of confusion, we shall often denote by jX : X →֒ X̂ the open embed-
ding.

Remark 2.2. Instead of requiring X̂ to be a smooth real analytic manifold and X
relatively compact in it, one could ask X̂ to be a compact subanalytic space in the
sense of [KS16, § 2.4]. However, Definition 2.8 below should be modified by using
uniquely properties (c) and (d) of Lemma 2.7. One could also define the notion of a
b-subanalytic space.

Remark that in general, contrarily to the case of bordered spaces, neither (X,X)

nor (X̂, X̂) are b-analytic manifolds. However, if X is compact, (X,X) is a b-analytic
manifold.

Lemma 2.3. (a) The identity id(X,X̂) is a morphism of b-analytic manifolds.

10



(b) Let f : (X, X̂) −→ (Y, Ŷ ) and g : (Y, Ŷ ) −→ (Z, Ẑ) be morphisms of b-analytic mani-

folds. Then the composition g ◦ f is a morphism of b-analytic manifolds.

Proof. (a) Since X is subanalytic in X̂ , X × X is subanalytic in X̂ × X̂ , and ∆X =

X ×X ∩∆
X̂

is subanalytic in X̂ × X̂ .

(b) By the hypothesis, Γg is subanalytic and relatively compact in Ŷ × Ẑ and Γf is

subanalytic and relatively compact in X̂ × Ŷ . It follows that Γf ×Ŷ Γg is subanalytic

and relatively compact in X̂ × Ŷ × Ẑ. Therefore, its projection Γf ◦Γg is subanalytic

in X̂ × Ẑ. Since Γf ◦Γg = Γg◦f , the proof is complete. (Note that one could also have

applied Proposition 2.6 below.)

Definition 2.4. Let X∞ = (X, X̂) be a b-analytic manifold and let Z be a subset of

X . We say that Z is subanalytic up to infinity if Z is subanalytic in X̂ . We shall also
say for short that Z is b-subanalytic.

Note the following remarks.

• The property of being subanalytic up to infinity depends on the choice of X∞ and
such a choice is supposed to have been made when using this terminology.

• Given X , there does not always exist X∞. As an example (of non-existence),
choose X = N, a real analytic manifold of dimension 0.

• The family of subsets subanalytic up to infinity inherits all of the properties of
the family of subanalytic subsets with the exception that this property is no more
local (but it is local for finite coverings). In particular, this family is closed under
interior, closure, complement, finite unions and finite intersections and X itself is
subanalytic up to infinity (once X∞ exists).

On a real analytic manifold X , the subanalytic topology and the site Xsa are defined
in [KS01].

Definition 2.5. Let X∞ = (X, X̂) be a b-analytic manifold.

(a) We shall denote by OpX∞sa
the category of open subsets of X subanalytic up to

infinity, the morphisms being the inclusions.

(b) We endow OpX∞sa
with a Grothendieck topology as follows. A family {Ui}i∈I of

objects of OpX∞sa
is a covering of U ∈ OpX∞sa

if Ui ⊂ U for all i ∈ I and there
exists J ⊂ I with J finite such that U =

⋃
j∈J Uj .

(c) We denote by X∞sa the site so obtained.

Note that the category OpX∞sa
is closed under product of two elements (namely, the

intersection of two open subsets) and admits a terminal object, namely X . This makes
the study of sheaves on X∞sa particularly easy.

In the sequel, for U ∈ OpX∞sa
, we shall denote by U∞ the b-analytic manifold (U, X̂)

where the embedding jU : U →֒ X̂ is the composition of jX and the embedding U →֒ X .
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Proposition 2.6. Let Xi∞ = (Xi, X̂i) (i = 1, 2, 3) be three b-analytic manifolds.

(a) Setting X̂12 = X̂1 × X̂2, the pair (X12, X̂12) is a b-analytic manifold. Moreover, if

S1 and S2 are two b-subanalytic subsets of X1 and X2 respectively, then S1 × S2 is

b-subanalytic in X12.

(b) Let S1 and S2 be two b-subanalytic subsets of X12 and X23 respectively, then S1 ◦
2
S2

is b-subanalytic in X13.

(c) In particular, let f : X∞ −→ Y∞ be a morphism of b-analytic manifolds. If Z ⊂ Y
is b-subanalytic, then f−1(Z) is b-subanalytic in X and if S ⊂ X is b-subanalytic,

then f(S) is b-subanalytic in Y .

We shall denote by (X × Y )∞ the b-analytic manifold (X × Y, X̂ × Ŷ ).

Proof. (a) is obvious.

(b) S1 ×X2
S2 is subanalytic and relatively compact in X̂123. Therefore, its image by

q13 is subanalytic and relatively compact in X̂13.

(c) By the hypothesis, Γf is subanalytic up to infinity in X̂×Ŷ . By (b), f−1(Z) = Γf ◦
Y
Z

is subanalytic up to infinity in X and f(S) = S ◦
X
Γf is subanalytic up to infinity in

Y .

2.2 Constructible sheaves up to infinity

Constructible sheaves up to infinity can be regarded as a generalization of the notion
of tame multiparameter persistence modules. In this section, we consider b-analytic
manifolds X∞ = (X, X̂) and Y∞ = (Y, Ŷ ).

Definitions

Let F ∈ Db
Rc(kX). Recall that the micro-support SS(F ) of F is a closed R+-conic

subanalytic Lagrangian subset of T ∗X .

Lemma 2.7 (See [KS21b, Th.2.2]). Let F ∈ Db
Rc(kX). The following conditions are

equivalent.

(a) The micro-support SS(F ) is subanalytic in T ∗X̂.

(b) The micro-support SS(F ) is contained in a locally closed R+-conic subanalytic

isotropic subset of T ∗X̂.

(c) jX !F ∈ Db
Rc(kX̂

).

(d) RjX∗F ∈ Db
Rc(kX̂).

12



Proof. For the reader’s convenience, we recall the proof of loc. cit, a proof which uses
the notion of a µ-stratification (see [KS90, Def. 8.3.19]). Note that in loc. cit. the
statement was formulated slightly differently.

(a)⇒(b) is obvious.

(c)⇒(a) and (d)⇒(a) follow from the fact that T ∗X is subanalytic in T ∗X̂. Indeed,

set either Λ = SS(jX !F ) or Λ = SS(RjX∗F ). Then Λ is subanalytic in T ∗X̂ and

SS(F ) = Λ ∩ T ∗X is still subanalytic in T ∗X̂ .

(b)⇒(c). Assume that SS(F ) is contained in a locally closed R+-conic subanalytic

isotropic subset Λ of T ∗X̂ . By [KS90, Cor. 8.3.22], there exists a µ-stratification X̂ =⊔
a∈A Ya such that Λ ⊂

⊔
a∈A T

∗
Ya
X̂ .

Set Xa = X ∩ Ya. Then X =
⊔

a∈AXa is a µ-stratification and one can apply
loc. cit. Prop. 8.4.1. Hence, for each a ∈ A, F |Xa

is locally constant of finite rank.
Hence (jX !F )|Xa

as well as (jX !F )X̂\X ≃ 0 is locally constant of finite rank. Hence

jX !F ∈ Db
Rc(kX̂

).

(c)⇒(d). Using the implication (b)⇒(c), we get that RjX !kX belongs to Db
Rc(kX̂

).
Set G = jX !F . Then RjX∗F ≃ RHom (R(!jX)kX , G) belongs to Db

Rc(kX̂) by [KS90,
Prop. 8.4.10].

Definition 2.8. Let F ∈ Db
Rc(kX). One says that F is constructible up to infinity

if it satisfies one of the equivalent conditions in Lemma 2.7. We denote by Db
Rc(kX∞

)
the full triangulated subcategory of Db

Rc(kX) consisting of sheaves constructible up to
infinity.

We shall also say, for short, that F is “b-constructible” instead of “constructible up
to infinity”.

It follows that if F ∈ Db
Rc(kX̂

), then j−1
X F ∈ Db

Rc(kX∞
).

Example 2.9. Piecewise linear sheaves (PL sheaves) on a real vector space V are
defined in [KS21a, Def. 2.3]. Clearly, PL-sheaves are constructible up to infinity.

Operations

Proposition 2.10. Let X∞ and Y∞ be two b-analytic manifolds.

(i) Let F ∈ Db
Rc(kX∞

) and G ∈ Db
Rc(kY∞

). Then F
L

⊠G ∈ Db
Rc(k(X×Y )∞).

(ii) Let F1 and F2 belong to Db
Rc(kX∞

). Then F1

L
⊗F2 and RHom (F1, F2) belong to

Db
Rc(kX∞

). In particular, the dual DXF of F ∈ Db
Rc(kX∞

) belongs to Db
Rc(kX∞

).

Proof. All the statements follow from the similar ones for usual constructible sheaves
and the isomorphisms:

jX×Y !(F
L

⊠G)≃ jX !F
L

⊠ jY !G,

jX !(F1

L
⊗F2)≃ jX !F1

L
⊗jX !F2,

jX !RHom (F1, F2)≃RHom (jX !F1, jX !F2).
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The proof of the first isomorphism is left as an exercise. The second one follows from
the projection formula:

jX !F1

L
⊗jX !F2≃ jX !(F1

L
⊗j−1

X jX !F2) ≃ jX !(F1

L
⊗F2).

The third isomorphism follows by applying jX ! to the isomorphism

RHom (F1, F2)≃ j!XRHom (jX !F1, jX !F2),

using the fact that, jX being an open immersion, j!X ◦ jX ! ≃ id.

Proposition 2.11. Let f : X∞ −→ Y∞ be a morphism of b-analytic manifolds.

(i) Let G ∈ Db
Rc(kY∞

). Then f−1(G) and f !G belong to Db
Rc(kX∞

).

(ii) Let F ∈ Db
Rc(kX∞

). Then Rf!F and Rf∗F belong to Db
Rc(kY∞

).

Proof. Let Kf = kΓf
. Then Kf ∈ Db

Rc(k(X×Y )∞). By Proposition 2.10 and Lemma 1.2,
we are reduced to prove that

(a) if H ∈ Db
Rc(k(X×Y )∞), then Rq1!H and Rq1∗H belong to Db

Rc(kX∞
),

(b) if F ∈ Db
Rc(kX∞

), then q−1
1 F and q!1F belong to Db

Rc(k(X×Y )∞).

The assertion (b) follows from Proposition 2.10 since q−1
1 F ≃ F⊠kY and q!1F ≃ F⊠ωY .

To prove (a), denote by q̂1 the projection X̂× Ŷ −→ X̂ . Then Rq1!H ≃ j−1
X Rq̂1!RjX×Y !H

and similarly Rq1∗H ≃ j−1
X Rq̂1∗RjX×Y ∗H .

Remark 2.12. We see in Proposition 2.11 an important difference between constructible
sheaves and constructible sheaves up to infinity. Indeed, for usual constructible sheaves,
the (proper or non proper) direct image is no more constructible in general.

Corollary 2.13. Let f : X∞ −→ Y∞ be a morphism of b-analytic manifolds and let

F ∈ Db
Rc(kX∞

) and G ∈ Db
Rc(kY∞

). Then Rf∗F ≃ DYRf!DXF and f !G ≃ DXf
−1DYG.

Proof. (i) Both DXF and Rf!DXF are R-constructible. Then apply [KS90, Exe. VIII.3].

(ii) Similarly, both DYG and f−1DYG are R-constructible. Then apply loc. cit.

Consider b-analytic manifolds Xi∞ = (Xi, X̂i), (i = 1, 2, 3), and kernels Kij ∈
Db

Rc(kXij∞
), i = 1, 2, j = i + 1. We have already defined in (1.4) the convolution of

kernels K12 ◦
2
K23.

Applying Propositions 2.10 and 2.11, we get:

Corollary 2.14. In the preceding situation, K12 ◦
2
K23 belongs to Db

Rc(kX13∞
).

Recall that the convolution of kernels is associative (see (1.5)).
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Base change formula and projection formula

Consider two morphisms f : X∞ −→ Z∞ and g : Y∞ −→ Z∞ of b-analytic manifolds and
consider1 a Cartesian square of topological spaces

W
f ′

//

g′

��

Y

g

��

X
f

// Z.

(2.1)

Recall that the square is Cartesian means that W is isomorphic to the space {(x, y) ∈
X × Y ; f(x) = g(y)}. We consider W as a closed subanalytic subset of X × Y .

The classical base change formula for sheaves (see for example [KS90, Prop. 2.6.7])
together with Proposition 2.11 gives:

Proposition 2.15. Consider the Cartesian square (2.1) and let F ∈ Db(kX∞
). Then

g−1Rf!F ≃ Rf ′
!g

′−1F in Db(kY∞
).(2.2)

Remark that the left hand-side of this isomorphism belongs to Db(kY∞
) by the

preceding results and this implies that the same is true for the right hand-side.
Similarly, the classical projection formula together with Proposition 2.11 gives:

Proposition 2.16. Let f : X∞ −→ Y∞ be a morphism of b-analytic manifolds, let F ∈
Db(kX∞

) and G ∈ Db(kY∞
). Then

Rf!(F
L
⊗f−1G) ≃ Rf!F

L
⊗ G in Db(kY∞

).(2.3)

2.3 Convolution and γ-topology

In this subsection, we consider a real n-dimensional vector space V. We consider its
projective compactification P = (V ⊕ R \ {0})/R×. The pair (V,P) is a b-analytic
manifold and we set

V∞ = (V,P).(2.4)

If there is no risk of confusion, we simply write V instead of V∞.

Convolution

We denote by s the addition map.

s : V× V −→ V, (x, y) 7→ x+ y.

1In [Sch20, v1, v2] it was made reference to the notion of a Cartesian square in the category of
b-analytic manifolds, a notion which should have been defined more precisely and that we avoid here.
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Clearly, s is a morphism of b-analytic manifolds.
We define the convolution and the non-proper convolution as follows. For F,G ∈

Db
Rc(kV∞

), we set

F ⋆ G := Rs!(F ⊠G), F
np
⋆ G := Rs∗(F ⊠G).

By Propositions 2.11 and 2.10, both F ⋆ G and F
np
⋆ G belong to Db

Rc(V∞). One checks
easily that both convolution operations are commutative and that usual (proper) con-
volution is associative. Note that, denoting by Vi (i = 1, 2) two copies of V one has
F1 ⋆ F2 ≃ (F1 ⊠ F2) ◦

12
kΓs

where Γs is the graph of s in V12 × V.

Proposition 2.17. Let Fi ∈ Db(V∞), i = 1, 2, 3. Then

F1

np
⋆ F2 ≃ DV(DVF1 ⋆DVF2), (F1

np
⋆ F2)

np
⋆ F3 ≃ F1

np
⋆ (F2

np
⋆ F3).

Proof. (i) The first isomorphism follows from Corollary 2.13.

(ii) The second isomorphism follows from the first one and the associativity of the usual
convolution.

Remark 2.18. Proposition 2.17 is remarkable since, as already mentioned, the opera-

tion
np
⋆ is not associative in general.

γ-topology

References to the γ-topology and its links with sheaf theory are made to [KS90,KS18].
We consider a real n-dimensional vector space V. We set V̇ = V\{0} and we recall that
V∞ is defined in (2.4). Clearly, the antipodal map a : V −→ V, x 7→ −x, is a morphism of
b-analytic manifolds. For a subset A of V, we denote by Aa its image by the antipodal
map.

A subset γ of V is called a cone if R>0γ = γ. A closed convex cone γ is proper if
γ ∩ γa = {0}.

We consider a cone γ ⊂ V and we assume:

γ is a closed convex proper subanalytic cone with non-empty interior.(2.5)

Lemma 2.19. Let γ ⊂
•

V be a cone, subanalytic in
•

V . Then γ is subanalytic up to

infinity.

Proof. (a) The set γ is subanalytic in V by [KS90, Prop. 8.3.8 (i)].

(b) Choose a subanalytic norm ‖ · ‖ on V and consider the real analytic isomorphism
f : V̇ −→ V̇, f(x) = x/‖x‖2. The map f defines an automorphism of the b-analytic
manifold V∞. It is thus enough to check that f(γ) is subanalytic in V. Since this set
is a subanalytic cone, this follows from (a).
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The family of γ-invariant open subsets U of V (that is, satisfying U = U+γ) defines
a topology, which is called the γ-topology on V. One denotes by Vγ the space V endowed
with the γ-topology and one denotes by

(2.6) ϕγ : V −→ Vγ

the continuous map associated with the identity. Note that the closed sets for this
topology are the γa-invariant closed subsets of V and that a subset is γ-locally closed
if it is the intersection of a γ-closed subset and a γ-open subset.

Lemma 2.20. Let A ⊂ V. The conditions below are equivalent:

(a) A = (U + γ) ∩ (U + γa) with U open and subanalytic up to infinity.

(b) A is the intersection of a γ-closed subset S and a γ-open subset U , both S and U
being subanalytic up to infinity.

(c) A is γ-locally closed and A is subanalytic up to infinity.

Proof. (a)⇒(b). It is enough to check that U being subanalytic up to infinity, U + γ
is subanalytic up to infinity. This set is the image of the set U × γ by the map
s : V× V −→ V, (x, y) 7→ x+ y. Hence, the result follows from Proposition 2.6.

(b)⇒(c) is obvious.

(c)⇒(a). By [KS18, Prop. 3.4], we may write A = (U + γ)∩ (U + γa) with U = Int(A).
Therefore, U is subanalytic up to infinity.

Definition 2.21. Let A be a subset of V. One says that A is b-subanalytic γ-locally
closed if A satisfies one of the equivalent conditions in Lemma 2.20.

Let γ be a cone satisfying (2.5). Recall that one denotes by γ◦ ⊂ V∗ the polar cone.:

γ◦ = {y ∈ V∗; 〈x, y〉 ≥ 0 for all x ∈ γ}.

γ-constructible sheaves

Consider the full triangulated subcategories of the category Db(kV):
{
Db

γ◦a(kV) := {F ∈ Db(kV); SS(F ) ⊂ V× γ◦a},

Db
Rc,γ◦a(kV∞

) := Db
Rc(kV∞

) ∩Db
γ◦a(kV).

(2.7)

We call an object of the category Db
Rc,γ◦a(kV∞

) a γ-constructible sheaf.

Theorem 2.22. Let F ∈ Db
Rc,γ◦a(kV∞

). Then there exists a finite partition V =⊔
a∈A Za where the Za’s are b-subanalytic γ-locally closed and F |Za

is constant.

Proof. This result is proved by Ezra Miller in [Mil20b], using the tools of [Mil20a]. If we
make the extra hypothesis that F is PL (piecewise linear) and the cone γ is polyhedral,
then this result is proved in [KS18, Th. 3.18]. Note that in loc. cit. the notion of being
subanalytic up to infinity is not used and the partition (which is called a stratification
there) is only locally finite. However, in our situation, the fact that the partition is
finite is implicit in the first part of the proof.

17



Lemma 2.23. The endofunctor kγa

np
⋆ of Db(kV) defines a projector Db

Rc(kV∞
) −→

Db
Rc,γ◦a(kV∞

).

Denoting by ι the embedding Db
Rc,γ◦a(kV∞

) →֒ Db
Rc(kV∞

) and by p the functor kγa

np
⋆ ,

we mean that p ◦ ι is an equivalence.

Proof. We know by [KS90, Prop. 5.2.3] that the functor ϕ−1
γ Rϕγ∗ : D

b(kV) −→ Db
γ◦a(kV)

is a projector and we know by [KS90, Prop. 3.5.4] that the two functors ϕ−1
γ Rϕγ∗

and kγa

np
⋆ are isomorphic. Moreover, the functor kγa

np
⋆ sends Db

Rc(kV∞
) to itself by

Proposition 2.11.

Remark 2.24. In general, non proper convolution is not defined on Db
Rc(kV) and, in

particular, even if γ is subanalytic, the functor kγa

np
⋆ does not send Db

Rc(kV) to itself.

3 A short review on constructible functions

From now on and until the end of this paper, we assume that k is a field of characteristic
0.

In this section, we recall without proofs the main constructions and results on
constructible functions. References are made to [Sch91] and [KS90, § 9.7].

3.1 From constructible sheaves to constructible functions

Definition 3.1. Let X be a real analytic manifold. A function ϕ : X −→ Z is con-
structible if:

(i) for all m ∈ Z, ϕ−1(m) is subanalytic in X ,

(ii) the family {ϕ−1(m)}m∈Z is locally finite.

Notation 3.2. For a locally closed subanalytic subset S ⊂ X , we denote by 1S the
characteristic function of S (with values 1 on S and 0 elsewhere). For a ∈ X we also
set δa = 1{a}.

The next result is well known. Note that the implication (b)⇒(d) follows from the
triangulation theorem for compact subanalytic subsets (see [Har76]).

Lemma 3.3. Let ϕ be a Z-valued function on X. The conditions below are equivalent.

(a) ϕ is constructible,

(b) there exist a locally finite family of subanalytic locally closed subsets {Zi}i∈I and

ci ∈ Z such that ϕ =
∑

i ci1Zi
,

(c) there exist a subanalytic stratification {Zi}i∈I and ci ∈ Z such that ϕ =
∑

i ci1Zi
,

(d) same as (b) assuming moreover each Zi compact and contractible.
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Notation 3.4. One denotes by CF (X) the group of constructible functions on X and
by CFX the presheaf U 7→ CF (U).

Proposition 3.5. The presheaf CFX is a sheaf on X.

Proof. (i) Clearly, the presheaf U 7→ CF (U) is separated.

(ii) Let X =
⋃

a∈A Ua be an open covering of X and let ϕ be a Z-valued function on
X such that ϕ|Ua

is constructible on Ua. Since X is paracompact, one may assume
that the covering is locally finite. For m ∈ Z, set Zm := ϕ−1(m) and Zm,a = Zm ∩ Ua.
Each Zm,a is subanalytic in Ua, which implies that Zm is subanalytic in X . Moreover,
the family {Zm,a}m being locally finite in Ua, the family {Zm}m is locally finite in X .
Hence, ϕ is constructible on X . The same argument holds when replacing X with an
open subset U ⊂ X .

Recall now that if V ∈ Db(k) has the property that all its cohomology objects are
finite dimensional, one defines its Euler-Poincaré index by

χ(V ) =
∑

i

(−1)i dimH i(V ).(3.1)

For a constructible sheaf F , one defines its local Euler-Poincaré index at x ∈ X by

χloc(F )(x) =
∑

i

(−1)i dimH i(Fx).

Clearly, the function x 7→ χloc(F )(x) is constructible and we get a map:

χloc : Ob(Db
Rc(kX)) −→ CF (X).(3.2)

Denote by K(C ) the Grothendieck group of either an abelian or a triangulated
category C , and recall that if C is abelian then K(C ) ∼−→ K(Db(C )). Recall that if
F : C −→ C ′ is a triangulated functor (of triangulated categories), then it defines a linear
map K(C ) −→ K(C ′).

In the sequel, we set for short

KRc(kX) :=K(Db
Rc(kX)).

The tensor product on Db
Rc(kX) defines a ring structure on KRc(kX), with unit the

image of the constant sheaf kX . The next theorem clarifies the notion of constructible
function.

Theorem 3.6 ([KS90, Th. 9.7.1]). Let X be a real analytic manifold. Then the map

χloc defines an isomorphism of commutative unital algebras (we keep the same notation)
χloc : KRc(kX) ∼−→ CF (X).

Note that if χloc(F ) = ϕ and S := supp(ϕ), then χloc(FS) = ϕ. Hence, given
ϕ ∈ CF (X), we may always represent ϕ with a constructible sheaf of same support.
We have the general “principle” that we shall make explicit in the sequel:

The operations on constructible functions are the image by the local Euler-

Poincaré index χloc of the corresponding operations on constructible sheaves.
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In the sequel, we shall also encounter the global Euler-Poincaré indices of a sheaf F
(assuming that these indices are finite):

χ(F ) = χ(RΓ(X ;F )), χc(F ) = χ(RΓc(X ;F )).(3.3)

In particular, for a locally closed subanalytic subset Z of X , we set

χ(kZ) = χ(RΓ(Z;kZ)), χc(kZ) = χ(RΓc(Z;kZ)).(3.4)

Classically, the Euler-Poincaré index of a compact subanalytic set K is defined by

χ(K) = χ(QK).(3.5)

Recall that, denoting by j : Z →֒ X the embedding, kXZ = j!kZ . Hence, RΓc(Z;kZ) ≃
RΓc(X ;kXZ) and if Z is closed, RΓ(Z;kZ) ≃ RΓ(X ;kXZ) since kXZ ≃ j∗kZ in this
case. However, RΓ(Z;kZ) ≃ RΓ(X ; Rj∗kZ) 6= RΓ(X ;kXZ) in general.

Remark 3.7. Recall that k be a field of characteristic 0. Let Z be a locally closed
subanalytic subset of X . Applying the projection formula, we get the isomorphism
RΓc(Z;QZ)⊗k ∼−→ RΓc(Z;kZ). Hence

χc(kZ) = χc(QZ).(3.6)

3.2 Operations

Internal operations

The sum on CF (X) is the image by χloc of the direct sum for sheaves, the unit 1X is the
image of the constant sheaf kX , the map ϕ 7→ −ϕ corresponds to the shift F 7→ F [+1]
and the usual product on CF (X) is the image of the tensor product.

External product

For two real analytic manifolds X and Y , one defines the morphism

⊠ : CFX ⊠ CFY −→ CFX×Y , (ϕ⊠ ψ)(x, y) = ϕ(x)ψ(y).(3.7)

Inverse image or composition

Let f : X −→ Y be a morphism of real analytic manifolds. One defines the inverse image
morphism

f ∗ : f−1
CFY −→ CFX , (f ∗ψ)(x) = ψ(f(x)) for ψ ∈ CF (Y ).(3.8)

(Recall that a morphism f−1CFY −→ CFX is nothing but a morphism CFY −→ f∗CFX .)
Inverse images are functorial, that is, if f : X −→ Y and g : Y −→ Z are morphisms

of manifolds, then:

f ∗ ◦ g∗ = (g ◦ f)∗.
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Direct image or integral

Recall that, if K is a subanalytic compact subset of X , then the Euler-Poincaré index
χ(K) is defined in (3.5). In particular, if K is contractible, then χ(kK) = 1 and one
sets in this case

∫

X

1K = 1.(3.9)

If ϕ has compact support, one may assume that the sum in Lemma 3.3 (d) is finite,
and one checks (using either Theorem 3.6 or the triangulation theorem for subanalytic
sets) that the integer

∑
i ci depends only on ϕ, not on its decomposition. One sets:

∫

X

ϕ =
∑

i

ci.

In particular, if Z is locally closed relatively compact and subanalytic in X , then
(see (3.4)):

∫

X

1Z = χc(kZ).(3.10)

By (3.6), this integer does not depend on the choice of k as soon as k has charac-
teristic 0.

One should be aware that the integral is not positive, that is

ϕ ≥ 0 does not imply

∫

X

ϕ ≥ 0.

For example, take X = R and ϕ = 1(−1,1). Hence, ϕ ≥ 0 and
∫
R
ϕ = −1.

Let f : X −→ Y be a morphism of real analytic manifolds. One defines the direct
image morphism

∫

X

: f!CFX −→ CFY ,
(∫

f

ϕ
)
(y) =

∫

X

1f−1(y) · ϕ.(3.11)

Recall that a section of f!CFX on an open subset V ⊂ Y is a section of CFX(f
−1V )

such that f is proper on its support. Hence the integral makes sense as a function but
it is not obvious that it is a constructible function. This follows for example from the
corresponding result for direct images of constructible sheaves. Indeed, let F ∈ Db

Rc(kX)
be such that χloc(F ) = ϕ and supp(F ) = supp(ϕ). Then

∫
f
ϕ = χloc(Rf!F ).

Direct images are functorial, that is, if f : X −→ Y and g : Y −→ Z are morphisms of
manifolds, then:

∫

g

◦

∫

f

=

∫

g ◦ f

.
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Duality

On X , the dual of a constructible function is the image by χloc of the duality functor
DX for sheaves. For F ∈ Db(kX) and x0 ∈ X , one has

(DXF )x0
≃ (RΓ{x0}(F ))

∗,

where ∗ denotes the duality functor for k-vector spaces. Since F is constructible, there
exists a local chart and ε0 > 0 such that, denoting by Bε(x0) the open ball with center
x0 and radius ε > 0 in this chart, one has for 0 < ε ≤ ε0:

RΓ{x0}(F ) ≃ RΓc(Bε(x0);F ) ≃ RaX !(F ⊗kBε(x0)).

Hence, one defines the dual of a constructible function ϕ on X as follows. Let x0 ∈ X ,
and choose a local chart in a neighborhood of x0 and ε > 0 as above. One sets

(DXϕ)(x0) =

∫

X

ϕ · 1Bε(x0).(3.12)

The integral
∫
X
ϕ · 1Bε(x0) neither depends on the local chart nor on ε, for 0 < ε ≤ ε0,

for some ε0 > 0 depending on x0.
We get a morphism of sheaves DX : CFX −→ CFX and this morphism is an involu-

tion, that is,

DX ◦DX ≃ idX .

Moreover, duality commutes with integration. Assuming that f is proper on the support
of ϕ, one has:

DY (

∫

f

ϕ) =

∫

f

DX(ϕ).(3.13)

By mimicking a classical formula for constructible sheaves, one sets

hom(ϕ, ψ) := DX(DXψ · ϕ).(3.14)

Example 3.8. Let Z be a closed subanalytic subset of X and assume that Z is a
C0-manifold of dimension d with boundary ∂Z. Set A = Z \ ∂Z. Hence, locally on
X , Z ⊂ X is topologically isomorphic to U ⊂ Rn where U is a convex open subset of
Rd ⊂ Rn and A ≃ U . We thus have

DX1Z = (−1)d1A(3.15)

Moreover
∫

X

1∂Z =

∫

X

1Z −

∫

X

1A = (1− (−1)d)

∫

X

1Z .

When Z is a closed convex polyhedron, one recovers the classical Euler formula.

22



Other operations

In fact, most (if not all) operations on constructible sheaves admit a counterpart in the
language of constructible functions. In [KS90, Def. 9.7.8] one defines the specialization
νM along a submanifold M , its Fourier-Sato transform, the microlocalization µM and
µhom:

νM : CF (X) −→ CFR+(TMX), µM : CF (X) −→ CFR+(T ∗
MX)

µhom : CF (X)× CF (X) −→ CFR+(T ∗X).

Here, for a vector bundle E −→ M , one denotes by CFR+(E) the subspace of CF (E)
consisting of functions constant on the orbits of the R+-action.

One can also define the micro-support of ϕ ∈ CF (X) by setting

SS(ϕ) = supp(µhom(ϕ, ϕ)).(3.16)

4 Constructible functions up to infinity

4.1 Definitions

Definition 4.1. Let X∞ = (X, X̂) be a b-analytic manifold.

(a) A function ϕ : X −→ Z is constructible up to infinity, or b-constructible for short, if:

(i) for all m ∈ Z, ϕ−1(m) is subanalytic up to infinity,

(ii) the family {ϕ−1(m)}m∈Z is finite.

(b) We denote by CF (X∞) the space of functions on X constructible up to infinity.

(c) For any function ϕ on X , we denote by jX !ϕ the function on X̂ obtained as the

function ϕ on X extended by 0 on X̂ \X .

Lemma 4.2. Let ϕ ∈ CF (X). The conditions below are equivalent.

(a) The function ϕ is constructible up to infinity,

(b) The function jX !ϕ belongs to CF (X̂).

(c) There exists ψ ∈ CF (X̂) such that ϕ = ψ|X .

(d) There exist a finite family of locally closed b-subanalytic subsets {Zi}i∈I and ci ∈ Z

such that ϕ =
∑

i ci1Zi
.

Proof. (a)⇒(b). By the hypothesis, one may write ϕ =
∑

i ci1Zi
where the sum is finite

and the Zi’s are subanalytic up to infinity. Therefore, 1Zi
∈ CF (X̂) and the result

follows from Lemma 3.3.

(b)⇒(c) is obvious.
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(c)⇒(d) and (c)⇒(a). By definition, for each m ∈ Z, Zm := ψ−1(m) is subanalytic in

X̂ and the family {Zm}m is locally finite. Therefore, Zm ∩X is subanalytic in X and
X being relatively compact, the family {X ∩ Zm}m is finite.

(d)⇒(b) is obvious.

Clearly, CF (X∞) is a subalgebra of CF (X).
Let us denote by CFX∞

the presheaf on X∞sa given by U 7→ CF (U∞).

Proposition 4.3. The presheaf CFX∞
is a sheaf on X∞sa.

The proof is straightforward.
Recall Theorem 3.6 and denote now by KRc(kX∞

) the Grothendieck group of the
category Db

Rc(kX∞
).

Theorem 4.4. The isomorphism of commutative unital algebras χloc : KRc(kX) ∼−→
CF (X) induces an isomorphism χloc : KRc(kX∞

) ∼−→ CF (X∞).

Proof. (i) The map χloc takes its values in CF (X∞). Indeed, for F ∈ Db
Rc(kX∞

),
χloc(F ) = j∗X(χloc(jX !F )).

(ii) The map χloc : KRc(kX∞
) −→ CF (X∞) is injective by the same arguments as in the

proof of [KS90, Th. 9.7.1].

(iii) The map χloc is surjective since for Z locally closed and subanalytic up to infinity,
1Z = χloc(kZ) and kZ is constructible up to infinity.

4.2 Operations

Lemma 4.5. If ϕ ∈ CF (X∞), then DXϕ ∈ CF (X∞).

Proof. The result follows from Lemma 4.2 (c) since duality commutes with restriction
to an open subset.

Let ϕ ∈ CF (X∞). One sets

jX∗ϕ = D
X̂
jX !DXϕ.(4.1)

The next result follows from the corresponding result for sheaves.

Lemma 4.6. If ϕ ∈ CF (X∞) has compact support in X, then jX∗ϕ = jX !ϕ.

Proposition 4.7. Let X∞ and Y∞ be two b-analytic manifolds.

(a) Let ϕ ∈ CF (X∞) and ψ ∈ CF (Y∞). Then the function ϕ ⊠ ψ, defined by (ϕ ⊠

ψ)(x, y) = ϕ(x)ψ(y), belongs to CF ((X × Y )∞).

(b) Let f : X∞ −→ Y∞ be a morphism of b-analytic manifolds and let ψ ∈ CF (Y∞).
Then the function f ∗ψ defined by f ∗ψ(x) = ψ(f(x)) belongs to CF (X∞).

In other words we have extended the morphisms (3.8) and (3.7) to b-analytic man-
ifolds.
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Proof. (a) Apply condition (b) of Lemma 4.2.

(b) Apply Proposition 2.6 together with Definition 4.1.

Although we shall not use it, let us mention that one can also define the internal
hom and the exceptional inverse image by the formulas

hom(ϕ, ψ) := DX(DXψ · ϕ), ϕ, ψ ∈ CF (X∞),
f !ψ := DXf

∗(DY ψ), ψ ∈ CF (Y∞).
(4.2)

Now we study the integrals of constructible functions up to infinity. One can define
two integrals of ϕ ∈ CF (X∞). One sets

∫

X

ϕ :=

∫

X̂

jX !ϕ,

∫ np

X

ϕ :=

∫

X̂

jX∗ϕ.(4.3)

Recall notations (3.4).

Lemma 4.8. (a) One has
∫ np

X
ϕ =

∫
X
DXϕ.

(b) Let Z be a locally closed b-subanalytic subset of X. Then 2
∫
X
1Z = χc(kZ).

(c) The integrals
∫
X
ϕ and

∫ np

X
ϕ do not depend on the choice of X̂.

Proof. (a) follows from
∫

X̂

jX∗ϕ =

∫

X̂

D
X̂
jX !DXϕ =

∫

X̂

jX !DXϕ =

∫

X

DXϕ.

where the second equality follows from (3.13) applied with Y = pt.

(b) Recall (3.10). Also recall that aZ is the map Z −→ pt and similarly with aX̂ .

Denoting by jZ the embedding Z →֒ X̂ , we have
∫

X

1Z = χ(Ra
X̂ !
RjX !kXZ) = χ(Ra

X̂ !
RjZ !kZ) = χ(RaZ !kZ) = χc(kZ).

(c) follows from (b) and (a).

Example 4.9. Let X = R. Then:

(i) One has
∫
R
1R = −1,

∫ np

R
1R = 1.

(ii) Let U = (−∞, b) with −∞ < b <∞. Then
∫
R
1U = −1,

∫ np

R
1U = 0.

(iii) Let Z = (−∞, b] with −∞ < b < +∞. Then
∫
R
1Z = 0,

∫ np

R
1Z = 1.

(iv) Let S = [a, b] with −∞ < a ≤ b < +∞. Then
∫
R
1S =

∫ np

R
1S = 1.

(v) Let Z = (a, b) with −∞ < a < b < +∞. Then
∫
R
1Z =

∫ np

R
1Z = −1.

(vi) Let Z = [a, b) with −∞ < a ≤ b < +∞. Then
∫
R
1Z =

∫ np

R
1Z = 0.

Indeed, (i) is obvious. Let U be as in (ii). Then U is topologically isomorphic to R

and we get
∫
R
1U = −1. By the additivity of the integral, we deduce that for Z as in

(iii),
∫
R
1Z = 0. By Lemma 4.8 (a), we get

∫ np

R
1U = 0 and by additivity,

∫ np

R
1Z = 1.

Finally, (iv), (v) and (vi) are obvious.

2In [Sch20, v3], it was written
∫ np

X
1Z = χ(Z), which is not correct.
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Let f : X∞ −→ Y∞ be a morphism of b-analytic manifolds and let ϕ ∈ CF (X∞).
Similarly as in (3.11), one sets for y ∈ Y :

(

∫

f

ϕ)(y) =

∫

X

1f−1(y) · ϕ.(4.4)

Of course, when Y = pt, one recovers (4.3).

Lemma 4.10. The function
∫
f
ϕ defined by (4.4) belongs to CF (Y∞).

Proof. Let us choose F ∈ Db(kX∞
) such that χloc(F ) = ϕ. Then (

∫
f
ϕ)(y) = χloc(Rf!F )

and Rf!F ∈ Db(kY∞
).

Hence, we have constructed a morphism
∫

f

: f∗CFX∞
−→ CFY∞

, ϕ 7→

∫

f

ϕ.

We also define
∫ np

f

: f∗CFX∞
−→ CFY∞

,

∫ np

f

ϕ := DY

∫

f

DXϕ.(4.5)

The next results are easily checked.

• If f is proper on supp(ϕ), then
∫
f
ϕ =

∫ np

f
ϕ.

• If ϕ = χloc(F ) for some F ∈ Db
Rc(kX∞

), then
∫
f
ϕ = χloc(Rf!F ) and

∫ np

f
ϕ =

χloc(Rf∗F ).

• Let g : Y∞ −→ Z∞ be another morphism of b-analytic manifolds. Then
∫

g ◦ f

ϕ =

∫

g

∫

f

ϕ,

∫ np

g ◦ f

ϕ =

∫ np

g

∫ np

f

ϕ.

Base change formula and projection formula

Proposition 4.11. Consider the Cartesian square (2.1) and let ϕ ∈ CF (X∞). Then∫
f ′
(g′∗ϕ) is well defined, belongs to CF (Y∞) and

g∗
∫

f

ϕ =

∫

f ′

(g′∗ϕ).(4.6)

Proof. Choose F ∈ Db
Rc(kX∞

) such that χloc(F ) = jX !ϕ. Then apply the base change
formula for sheaves (Proposition 2.15).

Proposition 4.12. Let f : X∞ −→ Y∞ be a morphism of b-analytic manifolds, let ϕ ∈
CF (X∞) and ψ ∈ CF (Y∞). Then

∫

f

(ϕ · f ∗ψ) = ψ

∫

f

ϕ.(4.7)
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Proof. Choose F ∈ Db
Rc(kX∞

) such that χloc(F ) = jX !ϕ and choose G ∈ Db
Rc(kY∞

) such
that χloc(G) = jY !ψ. Then apply the projection formula for sheaves (Proposition 2.16)..

Example 4.13. Equality (4.7) is no longer true when replacing
∫
f
with

∫ np

f
. Set

X = R2 with coordinates (y, t) and Y = R, f being the first projection. Let ϕ = 1S

with S = {(y, t); t = 1/(1 − y2),−1 < y < 1} and let ψ = 1Z with Z = (−1, 1).
One checks easily that ϕ is subanalytic up to infinity when choosing for example for
X̂ the projective compactification of R2. We have 1S · f ∗1Z = 1S,

∫
f
1S = 1Z and

DX1S = −1S (see Example 3.8). Hence,
∫ np

f

1S · f ∗1Z =

∫ np

f

1S = DY

∫

f

DX1S = −DY 1Z = 1[−1,1],

1Z ·

∫ np

f

1S = 1Z · 1[−1,1] = 1(−1,1).

Convolution of kernels

Recall Diagram 1.1 when replacing the manifoldsXi with b-analytic manifolds Xi∞ (i =
1, 2, 3). Let λ12 ∈ CF (X12∞) and λ23 ∈ CF (X23∞). It follows from Proposition 4.7
that the function

λ12 ◦
2
λ23 :=

∫

q13

q∗12λ12 · q
∗
23λ23.(4.8)

is well-defined and belongs to CF (X13∞). Moreover

Theorem 4.14. Let λij ∈ CF (Xij∞) (i = 1, 2, 3, 4, j = i+ 1). One has

(λ12 ◦
2
λ23) ◦

3
λ34 = λ12 ◦

2
(λ23 ◦

3
λ34) ∈ CF (X14∞).

One can prove this theorem by mimicking the classical proof for sheaves, using now
Propositions 4.11 and 4.12. One can also prove this result by replacing each λij with a
kernel Kij ∈ Db

Rc(kXij∞
).

4.3 γ-constructible functions

As already mentioned in the introduction, γ-constructible functions appear naturally
in TDA (see [CGR12,Leb21,KM21] among others).

Let V and V∞ be as in § 2.3. We define the convolution and the non-proper convo-
lution similarly as for sheaves (see Proposition 2.17). For ϕ, ψ ∈ CF (V∞), we set

ϕ ⋆ ψ :=

∫

s

ϕ⊠ ψ, ϕ
np
⋆ ψ :=

∫ np

s

ϕ⊠ ψ.

By the preceding results, both ϕ ⋆ ψ and ϕ
np
⋆ ψ belong to CF (V∞). Note that

ϕ ⋆ ψ = ψ ⋆ ϕ, ϕ
np
⋆ ψ = ψ

np
⋆ ϕ.
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Lemma 4.15. Let ϕi ∈ CF (V∞), i = 1, 2, 3. Then

ϕ1

np
⋆ ϕ2 = DX(DXϕ1 ⋆DXϕ2), (ϕ1

np
⋆ ϕ2)

np
⋆ ϕ3 = ϕ1

np
⋆ (ϕ2

np
⋆ ϕ3).

Proof. The first equality follows from the definition of
∫ np

(see (4.5)) and the second
equality follows from the first one.

We consider a cone γ ⊂ V and we assume (2.5), that is, γ is a closed convex proper
subanalytic cone with non-empty interior. Recall that kγ is then constructible up to
infinity.

Definition 4.16. Let ϕ ∈ CF (V∞). We say that ϕ is γ-constructible if there exists
a finite covering V =

⋃
a Za such that ϕ =

∑
a ca1Za

and the Za’s are b-subanalytic γ-
locally closed subsets of V. We denote by CF (Vγ) the space of γ-constructible functions
on V.

By construction, we have CF (Vγ) ⊂ CF (V∞).
Recall notations (2.7) and denote by KRc,γ◦a(kV∞

) the Grothendieck group of the
category Db

Rc,γ◦a(kV∞
).

Theorem 4.17. The isomorphism of commutative unital algebras χloc : KRc(kV) ∼−→
CF (V) induces an isomorphism χloc : KRc,γ◦a(kV∞

) ∼−→ CF (Vγ).

Proof. (i) It follows from Theorem 2.22 that the map χloc takes its values in CF (Vγ).

(ii) The map χloc is injective by Lemma 2.23. Indeed, if A is a full triangulated
subcategory of a triangulated category T and if there is a projector P : T −→ A , then
P induces a projector K(P ) : K(T ) −→ K(A ). In particular, K(A ) is a subgroup of
K(T ).

(iii) The map χloc is surjective since for Z subanalytic γ-locally closed, 1Z = χloc(kZ)
and kZ ∈ Db

Rc(V∞). Moreover, SS(kZ) ⊂ V× γ◦a by [KS18, Cor. 1.8].

The projector of Lemma 2.23 allows us to construct a projector CF (V∞) −→ CF (Vγ).

Proposition 4.18. (a) Let ϕ ∈ CF (V∞). Then ϕ
np
⋆ 1γa belongs to CF (Vγ).

(b) If ϕ ∈ CF (Vγ), then ϕ
np
⋆ 1γa = ϕ.

Proof. The result follows from Theorem 4.17, Lemma 2.23 and the fact that the oper-

ation
np
⋆ commutes with χloc.

5 Correspondences for constructible functions

This section is a variation on [Sch95] in which we replace some properness hypotheses
with that of being constructible up to infinity.
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5.1 Correspondences

Consider the situation of Diagram (1.1) when replacing the manifoldsXi with b-analytic
manifolds Xi∞ (i = 1, 2, 3). Assume to be given two locally closed subsets subanalytic
up to infinity:

S1 ⊂ X12, S2 ⊂ X23.

We set, for ϕ ∈ CF (X1∞)

RS1
(ϕ) = ϕ ◦1S1

=

∫

q2

q∗1ϕ · 1S1
.

Set

λ :=1S1
◦
2
1S2

∈ CF (X13∞).(5.1)

Applying Theorem 4.14, we get that λ is well defined and moreover

RS2
◦RS1

(ϕ) = ϕ ◦λ.(5.2)

Now we assume that X1 = X3 and we change our notations, setting

X1 = X3 = X, X2 = Y.

For (x, x′) ∈ X ×X , let

S12(x, x
′) = {y ∈ Y ; (x, y) ∈ S1, (y, x

′) ∈ S2} = (S1 ×Y S2) ∩ q
−1
13 (x, x

′).(5.3)

Then

λ(x, x′) =

∫

q13

1S1×Y S2
· 1{q−1

13
(x,x′)} =

∫

Y

1S12(x,x′).(5.4)

We now consider the hypothesis





there exists a, b ∈ Z such that, for (x, x′) ∈ X ×X :

λ(x, x′) =

{
a if x 6= x′,
b if x = x′.

(5.5)

Writing λ(x, x′) = (b− a)1∆ + a1X×X , we get:

Corollary 5.1 ([Sch95, Th. 3.1]). Assume (5.5). Let ϕ ∈ CF (X). Then:

RS2
◦ RS1

(ϕ) = (b− a)ϕ+ a

∫

X

ϕ.

Here, a
∫
X
ϕ ∈ Z is identified with the constant function (a

∫
X
ϕ) · 1X .
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Application to flag manifolds

Let W be a real (n+1)-dimensional vector space (with n ≥ 2) and denote by Fn+1(p, q),
with 1 ≤ p ≤ q ≤ n, the set of pairs {(l, h)} of linear subspaces of W with l ⊂ h and
dim l = p, dim h = q. One sets Fn+1(p) = Fn+1(p, p) and denotes as usual by q1 and
q2 the two projections defined on Fn+1(p)×Fn+1(q). Then Fn+1(p, q) is a real compact
submanifold of Fn+1(p)×Fn+1(q), called the incidence relation. We denote by Fn+1(q, p)
its image by the map Fn+1(p) × Fn+1(q) −→ Fn+1(q) × Fn+1(p), (x, y) 7→ (y, x). In the
sequel, we set

X = Fn+1(p), Y = Fn+1(q), S = Fn+1(p, q) ⊂ X × Y, S ′ = Fn+1(q, p) ⊂ Y ×X.

Now we shall assume p = 1 and q > 1. Recall that Fn+1(1) = Pn, the n-dimensional
real projective space.

In order to apply Corollary 5.1, it is enough to calculate λ12(x, x
′) given by (5.4)

and (5.3) with S1 = S and S2 = S ′. Set

µn+1(q) = χ(Fn+1(q)).

Proposition 5.2. Let ϕ ∈ CF (Pn). Then:

R(n+1;q,1) ◦ R(n+1;1,q)(ϕ) = (µn(q − 1)− µn−1(q − 2))ϕ+ µn−1(q − 2)

∫

Pn

ϕ.

Proof. Let us represent x and x′ by lines in W and y ∈ Fn+1(q) by a q-dimensional
linear subspace. Then the set S12(x, x

′) is the set of q-dimensional linear subspaces of
W containing both the line x and the line x′. This set is isomorphic to Fn−1(q − 2) if
x 6= x′ and to Fn(q − 1) if x = x′.

Of course, this formula is interesting only when µn(q − 1) 6= µn−1(q − 2)).

5.2 Application: the Radon transform

This section is extracted from [Sch95]. Recall that n ≥ 2.
One can roughly describe the Radon transform as follows. How to reconstruct a

function (say with compact support) on a real vector space V from the knowledge of its
integral along all affine hyperplanes? Since the family of these hyperplanes (including
the hyperplane at infinity) is given by the dual projective space P∗, where P is the
projective compactification of V, it is natural to replace V with P.

We have Fn+1(1) = Pn, the n-dimensional projective space and Fn+1(n) = P∗
n, the

dual projective space. The Radon transform thus corresponds to the case p = 1, q = n.
With the preceding notations, the incidence relation S is given by

S = Fn+1(1, n) = {(x, y) ∈ Pn × P∗
n; 〈x, y〉 = 0}.

The Radon transform of ϕ ∈ CF (Pn), an element of CF (P∗
n), is defined by

R(n+1;1,n)(ϕ) =

∫

Pn

1S · q∗1ϕ = ϕ ◦1S.(5.6)
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For y ∈ P∗
n, we shall denote by hy its image in Pn by the incidence relation:

hy = {x ∈ Pn, 〈x, y〉 = 0}.

Therefore,

R(n+1;1,n)(ϕ)(y) =

∫

Pn

ϕ · 1hy
.

Recall that the Euler-Poincaré index of Pn is given by the formula:

χ(Pn) =

{
1 if n is even,
0 if n is odd.

(5.7)

Applying Proposition 5.2 together with (5.7), we get:

Corollary 5.3. Let ϕ ∈ CF (Pn). Then:

R(n+1,n,1) ◦ R(n+1;1,n)(ϕ) =

{
ϕ if n is odd,

−ϕ +
∫
Pn
ϕ if n is even.

Now assume dimV = 3 and let us calculate the Radon transform of the characteristic
function 1K of a compact subanalytic subset K of V (see (3.9)). First, consider a
compact subanalytic subset L of a two dimensional affine vector spaceW . By Poincaré’s
duality, there is an isomorphism H1

L(W ;QW ) ≃ H1(L;QL) and moreover there is a short
exact sequence:

0 −→ H0(W ;QW ) −→ H0(W \ L;QW ) −→ H1
L(W ;QW ) −→ 0,

from which one deduces that:

b1(L) = b0(W \ L)− 1,

where bi is the i-th Betti number. Note that b0(W \ L) is the number of connected
components of W \ L, hence b1(L) is the “number of holes” of the compact set L. We
may sumarize:

Corollary 5.4. The value at y ∈ P∗
3 of the Radon transform of 1K is the number of

connected components of K ∩ hy minus the number of its holes.

The inversion formula of the Radon transform tells us how to reconstruct the set K
from the knowledge of the number of connected components and holes of all its affine
slices.
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Math. France, 1985, pp. 193–209.

[KS90] Masaki Kashiwara and Pierre Schapira, Sheaves on manifolds, Grundlehren der Mathematis-
chen Wissenschaften, vol. 292, Springer-Verlag, Berlin, 1990.
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