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Abstract
Hulme et al. (Nat Clim Change, 8:515–521, 2018) manually coded ‘frames’ in 490 
Nature and Science editorials (1966–2016) they found relevant for climate change. 
We produced a digital version of the corpus and conducted a set of experiments: 
We explored many variants of supervised categorization for automatically reproduc-
ing the manual frame coding, and we ran an interactive variant of topic modeling. 
In both approaches, we made use of word embedding techniques for representing 
text documents. Supervised classification yielded F1-scores of up to 0.91 (for the 
best category) and 0.68 overall, and it led to insights regarding the relation between 
‘topic’ and ‘framing’. The topic modeling algorithm was able to reproduce central 
trends in the temporal analysis of framing that was presented by Hulme et al. based 
on their manual work.

Keywords Climate change communication · Framing · Text-as-data · Supervised 
classification · Topic modeling

Introduction and research background

Motivation

Text-as-data research (or ‘text mining’) is becoming more and more important in 
general for deriving insights from large text collections, and also specifically for 
studies on climate change communication. Of particular relevance is the analysis 
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of the ‘framing’ that authors use in their exposition of the problem, whereby they 
consciously or subconsciously guide the reader in perspectivizing the issue at hand 
[15]. While the notion of framing is not used consistently in the literature (see Sec-
tion “The notion of framing” below), the majority view is that of a set of different 
kinds of ‘challenges’ that climate change poses, such as ‘technological’ or ‘ethical’. 
Authors of studies then devise a set of such challenges in accordance with their pur-
poses (e.g., [2, 4]). In recent years, first studies have appeared that apply text-as-
data methods to automatically identify the framing used in text corpora on climate 
change (e.g., [43, 47]). Usually, the methods are applied straight "out of the box", 
and the study then interprets their results. In contrast, our work aims at a systematic 
comparison of some relevant methods (variants of supervised and unsupervised text 
classification) for the automatic analysis of framing, to shed light on their relative 
performance and utility.

Specifically, we build a corpus of climate-change-related editorials from Nature 
and Science, as they have been identified in an earlier study by Hulme et al. [26]. In 
the archives of the two journals, these authors found some 500 editorials of topical 
relevance, and then undertook a completely manual frame coding based on the PDF 
files. Specifically, each text was labeled with one of eight ‘challenge’ labels, and 
then the authors showed the temporal development of frame prevalence and ana-
lyzed differences between the two journals.

The list of the editorials was published by Hulme et  al. [26], and upon our 
request, the authors also made the frame labels available to us. Thus, we were able 
to build a machine-readable version of the corpus and, using the labels, we (i) run 
various experiments with supervised classification and (ii) compare the results of 
unsupervised topic modeling to the original labeling.1 Therefore, in contrast to many 
previous studies on automatic frame analysis, we do not limit our study to the use of 
one type of approach, but explore the usefulness of methods at opposite ends of the 
supervised/unsupervised spectrum. In addition, we take on a research task that was 
originally designed as a purely manual one. We, thus, avoid the risk of biasing the 
choice of research task to something that can easily be solved by automatic methods, 
and instead evaluate the performance of automatic methods on a task that was origi-
nally designed by climate change experts and deemed useful by them.

In the following, we provide some more information on the original study by 
Hulme et al., discuss the notion of framing underlying this work, and then state our 
own research goals more precisely.

The original study

Using keyword search in the journal archives, Hulme et al. [26] collected the Nature 
and Science editorials that in one way or another addressed the topic of climate 
change (henceforth: CC) between 1966 and 2016. Given the long time span, the 

1 In this paper, it is inevitable for the term “topic” to be used in two different senses. In Sects. 2.3, 3.2, 
4.2 and in parts of Section 5 we use it in the narrow sense of technical topic modeling; in the rest of the 
paper, it appears in the generic, informal sense of ’theme’.
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keyword list was designed to also find "early mentions" of CC and thus consisted of 
these broad terms: ‘climate’, ‘greenhouse’, ‘carbon’, ‘warming’, ‘weather’, ‘atmos-
phere’, ‘pollution’. Naturally, this search produced many wrong hits (e.g., texts that 
dealt with pollution of rivers), and thus a manual filtering step ensured that the cor-
pus holds only texts that address the topic of CC. The result was a set of 333 editori-
als from Nature and 160 from Science. Then the authors undertook a manual cod-
ing of eight ’framing’ categories that the editorials appeared to employ. Based on 
the results, they computed statistics and demonstrated certain correlations between 
frame use and climate-relevant external events, and they showed some interesting 
differences between the two journals. It is noteworthy that CC is not necessarily the 
main topic of a text in the corpus; often, the editorial deals with some other techni-
cal or scientific issue and mentions CC only as an aspect that is more or less con-
nected to the main topic.

Defining the set of frames/challenges was not a preparatory one-shot process. 
In contrast, Hulme et al. proceeded in several iterations (combining induction and 
deduction) where the frame set was refined and re-applied to the data. According 
to the authors, each frame should meet the following four criteria: “identifiable 
conceptual and linguistic features; commonly observed; easily distinguished from 
other frames; recognizable by others” [26, Methods]. The eight frames that were 
eventually used for the final coding are (in slightly abbreviated form) reproduced in 
Table 1.

Coders were instructed to assign a single ’dominant’ frame per text, and option-
ally any number of ’other’ frames. Inter-coder agreement for primary frames was 
measured in a pilot exercise, yielding Fleiss’ � values of 0.32 for Nature and 0.39 for 
Science. While these results seem ’moderate’, it is important to note that they were 
calculated on the basis of four annotators, an unusually high number. For instance, 
the ‘media frames corpus’ by [9] was in the final stages of the coding process anno-
tated by merely two people, who achieved Krippendorf � values ranging between 
0.3 and 0.6. Furthermore, the � result of Hulme et al.’s pilot prompted the authors 
to then follow a coding practice where an annotator would flag cases that he or she 
regarded as particular difficult; the resulting set of 46 texts (almost 10% of the cor-
pus) were afterward resolved collaboratively by all authors. As a result, the quality 
of the final corpus can be assumed to be higher than the � values suggested.2

Hulme et  al. unfortunately did not report agreement values for the individual 
frame classes, as an indication of relative difficulty. We believe, however, that the 
degree of co-occurrence of ‘dominant’ and ‘other’ frames can give an indication of 
the per-frame difficulty of a consistent annotation. In Fig. 1, we, therefore, visualize 
the co-occurrences between those frames as annotated by Hulme et al. For instance, 
when the two frames SCI and COM were annotated as the dominant frame for an 

2 As a further remark, the � values achieved here are not uncommon in annotation tasks involving sub-
jective decisions (as in linguistic pragmatics). For example, a well-known study in computational argu-
mentation analysis [23] reports a � of 0.4, based on three annotators, for distinguishing the ‘claim’ from 
the ‘premise’ in an argument, using a corpus of US presidential candidate debates.
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editorial, secondary frames were only found in around half of the cases. For GOV 
and TECH, in contrast, this number is around 70%,

For our computational study, we used only the dominant frames as target for 
automatic classification and disregarded the other ones, except for one prelimi-
nary experiment that we will mention in Sect. 3.1. The distribution of the dominant 
frames in the corpus is shown in Table 2.

The notion of framing

A systematic literature review by Badullovich et  al. [2] showed that Social Sci-
ence research on the framing of climate change overwhelmingly subscribes to the 
same notion of framing as used by Hulme et al., viz. as a set of generic perspectives 
from which CC is discussed. The sets used differ to some extent; three examples of 

Table 1  Types of frames used in the coding

Abbreviation of Table 1 from Hulme et al. [26, p. 517]

Name of challenge Characterization

ECON: Economical/financial CC is an externality of economic growth and/or certain modes of 
production/consumption and/or requires improved quantification of 
costs/benefits of impacts and/or policies and/or can/should be tackled 
through economic and financial instruments

DEV: Development CC is a by-product of pathways and patterns of socio-economic devel-
opment and/or unequal development inhibits adequate mitigation, 
resilience and adaptation and/or causes uneven distribution of harms 
to human health, well-being and perceived human security

SEC: National/intern’l security CC is a geopolitical security risk by introducing new dangers into inter- 
and intra-state relations and/or is a threat-multiplier requiring new 
forms of international or state-level security responses

ETH: Ethical/moral CC raises important questions of procedural and/or distributive justice 
(for example, burden-sharing) and/or people have an ethical respon-
sibility/moral duty toward future humanity and/or nature and/or the 
‘poor’/the most vulnerable and/or God/deities, to mitigate CC

TECH: Technological/energy Fossil-fuel-based energy technologies are the root cause of CC and/or 
technological innovation and energy transitions that aim at reduc-
ing/capturing/sequestering GHG emissions and/or solar engineering 
technologies are essential to tackle climate change

GOV: Institutional/governance Structural and institutional inertia/problems are a root cause of CC and/
or tackling climate change requires new/improved governance institu-
tions and/or regulatory management of adaptation/mitigation policies 
is inadequate [not to be used if this governance challenge is covered 
by a more specific frame]

SCI: Scientific Scientific understanding of CC is incomplete/inadequate (that is, due to 
complexity/uncertainty) and/or investing in science is necessary for 
adequate mitigation/adaptation responses

COM: Communication CC science/risks is/are poorly communicated to public audiences and/or 
media representations of CC are problematic/biased and/or deliberate 
misinformation/manufactured scepticism confuses political/public 
opinion
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frames that were not considered by Hulme et  al. are efficacy, general causes, and 
public health. In automatic analysis, this approach to framing as a set of deductively 
predefined classes (which can be treated as either ‘generic’ or ‘issue-specific’) lends 
itself to supervised classification (see Sect. “Supervised classification”); for exam-
ple, early work by [7] used a corpus of several thousand news texts and four generic 
news frames: conflict, economic consequences, human interest, morality. They 
worked with a bag-of-words model and a support vector machine (SVM) classifier, 
as also done more recently by [43] in the domain of CC. These authors built an 
SVM classifier for four frames: economic cost, economic benefits, conservative and 
free-market ideology, uncertainty and risk.

An alternative approach to framing consists of inductively computing the catego-
ries by means of topic modeling (see Sect. “Unsupervised topic modeling”), as a 
combination of automatic computation and manual parameter tuning, filtering and 
arrangement. In the domain of CC, the work of [47] is a recent example; the author 
ends up with a set of 53 frames organized in a 3-level hierarchy, using a corpus of 
1.700 press releases by various US organizations.

Fig. 1  Co-occurrence of ‘dominant’ and ‘other’ frames. On the left: absolute number of co-occurrences 
(e.g., there are 14 instances for which COM was the dominant frame, and SCI another frame). On the 
right: proportion of co-occurrence in relation to the total number of instances of the primary frame (e.g., 
for 19% of COM as dominant frame, SCI is another frame). The diagonal shows the number of occur-
rences of the dominant frame when no other frame is present

Table 2  Distribution of primary 
frames in the editorial corpus

Frame # docs % docs

ECON 39 7.96
DEV 17 3.47
SEC 7 1.43
ETH 11 2.24
TECH 109 22.24
GOV 105 21.43
SCI 129 26.33
COM 73 14.90
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A third approach to computing frames, according to [22], is using lexicons (as 
done routinely for tasks such as sentiment analysis). [31], for example, present a 
multilingual dictionary construction process for identifying four ‘immigration’ 
frames in news text: economy/budget, labor market, welfare, and security.

We point out that these conceptions of framing, along with their computational 
treatment, are not uncontroversial. One line of criticism targets the inflationary use 
of the ‘framing’ term (which had already been lamented in the pioneering work 
of [15]) and its unfortunate conflation with the notions of persuasion, agenda set-
ting, priming, and schemas/scripts [8]. Correspondingly, [38] advocated reserving 
‘framing’ for the much more narrow concept of ‘equivalence framing’ that denotes 
the choice among alternative linguistic expressions for the same semantic content. 
Another important criticism concerns the surface-oriented conception (and compu-
tation) of frames as lexcial items that are manifested in a text and easy to be identi-
fied— usually even without considering linear order, i.e., in a bag-of-words model. 
[8] posit that "interesting" frames are complex units of information that should not 
be reduced to a small set of word co-occurrences. A multi-step computational (but 
only semi-automatic) approach to identifying such complex concepts was recently 
proposed by [28], and a similar one specifically for framing by [22].

As mentioned in the beginning of this section, however, the vast majority of 
framing research in the domain of CC adopts the approach of defining generic ‘per-
spectives’ from which an author selects one when discussing the topic. Hulme et al. 
specifically speak of ‘types of challenges’, and we agree that this conception is valu-
able, in particular for the purpose of determining long-term trends of treating CC 
in the genre of scientific editorials. Therefore, we adopt this view and implement it 
with bag-of-words models, comparing the relative performance of many different 
configurations.

Goals of the present study

As a prerequisite for automatic analyses, we build a machine-readable version of the 
corpus, which is the first contribution of our work. It enables us to conduct experi-
ments with supervised and unsupervised classification. Both treat the text documents 
as bag of words; in other words, classification is based solely on the distribution of 
lexical items in the documents (though some of our approaches replace words by 
tokens and character n-grams and by pre-trained embeddings; see Sect. “Supervised 
classification”).

In supervised classification, the manually-coded labels serve as "gold standard", 
which the classifier aims to reproduce.3 There are many technical approaches to this, 
and as we show below, in extensive experiments, we first determined the best-per-
forming configuration of various classification methods on a development set of the 

3 The term "gold standard" is well-established in the NLP community, but much less so in the Social 
Sciences. For a brief overview, see [48].
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corpus, and then report results on a held-out test set. The important aspects of the 
configuration are:

• Text classification studies differ in the precise way of representing the text docu-
ments. We compared various ways of representing words (plain unigram tokens, 
n-grams, several word embedding methods) in combination with pre-processing 
steps (stopword removal, etc.) and term weighting (tf/idf).

• A fairly wide variety of classification algorithms is available in relevant code 
libraries, and we experiment with several widely-used ones.

• As Table 2 shows, the distribution of frame labels is highly imbalanced. This is 
known to be a great challenge for classifiers, and thus we specifically attend to 
certain methods that can be used to alleviate the problem.

Recall our remark on the different degrees of "topicality" of the editorials: They 
do not necessarily talk mainly about CC but instead may mention it only briefly. 
For any bag of words model, this is potentially problematic, as the complete docu-
ment is being analyzed, while the CC frame may be recognizable only from a few 
words therein. While previous text classification work usually ignores this aspect,4 
we decided to ascertain the influence of "degree of topicality" on the classification 
results and then to experiment with restricting the classifier to work only on the most 
relevant portions of the document.

Unsupervised classification, in contrast, aims at clustering a document set into 
meaningful groups, without having access to any manually-assigned labels. There 
are a multitude of approaches, of which we here select only one, viz. non-negative 
matrix factorization, a variant of topic modeling.

As Grimmer et al. [21, p. 270] had remarked, "the most productive line of inquiry 
(...) is not in identifying how automated methods can obviate the need for research-
ers to read their text. Rather, the most productive line of inquiry is to identify the 
best way to use both humans and automated methods for analyzing texts." We con-
ceive the contributions of this paper in this spirit: Supervised classification can 
assist the researcher in handling large volumes of data, e.g., by pre-filtering; but it 
is important to be aware of the differences between alternative approaches. Unsu-
pervised methods, on the other hand, can automatically—or in interaction with the 
user—detect patterns in the data that invite researchers’ interpretation and may lead 
to insights that have not explicitly been looked for.

Our aim, therefore, is not to "compete" with the manual study by Hulme et al. 
[26], but to use their frame coding as basis for a systematic investigation of auto-
matic methods, under the specific conditions of a relatively small data set, a 

4 One exception: In their manual analysis of CC editorials from the Finnish press, [32] recognized the 
importance of topicality difference (which is prima facie invisible when texts are just retrieved by simple 
keyword search) and accounted for it in their analysis.
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relatively large number of classes, and a heavily imbalanced class distribution. In 
summary, the central research questions tackled in our work are:

• To what extent can we reproduce the manual annotations (from Hulme et  al.) 
with automatic supervised classification methods?

• To what extent do established methods for handling imbalanced data improve 
those classification results for our specific corpus?

• To what extent does reducing the texts to their most "climate-relevant" parts 
improve those classification results?

• To what extent can we reproduce the frame label set (as used by Hulme et al.) by 
unsupervised topic modeling?

• To what extent can we reproduce the temporal "trends" (as they were observed 
by Hulme et al.) of the frame annotations spanning the period 1966–2016?

Methods

An overview of the experiments conducted is given in Fig. 2.

Corpus construction

As indicated earlier, Hulme et al. worked by manually analyzing the PDF versions 
of the editorials. Accordingly, our first step is to map these PDFs to a machine-read-
able corpus in plain-text format. A spreadsheet with DOIs and some other meta-
data for the editorials was made available along with the publication by Hulme et al. 
[26]. Upon our request, we were also given access to the frame codings done by 
those authors, in the form of a second spreadsheet.5 For two of the Nature editorials, 
we did not find annotations in the table; furthermore, one of the Science editorials 
turned out unavailable for download. Therefore, the corpus for our study is missing 
3 editorials, and thus has a total of 490 documents.

Using DOIs, we retrieved all PDF files of the editorials from the journal archives. 
To enable automatic processing, OCR software6 was used for the older PDFs (which 
do not include embedded text). We manually checked every resulting plain text file 
for accurate conversion of double column text and rejoining of hyphenations. If 
obvious OCR errors were noticed within the texts, they were corrected, but we did 
not undertake a complete word-by-word reading.7 Also, in this step, we ensured a 
common format of the plain text files: each one starts with a title line followed by a 
subtitle line (possibly empty) and an author line (possibly empty). In the actual text, 
figures and tables are replaced by placeholders ("<figure>", "<table>"). Paragraph 

5 We are grateful to the authors for making the coding available, which was a prerequisite for our own 
work to be carried out.
6 https:// conve rtio. co/.
7 All our subsequent manual inspections of the texts revealed that only few typos are present, mostly 
involving special characters.

https://convertio.co/
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Fig. 2  The experiments conducted. First, a corpus is constructed; then experiments with supervised clas-
sification are carried out (shown on the left), as well as with unsupervised classification (shown to the 
right)



494 Journal of Computational Social Science (2023) 6:485–513

1 3

breaks are preserved. Our corpus, henceforth, called the NatSciEdCC corpus, thus 
consists of 490 plain text files, without any additional markup. (Metadata, as pointed 
out above, resides in the spreadsheet.) Table  3 provides information about the 
lengths of the texts in the two parts of the corpus.

Supervised classification

We approach the task of automatically reconstructing the frame coding of the corpus 
texts with the established technology for supervised topic classification, thus treat-
ing the eight frame categories as conceptually corresponding to topics (cf. [43]). 
This correspondence does by no means hold in general [45], but it is warranted by 
the type of coding done by Hulme et al. and in many similar studies (cf. [2]).

In formal terms, the text classification problem consists in learning a function 
� ∶ D → C , where D is a set of n text documents d1, ..., dn and C is a set of m catego-
ries c1, ..., cm (cf. [39]). In our case, the categories are the frame labels from Table 1: 
ECON, DEV, SEC, ETH, TECH, GOV, SCI or COM. This function constitutes the 
model, and the program applying the model to texts is the classifier. It learns its 
model from a part of the labeled corpus, the development set or training set. Then it 
predicts the labels of the documents for the smaller part of the corpus, the test set. 
The results obtained on the test set indicate to what extent the classifier is able to 
generalize from the training data to unseen data.

The main choices to be made in designing a classification system are the precise 
way of representing the text documents as data points, and the selection of a clas-
sification algorithm. Furthermore, when the frequencies of categories in the data are 
highly imbalanced, various methods for alleviating this problem can be applied. We 
will shortly explain our choices of the three parameters, and motivate the evaluation 
measure we use for assessing classification performance. Afterward, we will explain 
our method for focusing the classification on topic-relevant portions of the text doc-
uments instead of "blindly" using the whole text.

To be able to test variants of the parameters on the one hand, and make overall rep-
resentative predictions on the NatSciCC corpus on the other hand, we proceeded in two 
steps. We conducted a large set of experiments with many parameter combinations on the 
development set, for which we took a sample of 80% of the data (392 documents). We 
determined the best parameter setting via fourfold cross-validation (CV). The best classi-
fiers were then retrained on the complete development set, and finally we applied them to 
the 20% test set (98 documents), thus producing our final results for NatSciCC.8

Table 3  Number and length 
(in tokens) of documents in the 
Nature and Science subcorpora

Corpus # Docs Doc length (mean) STD

Nature 331 841.4 290.7
Science 159 764.0 66.7
Total 490 816.3 244.6

8 Both development and test set were stratified random samples, to work with the same class distribu-
tions in the two parts.
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The classifiers were implemented with Python3.6, relying on libraries for NLP 
and ML, especially on scikit-learn [35].

Document representation and pre‑processing

We experiment with two approaches representing text documents as sets of mini-
mal units. The first is the conventional ‘bag of words’ (BOW) model where uni-
gram tokens are the minimal units, whose frequency is represented in vector space. 
In preparation, different kinds of pre-processing can be applied. We experimented 
with (i) stop word removal using the spaCy library,9 (ii) lowercasing all words, (iii) 
stemming using SnowballStemmer from the nltk library,10 (iv) lemmatization using 
spaCy. As variants of the BOW model, we also used token n-grams ( n ∈ {1, 2, 3, 4} 
and combinations, such as n = 2 ∕ n = 3 ) and character n grams ( n ∈ {2, 3, 4, 5, 6} 
and combinations). For all versions, we also tested the influence of tf/idf weighting.11

The second approach is aggregated word embeddings. An embedding is a low-
dimensional vector representation of a word that captures its meaning to some extent 
(see, e.g., Goldberg [20,  115–134]). Words with similar meaning are, thus, repre-
sented by vectors pointing in a similar direction in latent semantic space. Hence, a 
representation of a text document can be obtained by aggregating the embeddings 
of all words in the document to a single vector. An intuitive aggregation method is 
counting the words in the document (as in the BOW approach) and then averaging 
over their embedding vectors. The tf/idf weighting can be employed here as well 
(see Boom et al. [5] for these and a range of other aggregating methods we experi-
mented with).

In our experiments, we employed 3 sets of pre-trained embeddings with vectors 
of 300 dimensions. The sets are provided by Google12 and by Stanford University13 
and differ (i) in terms of the ML algorithm that was used to obtain the embeddings 
(word2vec [34] vs. GloVe [36]); (ii) in terms of the data set they were learned from; 
and (iii) in terms of vocabulary size (see Table 4).

Table 4  Properties of the pre-trained embedding sets

Name ML method Data set (size in tokens) Vocab

w2v word2vec GoogleNews data set (100 B) 929 K
GloVe-big GloVe Common Crawl (840 B) 22 M
GloVe-small GloVe Wikipedia 2014/Gigaword 5 (6 B) 400 K

9 https:// spacy. io.
10 https:// www. nltk. org.
11 tf/idf weighting means that for each term in a document, the term frequency (tf) is normalized by its 
inverse document frequency: idf t  = logN

dft
 where dft is the number of documents in which t occurs.

12 https:// code. google. com/ archi ve/p/ word2 vec/.
13 https:// nlp. stanf ord. edu/ proje cts/ glove/.

https://spacy.io
https://www.nltk.org
https://code.google.com/archive/p/word2vec/
https://nlp.stanford.edu/projects/glove/
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Classification algorithms

For learning the classification model, the following standard techniques were 
employed and their performance was compared [1, 39]: Multinomial naïve Bayes, 
support vector machines (SVM), logistic regression (LR), single-layer perceptrons, 
decision trees, random forest, and AdaBoost. For completeness, we also ran some 
experiments with modern transformer architectures (BERT, DistilBERT) without 
being very optimistic, as the corpus is quite small, and these approaches are known 
to require large training sets.

Handling imbalanced data

Given the aforementioned class imbalance in our corpus, we decided to also experi-
ment with specific approaches that have been developed to tackle such situations. 
Generally, classifiers aim to maximize the overall classification accuracy. If classes 
are difficult to separate (which is to be expected in our eight-category problem), 
they can become biased toward the majority class(es), and thus rarely predict the 
minority class(es) at all. ([27, 40]; [25, 1264]; [17, 21]). An additional difficulty is 
absolute rarity of one or more classes in the data set ( [46, 8–9]), as it is hard for a 
classifier to generalize from very little training data. As Table 2 shows, this is also a 
concern in our corpus.

We experimented with the most prominent methods for tailoring the classifier to 
such situations: oversampling and undersampling (e.g., [18]), dimensionality reduc-
tion (e.g., [13]), cost-sensitive learning (e.g., [17, 63–78]), and boosting (e.g., Fre-
und and Schapire [19]).

The most successful of these techniques, oversampling, is the process of adding 
more minority class samples to the training set prior to training the classifier. This 
can be done either by randomly duplicating samples in the set (random oversam-
pling) or by generating new, synthetic samples (e.g., SMOTE [10], ADASYN [24]). 
In the latter case, a new minority class sample is generated by copying an exist-
ing sample and shifting this copy in the direction of one of its k-nearest neighbors 
from the same class (classic SMOTE). Variants of this approach (such as ADASYN) 
generate more synthetic data from samples that are surrounded by many majority 
class samples than from samples that lie in a bulk of minority class samples, assum-
ing that the former are more difficult to learn and, hence, additional samples are 
more helpful. We experimented with several oversampling techniques and vary-
ing oversampling ratios (i.e., the ratio between minority and majority class after 
oversampling).

Influence of topic centrality

The final aspect of the classification task that we explored stems from the observa-
tion (see above) that the editorials address the CC topic to different degrees. We, 
thus, investigated these questions: (i) Are documents whose main topic is CC easier 
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to categorize for their CC frame than documents that mainly concentrate on other 
topics? (ii) If so, can we improve classification results on the complete corpus by 
shortening the documents to their "CC-central" parts, i.e., by reducing noise?

For step (i), we need to check whether classification performance on the texts cor-
relates with their degree of CC-centrality. We estimate CC-centrality by comparing 
a representation of the semantics of common CC words to a representation of the 
semantics of the corpus texts; to capture semantics, we again use word embeddings 
(specifically GloVe-small, see Table 4). For "common CC words", we compare three 
different sources: a Wikipedia CC glossary14, the seven climate-related terms that 
Hulme et al. [26] had used to retrieve the Nature and Science editorials, and 20 key-
words that we extracted from a corpus of climate-change-related articles from the 
New York Times. As the GloVe-small embeddings cover unigrams only, we split 
any compound terms from the Wikipedia glossary into unigrams and then removed 
the climate-unrelated unigrams from the final set. All words were then aggregated 
into a vector representation by averaging over their corresponding embedding vec-
tors. We call the results CC-vectorwiki , CC-vectorhulme , and CC-vectornyt.

For each document in the corpus, we represented every sentence in exactly the 
same way as just described for the CC term list, i.e., by averaging over the GloVe-
small embeddings of the words in the sentence. Next, for each sentence embedding, 
we computed its cosine distance from the CC vector, which we regard as a score 
indicating its topic relevance. Finally, the sentence scores for a document were again 
averaged, which yields our document score for CC-centrality for every editorial.

For (ii), we computed the topic centrality of individual sentences, then reranked 
the sentences of a text according to those scores. For this step, we employ two dif-
ferent methods: (i) ranking according to cosine distance and (ii) ranking according 
to Word Mover’s distance [29]. (This is the "minimum travelling distance" that the 
embedded words of one document need to undergo to reach the embedded words of 
the other document.)

We produced three different versions of shortened texts by taking the top 33%, 
50%, and 67% of their most cc-central sentences. The quality of our rankings is 
assessed by utilizing them as training data for our text classifier, hereby comparing 
the CC-excerpts to same-length excerpts obtained by mere random sampling.

In short, we compare the performance of three methods of list construction and 
two methods of computing the distance between embedding vectors, for obtaining 
sentence rankings for the editorials in the corpus.

Evaluation measures for classification

Following common practice (see, e.g., [39]), we evaluate the performance of our 
classifier by measuring precision � (tp∕(tp + fp)) and recall � (tp∕(tp + fn)) and 
subsequently forming a harmonic mean (F) of the two.15 As we are dealing with 
a multi-class problem, � and � can be computed per class. To choose between 

14 https:// en. wikip edia. org/ wiki/ Gloss ary_ of_ clima te_ change, last access: Sep-tember 15th, 2020.
15 tp = true positive, fp = false positive, tn = true negative, and fn = false negative.

https://en.wikipedia.org/wiki/Glossary_of_climate_change
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micro-averaging (every instance of a classification result has the same weight) and 
macro-averaging (every class has the same weight), we again note that our dataset is 
heavily imbalanced, and since we wish to account for performance on small classes, 
too, we opt for weighted macro-averaging as our main evaluation measure, which 
multiplies every individual class-F1 with its proportion of occurrence in the corpus. 
However, for comparison, we will also report the plain macro-average when present-
ing our results.

Unsupervised topic modeling

In addition to testing supervised classification on the manually-annotated corpus, we 
also explored an unsupervised method for extracting frequently occurring content 
in the data, whose results can then be compared to the manual annotations. Specifi-
cally, we studied whether some of the insights on the development of editorial sub-
jects over time—which was one central outcome of the original analysis by [26]—
can also be gained by automatic means.

A frequently used unsupervised method for text mining is topic modeling (TM) 
[6]. Here, each topic is represented by (i) a ranked list of words associated with the 
topic, and (ii) a ranked list of associated texts, i.e., texts in which the topic’s associ-
ated words frequently co-occur. Collections containing short texts, as well as those 
containing few texts, thereby, present a challenge to the standard TM algorithm, 
since their word co-occurrence patterns more easily suffer from a sparsity problem. 
This problem could, e.g., be tackled by applying unsupervised methods specifically 
developed for short texts [12, 49], and/or to incorporate information from larger cor-
pora, e.g., using word embeddings pre-trained on large corpora [11].

Given the relatively small size of our corpus (due to it containing few, rather 
than very short, texts), we decided to use a TM tool that could incorporate infor-
mation from larger corpora. We chose Topics2Themes [42], which is based on the 
randomised TM algorithm NMF (non-negative matrix factorisation) [30] and which 
incorporates information from word embeddings in the form of pre-trained word-
2vec-vectors.16 The tool has previously been used for finding recurring information 
in text collections containing texts shorter than those studied here, e.g., in collec-
tions of discussion forum posts [42], micro blogs [40] and folk legends [41].

Besides a graphical interface for exploring the most frequently occurring topics 
of a text collection, the tool also provides several options for influencing and config-
uring the TM algorithm. For instance, the user can provide the tool with a stop word 
list and a list of multi-word terms. The stop word list prevents the TM algorithm 
from creating topics based on frequent co-occurrences of uninteresting words, while 
the multi-word list can make sure that expressions like “New York” are treated as a 
single term rather than two.

Information from the pre-trained word2vec space is incorporated in the tool’s 
text pre-processing step. In this step, words are organized into groups based on 

16 The code for the tool is freely available at GitHub: https:// github. com/ maria sk2/ topic s2the mes.

https://github.com/mariask2/topics2themes
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their semantic similarity, which makes it possible for the TM algorithm to treat 
them as a single concept. This is achieved through an automatic clustering [16] 
of the word2vec vectors corresponding to the words in the text collection [33]. 
The user can manually correct the clusters, by removing words from them, or by 
supplying a list of manually constructed word clusters.

Since the NMF topic modeling algorithm is a randomized algorithm, it returns 
slightly different outputs each time it is run. Topics2Themes, therefore, provides 
functionality for obtaining more consistent results, by simply obtaining a large 
sample of TM outputs for the text collection (an approach used previously by, 
e.g., Baumer et  al. [3]). The tool re-runs the TM algorithm many times, each 
time requesting it to extract n topics. The topic set extracted from the 10% most 
typical outputs of the TM re-runs (determined by the extent to which the topic-
words of the output overlaps with the total set of topic-words from all re-runs) is 
then inspected by the tool. Only the r topics that occur in all of these typical TM 
outputs are retained in the final result.

We configured Topics2Themes to run the TM algorithm  500 times, i.e., to 
require a topic to occur in the 50 most typical re-runs for it to be retained. We 
also configured the tool to use a very wide criterion for determining topic equiv-
alence when comparing re-runs; if at least half of the words associated with a 
topic output overlapped, the two outputs were classified as the same topic.

With the aim of finding a configuration that would retrieve the maximum 
amount of stable topics, we performed experiments by varying n. For each n, 
we recorded r, the number of stable topics retrieved. To investigate the effect 
of incorporating word2vec-vectors, we performed the same experiment, but 
excluded the word2vec-based pre-processing step.

Results

We present first our results on the three steps of supervised classification: 
determining the best classifier configurations on the development set, produc-
ing the results on the test set, and determining the influence of reducing text 

Table 5  Selected classifiers: configurations and average F1 score during CV

Name Features Preproc Model Oversampling F1

BNA BOW: 1-4 gs, tf-idf Stop words, lower-
case, lemma

NB ADASYN (1:1) 0.623

ELR Emb-agg: w2v, idf-mean Stop words LR Random over- 
sampling (2:3)

0.637

ESS Emb-agg: GloVe-big, mean Lowercase SVM SMOTE (2:3) 0.630
Base BOW: 1 gs None NB None 0.538
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to topic-central portions. Afterward, we show the results for unsupervised topic 
modeling.

Supervised classification

Determining the best classifiers

We conducted fourfold CV experiments on the development set of the corpus (392 
texts), using all combinations of the parameters discussed in Sects. “Document rep-
resentation and pre-processing”, “Classification algorithms” and “Handling imbal-
anced data”. The three classifier configurations—in terms of pre-processing, docu-
ment representation (features), classification model, and oversampling method – that 
performed best are shown in Table 5 with their average F1 score from the CV exper-
iments. In addition to the three, we show a fourth classifier as a simple baseline 
model for comparison.

BNA17 is a BOW-based classifier that uses unigrams to quadgrams of tokens and 
employs a Naïve Bayes algorithm using ADASYN oversampling technique with a 
ratio of 1:1. ELR and ESS are both embedding-based classifiers. One employs logis-
tic regression and random oversampling, the other a support vector machine and 
SMOTE. They also obtain the embedding aggregations differently in terms of the 
pre-trained word embedding sets and in terms of the aggregation method (see col-
umn Features). ELR achieved the highest F1 score of all classifiers in CV. ESS came 
close to this and achieved the best score of a GloVe embedding-based classifier.

Baseline, like BNA, is a BOW-based Naïve Bayes classifier, but it uses only uni-
grams, no additional pre-processing or term weighting and no oversampling method. 
As expected, it performed substantially worse than the others.

Table 6  F1 scores (by class and 
overall) on the test set

Results for the best-performing models are marked with boldface

Baseline BNA ELR ESS # docs

ECON 0 0.353 0.333 0.4 8
DEV 0 0.286 0 0 3
SEC 0 0 0 0 1
ETH 0 0 0 0 2
TECH 0.851 0.909 0.889 0.909 22
GOV 0.545 0.545 0.585 0.619 21
SCI 0.717 0.632 0.627 0.741 26
COM 0.741 0.774 0.588 0.765 15
Macro 0.357 0.437 0.378 0.429 98
Weighted 0.612 0.645 0.609 0.683 98

17 The acronyms we use for the classifiers indicate their composite parts/methods.
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Results for the test set

After the CV experiments, the four selected classifiers were retrained on all the 
available training data and evaluated on the test set (the yet unseen 20% of the 
corpus). In Table 6, we report the results of the evaluation. For each classifier, 
the table shows class-specific F1 scores, as well as the weighted average F1 score 
and the macro-averaged F1 score for the entire test set. The rightmost column 
displays the total number of documents in the test set for each class.

All classifiers fail to correctly predict any texts from the rare classes SEC 
and ETH, resulting in F1 scores of zero. With the exception of BNA, this is also 
true of the class DEV. Still, one should note that this is the result of only a 
few incorrect predictions, as the set contains only three documents or less for 
either class. Baseline also fails to predict the next largest class, ECON, while the 
three more complex classifiers achieve at least modest results here. The perfor-
mance is substantially better for the four most common classes. It is consistently 
best for TECH with F1 scores around 0.9. The lowest F1 scores among the larger 
classes are achieved for GOV, with a maximum of 0.62 for ESS. The perfor-
mance for classes SCI and COM varies somewhat between classifiers but always 
lies between that of GOV and TECH.

Overall, ESS outperforms the other classifiers in terms of weighted average 
F1 with a score of 0.68. BNA achieves a slightly better macro F1 score (0.44) 
than ESS, which can be attributed mainly to the fact that it is the only classifier 
managing to correctly predict at least one document from the DEV class. ELR 
performs surprisingly poor on the test set achieving a lower weighted average F1 
than baseline (though a slightly better macro F1).

Contemporary transformer architectures for text classification are known to 
require relatively large training data sets, but nonetheless we were curious to see 
their performance on our corpus. We performed several experiments with BERT 
[14] and DistilBERT [37] on the original train/test split, as well as on the oversam-
pled training set. In addition, we tested the effect of freezing the transformer layers 
as opposed to training them (which leads to rapid overfitting on the test set). After 
checking several dozen hyperparameter combinations for each experiment, the best 
results we reached are a macro-F1 of 0.35 and a weighted F1 of 0.47 (with Distil-
BERT), which are well below the results reported above.

Table 7  Mean topic centrality 
(TC) scores (distances from 
climate change vector) of 
correctly and incorrectly 
classified texts, and test statistics

Classifier TC for texts 
classif. correctly

TC for texts clas-
sif. incorrectly

p t

Base 0.766 0.791 0.006 – 2.832
BNA 0.769 0.786 0.067 – 1.851
ELR 0.767 0.788 0.021 – 2.342
ESS 0.768 0.791 0.017 – 2.418
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As a preliminary experiment on taking the annotated "secondary frames" into 
consideration, we compared classification performance for documents that have 
only one frame (in the annotations by Hulme et al.) to those with more than one. 
For single-frame texts, F1 is better, with the difference ranging between 0.054 
and 0.021 for our different classifiers.

Results of topic centrality experiments

Classification performance on more or less topic-central texts: Returning to the test 
set of our classifier, we now tested whether texts that were classified correctly had 
lower CC topic centrality scores than texts that were misclassified. Table 7 shows the 
mean CC topic centrality score for correctly and incorrectly classified documents. 
Indeed, for all classifiers, the correctly classified documents have lower scores. That 
is, CC is more central in these documents than in incorrectly classified documents. 
An independent t test shows that the differences between correctly and incorrectly 
classified documents are significant at the p = 0.05 level for baseline, ELR, and ESS 
(see Table 7).

Classification of topic-central text extracts: Given the previous result, we inves-
tigated whether a reduction of the texts to their CC-central portions would improve 
classification performance. Our first parameter is the choice of term list for building 
the "climate vector". Here, CC-vectorhulme yielded the best results. As for the second 
parameter, the comparison of cosine distance and Word Mover’s Distance, we found 
that the latter performs better. The results for this best-performing combination of 
methods are presented in Table 8, in comparison to the baseline of a random sen-
tence ranking. The 50% versions performed best with a weighted macro-F1 of 0.68 
and unweighted macro-F1 of 0.58. The 33% versions performed slightly worse, but 
for both these length versions, results are higher than the baseline. Interestingly, for 
the 67% version, the classifier does not beat the random baseline.

Comparing these results on shortened texts to those for the complete texts (as 
shown above in Table 6), we notice that the 50% versions are clearly beating the 
original length versions in terms of unweighted macro-F1 (0.58 versus 0.44), and 
replicating the result for the best weighted macro-F1 (0.68). Notice, however, that the 
best results for weighted/non-weighted in Table  6 were achieved by two different 

Table 8  Results of text 
classification for sentence 
extracts from the editorials

Results for the best-performing models are marked with boldface

Hulme et al. keywords word 
mover’s distance

Baseline random ranking

Length Weighted F1 Macro F1 Weighted F1 Macro F1

33% 0.67 0.53 0.64 0.44
50% 0.68 0.58 0.64 0.42
67% 0.63 0.46 0.64 0.46
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Fig. 3  The 15 generated topics with the titles for the 5 most typical editorial texts for each topic and the 
10 most representative terms
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classifiers. The single best classifier, therefore, is the one using the 50% "climate 
extracts" of the texts.

Unsupervised topic modeling

A maximum of 15 stable topics were extracted by Topics2Themes, when experi-
menting with different number of topics to request from the NMF algorithm 
(Table  9). Excluding the word2vec-based pre-processing consistently resulted 
in fewer topics being extracted. For further analysis, we, therefore, used the 
model for which 15 topics had been requested, and which used word2vec-based 
pre-processing.

In all experiments, 1670 stop words and 98 multi-word terms were used. For the 
experiments using word2vec, a list of 761 words not to include in the clustering was 
used, as well as a list of 248 manually constructed word clusters.

The 15 topics extracted are shown in Fig. 3. They are represented by the ten most 
closely associated terms and by the five most closely associated editorials (we show 
their title). We also provide a textual description for each topic, based on the content 
of the five texts. Curated word clusters are shown by a list of words separated by a 
slash, e.g., “law/rule/guidelines/regulations”. Different inflections of a word are also 
typically clustered together, but only one form of a word is included in the figure. To 
the right of each editorial title, the frame classification provided by Hulme et al. [26] 
for the editorial is shown, using the abbreviations given above in Table 1.

The core of most of the 15 topics extracted can be related to one of Hulme et al.’s 
frames, although not all documents associated with the topic have been classified 
with that frame as the main one. For the topics, for which a core frame could be 
associated, this frame is shown bottom right for each topic in Fig. 3.

These manually associated frames are also shown by color coding and in the fol-
lowing order in Fig.  3: First, there is one ECON-related topic, viz. taxation as a 
way to tackle climate change. Then there are four TECH-related topics: (1) nuclear 
power; (2) renewable energy/energy efficiency; (3) carbon capture; and (4) biofuel. 

Table 9  The number of 
stable topics, r, returned 
from Topics2Themes when 
requesting the NMF algorithm 
to extract n topics and 
only retain those that were 
stably extracted over several 
re-runs. The same experiment 
was also performed for a TM 
that did not use word2vec-based 
word clusters

The configurations yielding the maximum number of topics are 
marked with boldface

Requested topics (n) Stable, retained topics (r)

w word2vec w/o word2vec

14 14 13
15 15 12
16 15 12
17 13 13
18 15 12
19 14 12
20 14 13
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Thereafter follow four GOV-related topics on: (1) decision makers not taking sci-
ence into account; (2) international conferences and treaties; (3) the Rio Earth Sum-
mit; and (4) issues related to IPCC. However, the association of the IPCC topic is 
less evident than for the rest of the topics, as it might also be categorized as a SCI 
topic. There are three SCI-related topics on (1) the importance of science in general; 
(2) demand for more data collection for monitoring CC; and (3) the importance of 
climate research on the Arctic region. Finally, there is one COM-related topic that 
discusses modes of CC communication, communication mistakes, etc. The two last 
topics (Other 1 and Other 2), however, are difficult to map to any of Hulme et al.’s 
eight frames: (1) reports of possible effects of climate change, and (2) deforestation 
and biodiversity.

In our final step, we plotted a timeline for the topics extracted, where the preva-
lence of the topics of the years is shown; see Fig. 4. The larger the size of the black 
vertical bar for the topic, the more closely associated is the editorial to the topic. 
Similar to Hulme et al., we provide one timeline for Nature editorials and one for 
Science editorials. For comparing our TM findings with the temporal developments 
of the manual frame classifications provided by Hulme et al., we display these by 
colored circles on a white background just above their associated TM topics. For 
the three most infrequent frames (DEV, SEC and ETH), no associated topics were 
produced by the TM algorithm, and these frames are, therefore, not included in our 
graph.

Hulme et  al. divided the period studied into eras and compared differences in 
frames used between these eras and between the two journals. In Table 10, we list 
the six main trends (Trends I–VI) that Hulme et al. mention in their timeline graph 
analysis, along with related output from the TM algorithm. The comparison pro-
duced three groups of trends:

• Trends I, II, and III, noted by Hulme et al., were also shown by the TM output. 
These were all trends relating to the three most prevalent frames; TECH, GOV, 
and SCI.

• Trends IV and V were partly shown by the TM output. These trends were related 
to the COM and ECON frames, which occur in the collection with a moderate 
and low frequency, respectively.

• Trend VI was not produced by TM. This trend was related to the ETH frame, 
which only occurs 11 times in the corpus, and for which no related output was 
produced by the TM algorithm.

Discussion

Supervised classification

We are tackling a classification task on a dataset that is characterized by both a rela-
tively small overall size and a heavy class imbalance. This combination is generally 
problematic for the performance of classification algorithms, but it is not uncommon 
for many practical applications.
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Our results range from a rather good performance on one of the biggest classes 
( F1 0.91) to 0 for the very small classes that have only a handful of instances in the 
test set. Results for the COM frame were on par with results for the three most fre-
quent frame classes (SCI, TECH, and GOV). This might be related to the "singular-
ity" of COM, i.e., its comparatively rare co-occurrence with another frame in the 
annotations (cf. Fig. 1).

Applying class-imbalance techniques (of which we found oversampling to be 
most effective) leads to improved results throughout our experiments—and therefore 
we can recommend it—but it did not solve the problem of essential non-classifica-
tion for very rare classes. We attribute this to the fact that the smallest classes are 
simply too small: With little data to resample from in our tiny classes DEV, ETH, 
and SEC, oversampling (be it synthetic or random) leads to much of the same data 
which is prone to overfitting.

An observation on our stage-1 cross-validation experiments on the training set 
(for which we cannot reproduce all results here for reasons of space) is that generally 
the different classifiers do not show great variety in performance, neither in terms of 
algorithm choice nor in terms of document representation. This indicates that for the 
task at hand, a weighted "traditional" bag-of-words model is not much worse than a 
more up-to-date word embedding approach (which is computationally more costly).

The frame annotations done by Hulme et al. were not explicitly based on the full 
editorial but meant to reflect the treatment of climate change within the text. As we 
noticed that, for the majority of texts, climate change is not the primary topic, we 
decided to investigate the consequences for frame classification. Our first step was 
to measure the prominence of the CC topic in all texts; this led to the result that 
CC-prominent texts achieve better results than those where CC is of more periph-
eral interest. Therefore, text topic and frame annotation overlap but are not the same 
thing; we return to this point in the conclusion. Our follow-up experiment on reduc-
ing the texts to their "most CC central" portions yielded mixed results: while we 
found a positive effect in terms of unweighted macro-F1, this was not the case in 
the weighted variant of the measure. This distinction points again to the issue of 
extremely small classes in the dataset. In general, we posit that focusing frame clas-
sification on the most relevant parts of the text can be beneficial.

Unsupervised topic modeling

By its nature, the TM algorithm operated completely independent of the manual 
frame categorizations performed by Hulme et al. The two interesting dimensions for 
comparing TM output to manual frame annotation are the mapping between the two 

Fig. 4  Topic distribution over time, and comparison with frames from Hulme et al. [26]. Each vertical 
line represents an editorial. Frame classifications by Hulme et al. are shown by colored dots on a white 
background, while corresponding TM results are shown underneath by vertical bars on a background 
with the same color as used for the frame indications. The bar lengths correspond to the topic strength 
for the editorial

▸
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sets of categories, and the possible reproduction of interpretations that Hulme et al. 
concluded from their data.

TM yielded 15 topics, most of which can be mapped to a frame. The topics are, 
however, often more fine grained than the frame categories, i.e., several topics were 
mapped to each one of the three frames—TECH, GOV, and SCI.

Two topics do not correspond to a frame, which in principle is not surprising, 
since the topics are extracted independently of the original frame definitions and 
annotations. Such topics might, therefore, form candidates for new frames to add 

Table 10  Conclusions drawn by Hulme et  al. [26] for temporal development of frames, compared to 
trends from our TM output (boldface) as shown in Fig. 4

TM topic modeling, CC climate change

Trend I: “Both journals primarily framed [CC] as a [tech, gov or sci] challenge.” [26, p. 517].
– The same trends are shown by TM. (Topics: Tech 1–4, Gov 1–4, Sci 1–3).
In addition, the topic ’reporting and discussing effects of CC’ (Topic: Other 1) occurred the entire 

period studied.
Trend II: “For Nature’s editorials in [the era 1988–1992], [CC] was primarily a [gov] challenge, 

whereas for Science it was largely either a [tech or sci] challenge.” [26, p. 518]. It can, however, be 
seen in their graphs that Nature frames CC as a tech challenge in a few editorials in this era.

– The same trends are shown by TM. (Topics: Tech 1–4, Gov 1–4, Sci 1–3).
This is particularly the case if the IPCC topic (Topic: Gov* 4) – which occurred in Nature in this era 

– is categorised as a gov topic. The topic on nuclear power (Tech 1) could be interpreted as slightly 
more prominent in the TM trend for Nature, than the corresponding tech occurrences in Hulme 
et al.’s trends. (For Topic: ’Other 1 reporting and discussing CC’ and Topic: ’Econ the taxation 
topic’ – which also occurred in this era—see discussions above and below.)

Trend III: “Nature only began to give significant emphasis to the [tech] challenges of [CC] from the 
[era starting in 2005 and] onwards, while Science only began seriously to emphasise the [gov] chal-
lenge from the [era staring 1999 and] onwards” [26, pp. 518–519] It can, however, be seen in their 
graphs that Nature frames CC as a tech challenge in some editorials before 2005. “Over the whole 
period of the study, Nature emphasizes the [gov] challenges of [CC] much more than does Science 
[...]” [26, p. 519]

– The same trends are shown by TM. (Topics: Tech 1–4, Gov 1–4).
The nuclear power topic (Topic: Tech 1) occurs in Nature before 2005, i.e., similar to the sporadic 

occurrences of the tech frame in this period shown in the graphs by Hulme et al.
Trend IV: “[CC as an econ] challenge was most prevalent for both journals in the [2005–2010 era].” 

[26, p. 517]. It can be seen in their graphs that the framing also was used in the 1988–1992 era, and 
in the beginning of the era starting 2011.

– The same trends are partly shown by TM. (Topic: Econ).
However, the occurrences of the taxation topic in the 2005–2010 era in Nature are non-prominent 

occurrences.
Trend V: “Especially noteworthy was the increase in framings of [CC] as a [com] challenge [...] [from 

the era 2005–2010 and onwards.]” [26, p. 517]
– The same trends are partly shown by TM. (Topic: Com).
The trend is very evident for the communication topic in Nature. However, for Science, the trend is 

weaker and starts late in the era.
Trend VI: “[...] the identification of [CC] as an [eth] challenge [...] has been notable only since 2005.” 

[26, pp. 517–518]
– No topic matching the ethical framing was detected.
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to the annotation categories. The topic on biodiversity and deforestation might, for 
instance, be added with the following frame description: “Deforestation is a cause 
of CC, and preservation of forests is important to tackle CC”. In contrast, the other 
topic not matching any of the current frames, i.e., “descriptions of possible effects 
of climate change and debates on whether they pose a problem”, probably does not 
constitute a candidate for a new frame. The purpose of many texts representing this 
topic is to argue for or against CC being a challenge that needs to be solved, rather 
than to frame this challenge. This topic might, nevertheless, form a candidate for an 
interesting annotation category.

Conversely, there are three frame categories—the three most infrequent ones—
that do not show up in the topic set. Since the TM algorithm aims at detecting fre-
quently occurring topics, it is also not surprising that no topics corresponding to 
these infrequent frame categories were extracted by the algorithm.

Besides the frame-topic mapping, it is interesting to study whether findings that 
Hulme et al. derived from the annotated corpus could also be (partly) generated with 
the help of unsupervised TM. Here, we focused on the "trends" that Hulme et  al. 
observed in the temporal development of frame usage (see Table 10 above). Of the 
six trends, five were completely or partly reproduced by TM, and the only missing 
one is based on the very rare ETH frame, so this problem relates again to the heavy 
imbalance of the categories, as discussed above.

Conclusion

The departure point for our work is the manual corpus study undertaken by Hulme 
et al. [26]. In addition to showing how an automatic quantitative approach compares 
specifically to the results of that original study, this paper mentions many individual 
results on relative performances of classification methods, which future studies on 
similar types of data can take into consideration for limiting their "search space" of 
methods.

We demonstrated that the presence of extremely rare categories poses problems 
for supervised and unsupervised methods alike; the ETH category, for example, 
was not recognized by the supervised classifier, nor did topic modeling pick up a 
topic for it. Aside from these extreme situations with only a handful of instances, we 
noted that methods for handling imbalance do have a positive effect. And for the fre-
quent categories, promising classification results can be achieved. This result holds 
even in a setting with relatively many categories (in our case, eight frames)—in con-
trast, many practical supervised classification tasks use only two or a few more cat-
egories. For such settings, results will generally be notably better. Thus, we propose 
that supervised text classification is a viable method, for instance, when a huge text 
corpus is to be pre-filtered for relevant documents, as in the work of Stecula and 
Merkley [43], for example. One interesting observation we made for devising a clas-
sification strategy is that recent word embedding methods, which have been shown 
to be highly useful for many natural language processing problems, do not generally 
beat the much simpler methods (also in terms of computational resources) based on 
representing documents as bags of words.
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Both the supervised and the unsupervised methods we employed are generally 
used for determining what texts are about. The fact that we use them for gaining 
information about frames results from the notion of frame that Hulme et  al. [26] 
employed in their manual annotations; this is, however, also shared by the vast 
majority of previous research on automatic analyses of emphasis framing, as [44] 
observed. We regard our methods as appropriate for this type of framing [15] in 
this type of text genre (scientific editorial), but we point out that more politically-
engaged text invites other approaches, such as the attempt on identifying elements of 
generic "framing language" (cf. [45]).

Our study showed that unsupervised topic modeling (TM), which does not rely 
on any manual annotation, can help in detecting frame categories. Recall that Hulme 
et al. had devised their frame set in an iterative procedure of reading/labeling/revis-
ing—a TM algorithm can speed up this process of exploring an unknown corpus 
by suggesting the initial frame set. In the case of Topics2Themes, this step can 
be undertaken interactively, so that the process can be guided by human expertise 
(somewhat similarly to “seeded” Latent Dirichlet Allocation). In addition, we noted 
that TM can play a helpful role also for interpreting the data without relying on any 
manual annotations, as the Topics2Themes system was able to reproduce almost all 
of the temporal "trends" that Hulme et al. had found for frame usage in the two jour-
nals over the 50 years.

Steps of our future work include expanding the study on CC-topicality for more 
precise classification; this will in particular include a manual validation of the auto-
mated labeling. In addition, we plan a validation of the framing annotations done 
by Hulme et al. (especially in the light of relatively low inter-annotator agreement 
scores published in their paper), and adding those annotations ourselves to a new 
portion of the corpus covering the years since 2016.
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