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Abstract

Quantum Machine Learning (QML) has come into the limelight due to the
exceptional computational abilities of quantum computers. With the promises
of near error-free quantum computers in the not-so-distant future, it is impor-
tant that the effect of multi-qubit interactions on quantum neural networks is
studied extensively. This paper introduces a Quantum Convolutional Network
with novel Interaction layers exploiting three-qubit interactions, while studying
the network’s expressibility and entangling capability, for classifying both image
and one-dimensional data. The proposed approach is tested on three publicly
available datasets namely MNIST, Fashion MNIST, and Iris datasets, flexible in
performing binary and multiclass classifications, and is found to supersede the
performance of existing state-of-the-art methods.

Keywords: Quantum Machine Learning, classification, entanglement, quantum gates,
qubits.
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1 Introduction

In this era of artificial intelligence, a constant improvement in computation speed,
accuracy, and precision is a necessity. This widespread success in the world of comput-
ing over the last decade can be attributed to both the development of efficient software
algorithms and the advancements in computational hardware. However, the physical
limits of semiconductor fabrication in the post-Moore’s Law era raise concerns about
the extrapolation of its effectiveness in the future. On the other hand, significant
advancements have been made in the field of quantum computing, which has shown
promise as a potential solution for modern computing problems. Quantum computing
exploits the laws of quantum mechanics to store and process information in quantum
devices (Online Resource 1), using qubits instead of classical bits, which enables them
to solve problems intractable for classical computers (Arute et al (2019)). The era of
quantum computing, currently referred to as the Noisy Intermediate Scale Quantum
(NISQ) era, is characterized by the lack of absolute control over the qubits due to
errors arising from quantum decoherence, crosstalk, and imperfect calibration, thereby
limiting the number of qubits used on quantum computers. However, the revelation in
January 2022 that quantum computing in silicon hit 99% fidelity (Madzik et al (2022))
indicates a more significant similarity between the desired and actual quantum states.
This result promises near-error-free quantum computing and indicates that they are
close to being utilized in large-scale applications, further motivating the development
of various machine learning algorithms to be implemented on quantum devices.

A quantum circuit proposed in this work is designed in the spirit of QCNN structure
and possesses minimal trainable parameters. The robustness of QCNNs against the
“barren plateau” issue is expected to be exhibited by the proposed network. The
rapid advancement of quantum hardware indicates that considerably more intricate
operations on qubits will soon be possible. Several works in the broader spectrum of
Quantum Computing share this objective for quantum machine intelligence research
(Nguyen (2023), Ayoade et al (2022)). Although achieving three-qubit interactions on
current technology is practically challenging, this paper investigates the comparative
advantage in a network’s performance due to the addition of such layers. It must be
noted that the number of trainable parameters and the total number of qubits have
been kept to a minimum such that they can be implemented on NISQ devices for
the purpose of comparison with other methods. The paradox of deploying three-qubit
interactions on the network that is, at its core, intended to operate on NISQ devices
is acknowledged by the authors. When moving from NISQ to more potent quantum
computers, more qubits would be used, the circuit depth would expand, and there
would be more qubit interactions with multi-qubit gates. This study evaluates how
expanded multi-qubit interaction improves QCNN network performance compared to
networks limited to two-qubit operations by keeping a small number of qubits and
trainable parameters.

The rest of the paper is arranged in the following way: Section 2 highlights the
current state of QML literature, discussing related works along with a brief overview
of the objective of this work in the current scheme of this field. Section 3 discusses
the details of the proposed architecture, which is divided into three subdivisions cor-
responding to the three main subsystems. Section 4 focuses on simulation and results,
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describing the different datasets, configurations, and parameters used to benchmark
the network. The resulting accuracies and costs are also reported. Finally, in section
5, conclusions are drawn, and the scope of related future works is discussed.

2 Related Works

In the early works of Quantum Machine Learning (QML), the power of quantum
algorithms is used to solve various subtasks as clever modifications to the already
existing classical machine learning algorithms with the goal of increased efficiency and
speedup (Schuld and Killoran (2022)). These tasks involve various mathematical and
algorithmic processes that are direct results developed from the fundamentals of tra-
ditional quantum computing (Wiebe et al (2012)), (Kerenidis and Prakash (2022)).
The NISQ era has given rise to another genre of work where QML has been imple-
mented, in its true sense, on variational quantum circuits for various applications
involving classical data. The process involves designing a quantum circuit with free
parameters, which are iteratively updated using gradient descent by minimizing an
objective cost function. The cost functions in most of these works are classical and,
therefore, similar to the ones used in current machine learning literature. This area
of QML deals with designing a variational quantum network, choosing objective cost
functions, and experimenting with the network’s trainability, expressibility, and abil-
ity to be generalized into various applications (Farhi and Neven (2018)) (Schuld et al
(2020)). The NISQ era is characterized by the exponential difficulty of implementing
and simulating such quantum networks as the number of qubits, circuit depth, and
inter-qubit interactions increase, causing multiple researchers to resort to designing
smaller networks to solve a scaled-down version of a real-world task. QML has already
been implemented to address one of the most fundamental machine learning problems,
i.e., classification. Mengoni and Di Pierro (2019) has reviewed and summarized the
mathematical basis for various kernel-based QML algorithms widely used for the task.
One such algorithm that has been reviewed is the Quantum Support Vector Machine
(QSVM) initially proposed in Rebentrost et al (2014). The work on QSVM shows
that the kernel-based quantum binary classifier has complexity logarithmic to the size
of the feature space and the number of training samples. This means that the classi-
cal Support Vector Machine (SVM) model can be solved in a run-time proportional
to O(log(ϵ−1)poly(N,M)) (Boyd and Vandenberghe (2004)). In contrast, QSVM is
shown to have a run-time of O(Log(NM)) where N is the dimension of feature space,
M is the number of training samples, and ϵ is the accuracy. Although such works
lay the mathematical foundation of various QML models, with claims of quantum
advantages, benchmarking them on real-life datasets and implementing them on real
quantum hardware in the NISQ era is a separate challenge. This task of experimen-
tation and tweaking of such algorithms to enhance their performance in various fields
has been taken up in a handful of papers for a wide range of applications such as in
medicine (Jain et al (2020)), weather forecasting (Enos et al (2021)), quantum chem-
istry (Von Lilienfeld (2018)), and many more. The networks proposed in these papers
tackle reasonably low complexity problems displaying marginal quantum advantages
over their classical counterpart.
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The search for devising various convolutional networks in the quantum domain is
introduced in Cong et al (2019), where the concept of quantum convolutional neural
networks (QCNNs) is proposed. Their architecture also claims to tackle the exponen-
tial complexity of many-body problems, making them suitable for use in quantum
physics problems. Advancing the field of QCNNs, a parameterized quantum neural
network (QNN) with an enhanced feature mapping process has been designed in Liu
et al (2021). Their proposed network is called a quantum-classical CNN (QCCNN),
suitable for NISQ devices. Several quantum counterparts of various classical machine
learning models have been proposed over recent years, claiming superior performances
in various categories, such as accuracy and speed. However, these are observed to
tackle a subset of a particular real-world problem.

Ever since the proposal of QCNNs and the availability of quantum simulators and
quantum computers, much attention has been drawn to devising various methods
to improve the performance of classification problems using quantum networks that
are implementable on NISQ devices. This is driven by QCNN models being immune
to barren plateau problems (Pesah et al (2021)) contrary to other structures. The
architecture proposed in Hur et al (2022) has been benchmarked for binary image
classification on the MNIST and Fashion MNIST datasets. A multiclass classification
method using a quantum network is also reported in Chalumuri et al (2021), which has
been proven to perform well on 1D data such as the Iris dataset. All these prior studies
confirm that a QNN aids speed with a significantly lower number of parameters with
better accuracy than their existing classical counterparts using a comparable number
of training parameters. However, a crucial aspect of designing parameterized quantum
circuits is maintaining sufficient expressibility and entangling capability while keeping
it cost-effective Sim et al (2019).

The cost of a quantum circuit is judged by the number of layers and, hence, its
parameters, as well as the number of two-qubit operations. This paper explores the rel-
ative changes in the performance of a newly proposed QCNN network, which includes
limited three-qubit interactions while maintaining a relatively low depth and a small
number of parameters for comparability. Although three-qubit gates are practically
difficult to implement on NISQ devices and their synthesis using 1 and 2-qubit interac-
tions exponentially increases depth, it is essential to explore the comparative changes
in the performance of a network resulting from their addition, which is expected to
be a reality considering the rapid growth in the performance of quantum hardware
in recent times. These three-qubit interactions are brought forward using novel Inter-
action Layers in the proposed network, which use a minimal number of trainable
parameters. Furthermore, to explore the performance of the proposed network, an
ancilla-based classifier is used as the final layer of the circuit to carry out binary and
multiclass classification tasks. Considering the current era of quantum computing, it
is evident that the display of quantum superiority over its classical counterparts has
resorted to small-scaled versions of problems. A concern, as correctly pointed out in
Schuld and Killoran (2022), is that much of the QML literature has been focused on
a biased subset of models and conditions that have been aimed toward a display of
quantum-enhanced speedup compared to their classical counterparts and have, subse-
quently, prevented research which delves into a search for systems which are actually
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effective as quantum models. On the other hand, although it is difficult to empirically
display the quantum advantages of quantum machine learning in the domains of the
most complex problems that are currently in the realms of classical machine learn-
ing, even the most skeptical extrapolation of QML’s powers from the current research
goes on to show a clear expectation of superiority in performance in the near future.
Alongside the various enhancements that QML inherits from the domain of quantum
computing due to the very nature of quantum systems, QML has some attributes that
highlight its superiority in terms of Machine Intelligence. The classical data in QML
networks are encoded to an electronic wavefunction via different encoding techniques.
These wavefunctions are then subjected to a sequence of quantum gates (unitary oper-
ations) to modulate them to their desired states. These electronic wavefunctions, which
represent the states of the qubits, are denoted with complex-valued vectors that can
be interpreted as high-dimensional vectors, much like Capsule Networks. Therefore,
QML models can be expected to inherit much of the superiority of capsule networks
compared to conventional classical convolutional neural networks (CNN). As stated in
(Sabour et al (2017)), a capsule is a collection of neurons representing various proper-
ties such as pose, texture, and velocity in the data. Their work explores constructing
high-dimensional vectors that represent the existence and orientation of these prop-
erty vectors and constructing a hierarchal structure with capsules dynamically routing
within them from child to parent capsule. These capsules make predictions, and a par-
ent capsule is activated when multiple predictions agree. This shows another striking
similarity with QNNs, where the state of a particular qubit is often modulated by
considering the state of its neighboring qubits using controlled gates. These similari-
ties fuel the hope that QNN structures, along with their inherent advantage from the
quantum computing domain, will also exhibit the advantages of capsule networks with
properties such as less sensitivity to input translations and improved generalization.
The goal of our research, however, is not to display the quantum superiority of the
work but to experiment with the proposed network with the novel interaction layers
and a three-sub-system structure equipped with the QCNN structure and the ancilla
classifier. The results obtained from this work are compared to other QML models
to highlight the relative performance of the network compared to the current QML
literature.

The major contributions of this work are summarized as follows:

1. A new QCNN architecture is proposed, which is tested with Amplitude and Angle
Encoding schemes separately, considering two different data reduction and encoding
techniques.

2. Novel Interaction Layers with three-qubit interactions are introduced, which
exhibit sufficient expressibility and exploit the entanglement property of qubits further
to help the quantum network learn more nuanced information from the data.

3. A classifier layer involving ancilla qubits and CNOT gates are cascaded with
the quantum convolutional structure to accommodate both binary and multiclass
classifications.
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4. A unique data aggregation method is used with a combination of measuring
the qubits on the expectation values of the Pauli-Z operator and passing the results
through a Softmax function.

5. The proposed network is tested on three publicly available datasets for binary
and multiclass classification, and it is seen that the performance supersedes that of the
existing state-of-the-art models using a similar number of parameters. The versatility
of the network is further demonstrated in its ability to perform equally well in both
image and 1-dimensional data.

The use of the proposed ancilla-classifier, along with the use of Interaction Layers
in the QCNN structure, is a first to the best of our knowledge.

3 Proposed Architecture

The overall network proposed in this work is depicted in a simplified block dia-
gram in Fig. 1. There are two distinct types of quantum systems used in current
literature: discrete-based quantum systems and continuous-based quantum systems.
Continuous-based quantum systems are based on the creation of continuous quan-
tum variables, which means that they are vectors in an infinite-dimensional Hilbert
Space. On the other hand, discrete-based quantum systems use qubits, which are two-
dimensional quantum systems. Although the continuous-based quantum system has a
more enriched Hilbert space, the requirement for resources is enormous, and there are
considerable difficulties in designing universal gates suited to the system. Therefore,
the proposed model in this paper is designed to function as a discrete-based quan-
tum system that still possesses the key attributes of a quantum system while having
a more straightforward gate implementation and is better suited to be implemented
on NISQ hardware.

The network has been designed in the light of QCNN and is expected to inherit
specific advantageous attributes, such as the resistance of such models to the bar-
ren plateau problem (Pesah et al (2021)). The model architecture can be divided and
classified into three subsystems in accordance with their function, each of which has
been explained in detail in the subsequent sections. In broader terms, the first sys-
tem is the Data Encoding Subsystem, which is responsible for the preparation of the
electronic qubit states representing the classical data. These states are then passed
onto the second subsystem, the Convolutional Subsystem, which, via Convolutional,
Pooling, and novel Interaction Layers, aims to reduce the number of qubits and mod-
ulate the remaining qubit states to highlight the differences between the data classes
of the classification problem. The final system, the Classifier Subsystem, uses Interac-
tion layer three as an ansatz to classify the data into one of the classes from the input
qubit states representing the highlighted features of the classical data.

Interaction Layers are introduced in various stages of the proposed quantum archi-
tecture and are designed to leverage three-qubit interactions through the use of Toffoli
and parameterized rotational gates. The implementation of these Layers in various
stages of the network can be observed in Fig. 1. It differs from the earlier quantum
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Fig. 1 Simplified Block diagram of the proposed architecture showing the Encoding Subsystem fol-
lowed by the Convolutional Subsystem followed by the Classifier Subsystem. The Quantum System of
the architecture comprises quantum gates with trainable parameters, which are optimized classically
by minimizing the Cross Entropy loss function. Classical data are embedded on qubits initialized as
|0⟩ at the Encoding subsystem of the network. Ancilla qubits with i = number of classes are used in
the Classifier Subystem.

convolutional methods, which relied on the reduction of qubits through sequences of
convolutional and pooling layers alone. By keeping a small number of qubits and train-
able parameters, this study aims to evaluate how expanded multi-qubit interaction
improves QCNN network performance in comparison to networks limited to two-qubit
operations.

It is expected that the incorporation of these novel interaction layers will enable
the network to extensively span the Hilbert space as well as exploit the entanglement
property further for improved classification performance. The use of Toffoli gates,
enabling three-qubit interactions in QCNN networks, is a first to the best of our
knowledge.
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3.1 The Encoding Subsystem

3.1.1 Data Preprocessing

The number of qubits and, therefore, the size of a QNN is bound by the current
limitations of NISQ computing technology, in contrast to classical models, which often
possess many trainable parameters due to their substantial size and depth. In the
next stage, where quantum feature encoding is performed, the features of the data
to be classified are inserted as parameters of quantum gates, which perform various
operations on these qubits. Therefore, a limited number of qubits also sets a bar on
the total number of gate parameters; thus, the dimensionality reduction of classical
data prior to its utilization within a quantum network is deemed imperative.

Standard classical techniques, such as the autoencoder and simple resizing, are
chosen as they allow for efficient compression of high-dimensional input data, which
is important for reducing the computational complexity of quantum machine learn-
ing models. The autoencoder is particularly useful in this regard, as it can learn to
represent the input data of dimensions p × p to a lower q-dimensional space, q < p,
extracting a reduced set of features of size q × 1, while still preserving important fea-
tures and minimizing information loss. As an alternative, the simple resizing operation
can also be effective in reducing the dimensionality of input data. It converts input
data of dimensions p× p to a desired dimension of q × q, q < p.

3.1.2 Quantum Feature Encoding

The projection of the reduced classical values, received as output from the previous
layer, into quantum states is referred to as quantum feature encoding. Mathematically,
the mapping of the classical input data, X, into higher dimensional quantum states,
represented in the Hilbert space and denoted by H, is represented as

ϕ : X 7→ H

where ϕ is the feature map. In this stage of the network, n qubits initialized to the
state of

∣∣0⟩ are fed. The qubits are then subjected to state operations via quantum
gates, parameterized by the classical data X, which is the output of the block per-
forming classical data reduction. This results in the mapping of the classical data to
the Hilbert space and the resulting state is represented by

∣∣ψx⟩, where x is the clas-
sical data point from the image. This process of quantum state preparation encodes
the classical values into the input qubits, which can then exploit the unique proper-
ties of superposition, entanglement, and interference. This process is visualized in Fig.
2. There are several techniques and quantum ansatzes that are used to accomplish
this task. A recent innovative work, Schuld et al (2021), investigates the flexibility
of quantum circuits to learn any function for a set of inputs in a framework focused
on data encoding. Another paper, Nguyen and Chen (2022), proposes an automatic
search algorithm to design the quantum network for embedding. However, two of the
most common encodings, Amplitude and Angle Encoding, are selected for this work
for the purpose of highlighting the performance of the proposed QCNN structure.
Selecting the two encoding schemes further facilitates the comparability of the model
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as they are the most common encoding techniques adopted in QML literature. These
encoding techniques are discussed in subsequent sections.

Amplitude Encoding

In this encoding scheme, the normalized classical vectors from the Data Preprocessing
Layer are represented as amplitudes of the n input qubits in the Quantum Feature
Encoding Layer. This displays a particular quantum advantage as normalized feature
vectors of size 2n can be encoded into only n-qubits (Schuld and Petruccione (2018)).
The following equation shows the states prepared after performing Amplitude Encoding
on the input qubits. ∣∣ψx⟩ =

N∑
i=1

xi
∣∣i⟩ (1)

Here
∣∣ψx⟩ is the quantum state corresponding to the N -dimensional classical datapoint

X after reduction, where N = 2n, xi is the i -th element of the datapoint X and
∣∣i⟩ is

the i -th computational basis state.
In a classical neural network, each binary value necessitates a distinct trainable

weight or bias, resulting in a considerable number of parameters. In contrast, Ampli-
tude Encoding permits the representation of data through the amplitudes of a limited

Fig. 2 (Top) The Quantum Feature encoding for quantum machine learning maps classical data in
the classical data space to quantum states in the Hilbert space. The different shapes denote different
data points. On the right side, in the quantum Hilbert space, each shape represents the corresponding
quantum composite state (Bottom left) Amplitude Encoding is an example of such an encoding
technique where 2n (here n=2) data points can be mapped into n-qubits. (Bottom right) In contrast,
Angle Encoding maps the n-datapoints as arguments of Ry gates to n qubits.
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number of quantum states, thereby enabling a more compact representation (Fig. 2
bottom left).

This has been demonstrated to result in a significant decrease in the number of
trainable parameters, contributing to the simplification of the model and enhancement
of its performance. While this method provides this benefit, it also increases the depth
of the quantum circuit as O(poly(n)) or as O(n) if the number of qubits fed in this
layer is increased (Araujo et al (2021)).

Angle Encoding

Angle Encoding is another technique employed in quantum machine learning for the
representation of data, which utilizes the rotation of quantum gates (Rx, Ry and Rz)
to encode classical information (Fig. 2 bottom right). This method involves encoding
the N features of classical data as the angles of n input qubits between quantum
states (Schuld (2021)). In this method, N has been kept equal to n to allow us to
use the maximum size of classical features possible. The advantage of this approach
lies in its ability to represent continuous data more naturally and efficiently compared
to Amplitude Encoding (Schuld (2021)). The states resulting from performing Angle
Encoding on the input qubits are:∣∣ψx⟩ = ⊗n

i=1R(xi)
∣∣0n⟩ (2)

Here R(.) can be either of the rotation gates Rx, Ry, or Rz. In Angle Encoding,
the angles between the quantum states can be varied continuously to capture the
intricacies of the data. This leads to a more precise and nuanced representation of the
data and can result in improved performance for certain types of quantum machine
learning models. Although, unlike Amplitude Encoding, it can only encode one qubit
with one feature value, resulting in the reduction of noise, which makes it particularly
advantageous in NISQ computing.

The selection of encoding techniques for this design is contingent upon the classical
dimensionality reduction technique employed in the first layer. It can be recalled from
the previous section that the Amplitude Encoding method, which uses n input qubits,
can accommodate a maximum of 2n data points. This requires the use of simple
resizing to 2n/2 × 2n/2 dimension followed by flattening, which is essential according
to this state preparation method. Conversely, the Angle Encoding technique encodes
the flattened N data points into n qubits and thus relies on the use of an autoencoder
to reduce the dimensions accordingly.

3.2 The Convolutional Subsystem

The family of QNNs that are tree-like in shape and rely on decreasing the number of
qubits by a factor of 2 in each subsequent layer is known as Quantum Convolutional
Neural Networks (QCNNs). This progressive reduction in qubits is similar to the
pooling operation in classical CNNs. The conventional QCNN comprises only the
quantum convolutional and pooling layers as the building blocks of such networks. As
shown in Fig. 3, the proposed model has a similar structure between the encoding
layer and the classifier. Although the model with eight qubits is reduced to four using
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a pooling layer (Fig. 4), in the spirit of the conventional QCNN, the structure also
contains the Interaction Layers (Fig. 5) with extended qubit interactions.

The classical-data-modulated quantum states from the previous Encoding Subsys-
tem flow into the convolutional and pooling layers sequence and are subjected to the
ansatzes’ unitary operations. The quantum state resulting from the convolutional or
pooling layer is expressed as:

|ψ(θi)⟩ ⟨ψ(θi)| = TrAi

(
Uθi−1

|ψ(θi−1)⟩ ⟨ψ(θi−1)|U†
θi−1

)
(3)

Where
∣∣ψi−1⟩ is the input state,

∣∣ψi⟩ is the output state of the layer, U(θ) is the
parameterized unitary operation of the layer, and TrAi(·) is the partial trace operation
over subsystem Ai. This derives the reduced state of the system, excluding any desired
subsystem denoted by Ai. It must be noted that

∣∣ψ⟩ is the composite space of n qubits

involved in the system,
∣∣ψ⟩⊗n. A complete representation of all (parameterized) gates

U(θ) is summarized in table: 6, appendix A.

3.2.1 The Quantum Convolutional Layer

Convolutional Layers 1 and 2 are connected to the output of the Encoding Layer and
the first Interaction Layer, respectively, and have an internal structure as shown in
the simplified block diagram Fig. 3. The building blocks for a particular Convolu-
tional Layer are called parameterized quantum circuits called ansatzes, which, for any
instance, are kept the same for both the Convolutional Layers. The ansatzes used to
construct these layers are shown in Fig. 4. As shown in Fig. 3, each Convolutional
Layer has multiple identical convolutional ansatz blocks, which act like two-qubit gates
and are applied to the nearest neighbor qubits in a translationally invariant way. This

Fig. 3 The Convolutional Layers comprises ansatzes, all of which use two-qubit interactions. Each
green box represents either convolutional ansatz 1 or 2. Note that in the second vertical line of the
Convolutional Layers, the topmost and bottom green boxes denote the two halves of the same ansatz,
which means that the first and last qubits are fed as input to the same ansatz. The blue boxes in the
Pooling Layer are made up of the pooling ansatz, and they reduce the number of qubits.
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U3(θ1, θ2, θ3) • Ry(θ7) Ry(θ9) • U3(θ10, θ11, θ12)

U3(θ4, θ5, θ6) Rz(θ8) • U3(θ13, θ14, θ15)

Rx(θ1) Rz(θ2) Rx(θ3) • Rx(θ4) Rz(θ5)

Rx(θ6) Rz(θ7) • Rx(θ8) Rx(θ9) Rz(θ10)

|ψ′
1⟩ Rz(θ1) Rx(θ2) |ψ′′

1 ⟩

|ψ′
n⟩ • X

Fig. 4 (Top) Ansatz 1 contains 15 trainable parameters. (Middle) Ansatz 2 contains 10 trainable
parameters. These two ansatzes are both used for building the Convolutional Layers. (Bottom) The
ansatz used for building the Pooling Layer. The gates used to construct the ansatzes are summarized
in table 6.

means that the first vertical line of ansatzes connects each qubit to one of its nearest
neighbors. Then, using identical blocks again, the second vertical line of ansatzes is
cascaded with the first to connect each qubit to its other nearest neighbor. These two
lines of ansatzes causing complete connection of each qubit to their nearest neighbors
result in translation invariance, an advantageous trait of conventional QCNN, and is
defined in this work as a Convolutional Layer. It must be noted that all the ansatz
blocks are identical and share the exact weights in each Convolutional Layer.

The first ansatz in Fig. 4 consists of a relatively large number of parameters, i.e., 15,
which helps increase flexibility, and the controlled R gates help increase expressibility.
The second ansatz has five fewer parameters, which is a parametrized form of a reduced
version of the circuit that recorded the best expressibility in a study carried out by Sim
et al (2019). The ansatzes consist of the Rx, Ry, Rz gates, which cause qubit rotations
about the x, y, and z axes, respectively. Ansatz 1 additionally has the U3 gate (3
representing the number of parameters), which can be decomposed to rotation and
phase shift gates and is represented by the matrix with respect to the computational
basis as follows:

U3(θ1, θ2, θ3) =

[
cos( θ12 ) −eiθ3 sin( θ12 )

eiθ2 sin( θ12 ) ei(θ2+θ3) cos( θ12 )

]
(4)

Here, θ1, θ2, and θ3 are the parameters of the U3 gate, and the matrix represents
a unitary operation on a qubit. The selection of two different ansatzes is to inspect
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the flexibility of the proposed network performance on slight changes in the structure
of the ansatz and the number of trainable parameters.

3.2.2 The Quantum Pooling Layer

The Quantum Pooling Layer is placed after the first Quantum Convolutional Layer
to reduce the number of qubits to half (Fig. 3). The primary purpose of the Pooling
Layer in any convolutional neural network is to reduce the data representation’s spatial
size and maintain the most critical information. In the process, the layer helps reduce
the computational cost of the network and improve its generalization capabilities by
decreasing overfitting, making it robust to translations, rotations, and other minute
changes.

The quantum Pooling Layer in Fig. 4 (bottom) traces out one qubit from the two
qubits it is fed and thus reduces the two-qubit states to a one-qubit state. The Pooling
Layer uses two controlled rotation gates and a Pauli − X gate. The Pooling Layers
and the Convolutional Layers extend qubit interactions beyond nearest neighbors,
establishing further dependencies. Just like the Convolutional Layer, the Pooling Layer
ansatzes (denoted by blue boxes in Fig. 3) share the exact same weights. An Interaction
Layer further processes the output qubits to aid the learning process.

3.2.3 The Interaction Layers

The novelty brought forward in the proposed quantum architecture involves mak-
ing variational quantum layers designed to introduce extensive entanglement and
expressibility in the overall quantum network. In order to bring forward this unique
quantum phenomenon, in this proposed Interaction layer, Toffoli gates are cascaded
with the convolutional and rotational gates. They are expected to establish three-qubit
interactions, as shown in Fig. 5.

In this era of NISQ computing, implementing two-qubit gates is more complex than
single-qubit ones. However, with the recent developments in quantum hardware and
the promise of near error-free quantum computers in the not-so-distant future, using
multi-qubit gates in quantum computers is expected to be more common. It must be
noted that the use of two-qubit gates, such as the CNOT gate, in quantum machine
learning models is motivated by the increase in entanglement and expressibility of
the network, which helps it to learn more complex features of classical data Sim et al
(2019). Therefore, studies must be conducted exploring the effectiveness of three-qubit
gates in various quantum networks.

This paper explores the comparative advantage of three-qubit Toffoli gates by
introducing Interaction layers in the conventional QCNN structure. The difference in
performance upon this addition is expected to indicate the extent of effectiveness that
may result from the successful implementation of such gates in quantum hardware.

In the first Interaction Layer, the four Toffoli gates entangle the four qubits in
a circuit-block interaction configuration, as illustrated in Fig. 5, which means that
interdependency has been established between these quantum states, so the measured
value of one state will depend on the others. This particular configuration is chosen
over a nearest-neighbor or all-to-all configuration, as it displays favorable expressibility
and less qubit connectivity requirements. The placement of these Toffoli gates after the
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previous layers enables the network to span all the basis states more strongly (i.e., with
a higher probability for the basis states that previously had near-zero probabilities)
than without them. The output state |ψ′′⟩ of the pooling layer is input to Interaction
Layer 1. The output state of this Interaction layer |ψs⟩ is derived from the input state
|ψ′′⟩ by the following equation.

|ψs⟩ = Ut341Ut123Ut142Ut234 |ψ′′⟩ (5)

Where Utxyz represents the corresponding Unitary matrix to the Toffoli gate (5) and
x, y, z are the control 1, control 2, and target qubit number in the composite space,
respectively. The |ψ′′⟩ is the input to, and |ψs⟩ is the output of the Interaction Layer
1. The working principle of the Toffoli gate is shown as the graphical representation
in Fig. 6.

Indeed, the |ψs⟩ is still a 4 qubit composite state

|ψs⟩ =
∑

e1,e2,e3,e4

ce1e2e3e4 |e1e2e3e4⟩ (6)

Here, the e1, e2, e3, e4 represent the basis vectors for the 4 qubits.
After the second Convolutional Layer, the qubit state |ψt⟩ is passed through Inter-

action Layer 2. This Interaction Layer differs from the first in the inclusion of Rx,
Ry, Rz rotation gates with trainable parameters between its Toffoli gates as shown
in Fig. 5. The parameterized gates between the Toffoli gates increase the degree of
freedom of the quantum states, increasing the flexibility of the learning process and,
therefore, has the potential to learn more nuanced features of the training data. The
particular difference between this layer and the Interaction Layer 1 can be seen from
the following equation.

|ψu⟩ = Rz(θ9,θ10,θ11,θ12)Ut341Ry(θ5,θ6,θ7,θ8)Ut123Rx(θ1,θ2,θ3,θ4)Ut142Ut234 |ψt⟩ (7)

Where the Rx, Ry, Rz gates are the rotational gates with parameters θw, θx, θy, θz
on qubits 1, 2, 3, 4 respectively, Utxyz represents the corresponding Unitary matrix to
the Toffoli gate (x, y, z are the control 1, control 2, and target qubit number in the
composite space). The |ψt⟩ is the input to, and |ψu⟩ is the output of the Interaction
Layer 2. It can be noticed that it is these parameterized gates that differ eqn. (7) from
eqn. (5). A complete summary of the unitary gates is provided in table 6.

3.3 The Classifier Subsystem

The last Interaction Layer in Fig. 6 acts as a classifier, taking input of the modulated
qubit state |ψu⟩, (output of Interaction Layer 2), from the Convolutional Subsystem
and tracing the output to three qubits. A single instance of the ansatz is shown in
Fig. 6. The layer further has three rotational gates Rx, Ry, Rz per ancilla qubit.
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Fig. 5 The proposed Interaction Layer 1 (at the top), which comes after the first Convolutional
Layer and is followed by the second Convolutional Layer. The novel Interaction Layer 2 (at the
bottom) comes after the second Convolutional Layer and is followed by the final Classifier Subsystem.
The graphical representations show the dependency of each state established via Toffoli gates in each
layer. Each state depends on two target states. For e.g., a Pauli-X operation will be carried on qubit
4 if both of the 2nd and 3rd qubits are in a state |1⟩.

3.3.1 The Third Interaction Layer

The third Interaction Layer utilizes CNOT gates (table 6) to entangle the remaining
qubits with the ancilla qubits, which are used to store the entangled states. It can
be observed that the number of ancilla qubits is equal to the number of classes that
are to be classified using the network and have been set to |0⟩ initially. The ancilla
qubits interact with the remaining qubits of the network through the CNOT gates as
shown in Fig. 6 and are passed through the three rotational gates at the terminal of
the quantum network. The rotational gates comprise Rx, Ry, Rz gates with trainable
parameters, further helping the flexibility of the training process. It must be noted
that the new composite space has increased after the addition of ancilla qubits.

|ψv⟩ = Uc47Uc36Uc25Uc34Uc23Uc12Uc41(|ψu⟩ ⊗ |ψancilla⟩) (8)

where |ψv⟩ is the output state of Interaction Layer 3, |ψu⟩ is the input state of
Interaction Layer 3 and |ψancilla⟩ is the initialized ancilla qubits. Ucxy denotes CNOT
gates with control on x qubit and target at y qubit. The tensor product between |ψu⟩
and |ψancilla⟩ converts the composite space to higher dimensions, including the ancilla
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Fig. 6 (Top) The Classifier Subsystem is designed such that it can classify two or more classes. It
comprises the Interaction Layer 3, followed by rotation gates before being measured. Note that the
qubits initialized to |0⟩ at the bottom are ancilla qubits where the number of ancilla qubits used
equals the number of classes. (Bottom) The graphical representation of the entangling structure of
the third Interaction Layer.

qubits, and consequently, the state is subjected to a series of CNOT gates. Then, the
new state is passed through rotational gates Rx, Ry, Rz. (table: 6)

|ψout⟩ = Rx123Ry123Rz123(|ψv⟩) (9)

Here, |ψout⟩ is the output of the Classifier subsystem, and (|ψv⟩) is the input to the
rotational gates coming from Interaction Layer 3. The Rx123Ry123Rz123 gates denote
the equivalent rotational unitaries about the x, y, and z axes acting on all the ancilla
qubits. Although the number of ancilla qubits shown here is three for simplicity, it
should be equal to the number of classes to be classified.

3.3.2 Measurement and Data Aggregation Method

Finally, as the first step of the data aggregation method from quantum to classical
values, the ancilla qubit states are measured as expectation values on the Pauli-Z
operator, which causes the collapse of the quantum states to deterministic values.
The choice of measuring the expectation value of the Pauli-Z operator is common
in QML literature, as it corresponds to a measurement on the computational basis
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and provides a convenient way to calculate the probabilities of the basis states. The
Pauli-Z operator has eigenvalues of +1 & -1 corresponding to eigenvectors |0⟩ & |1⟩,
respectively. If the ancilla qubit to be measured has a state |ψ⟩, then, the expectation
value of the Pauli-Z operator can be calculated from the expression

⟨Z⟩ = ⟨ψ|Z|ψ⟩ (10)

where Z is the Hermitian matrix, corresponding to the linear operator in the compu-
tational basis. The expectation value depends on the eigenvalues of the operator (-1
& +1) and on the probability amplitudes of the measured ancilla qubit, resulting in a
real value in range ⟨Z⟩ ∈ [−1, 1]. This means that for i number of classes, there are i
ancilla qubits, and therefore, the output of the network is an i dimensional vector.

Following the measurement of the ancilla qubits, the classical values are sent to
the softmax function to calculate the probability vectors for each class.

yr = softmax(x)r =
exr∑i
j=1 e

xj

(11)

y =


y1
y2
...
yi

 (12)

The output of the Softmax function transforms the vector elements into a range
softmax(x)r ∈ [0, 1]. This normalizes the i dimensional output vector, making it com-
parable to the labeled class of the one-hot-encoded input data. The output vector at
this point is ready to be input to the cost function.

The cost function used specifically for this work is the classical categorical cross-
entropy loss function, which can be expressed as:

loss =

i∑
j=1

yj .log(ȳj) (13)

where yj is an element of the one-hot-encoded ground truth vector y of dimension i,
ȳj is the predicted probability of the corresponding class and i is the total number of
classes. The parameters of the quantum gates are optimized through gradient descent
using classical computational techniques, after which the parameters are updated
accordingly through back-propagation.

The introduction of these Interaction Layers in the middle of the conventional
QCNN, along with an ancilla-based classifier (Interaction Layer 3), is expected to
provide promising results. It is inspected in detail later in the next section 4. The
proposed Interaction Layers consisting of a combination of Toffoli and CNOT gates
along with trainable parameters in between the Convolutional Layers, and the use of
ancilla qubit-CNOT classifier in QCNNs is a first to the best of our knowledge. The
architecture is summarized in table: 1.
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Table 1 Tabular representation of the architectural workflow, with a focus on
dimensions and parameters tailored for the Binary Classification task. The
operations are arranged in a sequence, starting from the top and progressing to the
bottom. In the Operation Sequence column, additional information regarding the
classical data dimension or the type of encoding/ansatz is mentioned. The only
difference in parameters for Multiclass classification is the addition of 3 parameters
per new class in Interaction Layer 3.

Operation Sequence

Processing Size of

the Quantum

Composite State

Trainable

Parameters

Classical Data (28× 28) - -

Data Preprocessing

(Autoencoder/Resize 1× 8 / 16× 16)
- 0

Encoding (Amplitude/Angle) 8 qubits 0

Quantum Conv. Layer 1 (ansatz 1/2) 8 qubits 15/10

Pooling 4 qubits 2

Interaction Layer 1 4 qubits 0

Quantum Conv. Layer 2 4 qubits 15/10

Interaction Layer 2 4 qubits 12

Interaction Layer 3

(previous layer output + ancilla qubits)
4 qubits + 2 qubits 6

Measurement 2 qubits 0

SoftMax (2× 1) - -

Total Parameters (ansatz 1/2) - 50/40

4 Simulation and Results

4.1 Dataset

The widely utilized standard datasets, namely MNIST Deng (2012) and Fashion
MNIST Xiao et al (2017) are employed to benchmark the proposed QCNN model.
MNIST stands for Modified National Institute of Standards and Technology and has
been developed to be used as a benchmarking dataset for various machine learn-
ing models. Binary classification involving classes (0, 1) and three-class classification
involving classes (0, 1, 2) are performed. MNIST dataset consists of grayscale images
of handwritten digits for ten classes from 0 to 9. The number of training (test) images
for class 0 is 5,923 (980); for class 1, it is 6,742 (1,135); for class 2, it is 5,958 (1,032).
The Fashion MNIST dataset consists of images of ten classes of clothing items. In the
relevant classes for this work, class 0 is a shirt/top, class 1 is a trouser, and class 2 is
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Table 2 Table showing the details of the datasets used and the classical data preprocessing
methods employed upon them. Note that no data preprocessing is needed for Iris dataset as is
directly input in the Angle Encoding block.

Type Name Size Classes used
Sample Size Preprocessing

Training Testing Method
Size of output

features

Image

Fashion
MNIST

28× 28
binary: 0 & 1
multi: 0, 1 & 2

6000/class 1000/class
Resize 16× 16

Autoencoder 8× 1

MNIST
0: 5923
1: 6742
2: 5958

0: 980
1: 1135
2: 1032

Resize 16× 16
Autoencoder 8× 1

Feature Iris 4× 1 multi: 0, 1 & 2 113 37 - -

a pullover. It is made up of 6,000 training and 1,000 test images per class. The orig-
inal size of the images from either dataset is 28 × 28, and a reduction in dimension
is accomplished through a classical autoencoder or simple resize to the desired shape.
A third dataset known as the Iris dataset De Marsico et al (2015) is used solely for
the purpose of multiclass classification. It consists of feature data of three classes of
iris species with 50 samples per class. The features include 4 attributes per sample,
namely sepal length, sepal width, petal length & petal width. The dataset is such that
one flower class is linearly separable from others, but the other two classes are not
linearly separable from each other.

4.2 Simulation

The simulation of the proposed QCNN model is conducted using the Pennylane
library(Bergholm et al (2018)) version 0.28.0 and written in Python 3.7.12. The quan-
tum simulator provided by Pennylane, known as the default.qubit, is used for the
simulation process. The variational circuit is trained through the use of the Nesterov
Moment Optimization algorithm (Nesterov (1983)). Initially, the labels of the classes
are converted to one hot label vector of length equal to the number of classes and
are treated as ground truth values when calculating the cost. A loop is then executed
through the training process where a batch of randomly selected images is fed into
the network in each iteration, reducing run time and preventing the gradient from
becoming trapped in a local minimum. The optimization of the learning process is
further facilitated through the use of an adaptive learning rate, where the learning
rate is decreased as the rate of change of the output of the cost function is decreased.
This training process is run for 1000 iterations, and test accuracy on the test images
is calculated every 10 iterations. The mean test accuracy for each circuit and dataset
configuration reported in the next section is based on an average of 10 independent
runs with different random initializations. Further details regarding the batch size and
learning rate of the optimizer vary for different cases and are therefore mentioned in
the subsequent relevant sections.
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Fig. 7 Plots showing the loss for the binary classification of training images (left) and testing images
(right) of the Fashion MNIST dataset over 1000 iterations using Ansatz 1. Both show that for
Amplitude Encoding, the costs converge to a lower value. The convergence also occurs more rapidly
when Amplitude Encoding is used for the Fashion MNIST dataset.

4.3 Performance evaluation

4.3.1 Binary classification

Fig. 8 Plots showing the loss for the binary classification of training images (left) and testing images
(right) of the Fashion MNIST dataset over 1000 iterations using Ansatz 2. Both show that for
Amplitude Encoding, the costs converge to a lower value. The convergence also occurs more rapidly
when Amplitude Encoding is used for the Fashion MNIST dataset.

For the binary classification problem, classes 0 and 1 are chosen for both datasets
in order to compare them with previous works. A total of eight input qubits, along
with two ancilla qubits for the two classes, are used in the proposed model. The Convo-
lutional and the Pooling Layers are arranged as illustrated in Fig. 1. During training,
the batch size is kept at 50 images, which are randomly selected in each iteration.
The learning rate in the Nesterov Optimizer is tuned to be 0.05 at the beginning of
the learning process. In the later stages, it is reduced in accordance with the decrease
in the cost and the improvement of test accuracy. Specifically, it is halved after 50
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Table 3 Results of the proposed binary classification model applied on two datasets. The mean
accuracy of classifying test data and the standard deviation have been calculated over 10
independent runs.

Dataset Ansatz
Data

Preprocessing
Encoding
Method

Quantum Gate
Parameters

Text
Accuracy(%)

Fashion MNIST
1

Autoencoder Angle
50

95.75± 0.80
Resize Amplitude 92.89± 0.54

2
Autoencoder Angle

40
94.11± 0.64

Resize Amplitude 91.80± 0.71

MNIST
1

Autoencoder Angle
50

98.16± 0.65
Resize Amplitude 99.00± 0.91

2
Autoencoder Angle

40
96.84± 1.50

Resize Amplitude 94.87± 0.81

Fig. 9 Accuracy results using different encoding techniques and different ansatzes for binary clas-
sification on the test images of the Fashion MNIST dataset. It shows that higher accuracies are
obtained using Angle Encoding over Amplitude Encoding for the Fashion MNIST dataset. Also, in
both cases of encoding, Ansatz 1 results in higher accuracy due to its extra parameters. The results
are computed over 10 independent runs.

iterations and further halved after 100 iterations, after which it is kept constant. The
trainable parameters are initialized randomly using the normal distribution, and the
average classification accuracy is calculated over 10 random initializations.

The effect of the following different approaches on overall performance is investi-
gated:

1. Quantum encoding by either Amplitude Encoding or Angle Encoding.
2. The two parameterized ansatzes given in Fig. 4 used to construct the Convolu-

tional Layers in Fig. 3.
The classification of the Fashion MNIST is benchmarked to an accuracy of

95.75%±0.80% using the combination of autoencoder with Angle Encoding and ansatz
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Fig. 10 Plots showing the loss on binary classification of training images (left) and testing images
(right) of the Fashion MNIST dataset over 1000 iterations using Ansatz 1, with and without Inter-
action Layers 1 and 2. Both show that when Interaction layers are present, the costs converge to a
lower value. The convergence also occurs more rapidly when these layers are used.

1 as the Convolutional Layer filters, for which the total number of trainable parame-
ters in the quantum network is 50. The training and validation losses are graphically
shown in Fig. 7 and Fig. 8 using ansatz 1 and ansatz 2, respectively, for both Angle
and Amplitude Encoding. It can be seen that Angle Encoding performs better indepen-
dent of ansatzes for the Fashion MNIST dataset. On the other hand, peak accuracy
attained in Binary classification for the MNIST dataset is 99.00%± 0.91%. The num-
ber of trainable parameters, in this case, is also 50, and simple resizing + Amplitude
Encoding with ansatz 1 is used.

The accuracies for the different combinations are summarized in Table 3.

Fig. 11 Results showing test accuracies in the presence and absence of Interaction Layers 1 and 2
in our proposed architecture. The results are shown for binary classification of the Fashion MNIST
dataset using Ansatz 1 and Angle Encoding. It shows clear superiority in classifier performance when
these novel layers are present. The results have been computed over 10 independent runs.
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Table 4 Table showing a comparison of the results of our proposed model to that of existing models
for different datasets.

No. of classes Dataset Model used Test Accuracy (%)

2 Fashion MNIST
Proposed 95.75± 0.80

QCNNFCDC (Hur et al (2022)) 94.30± 1.60
Proposed without E 92.27± 0.69

2
MNIST

Proposed 99.00± 0.91
QCNNFCDC (Hur et al (2022)) 98.70± 2.4

Proposed without E 98.76± 0.35

3 Iris
Proposed 94.214± 1.11

HCQAMC (Chalumuri et al (2021)) 92.10

Note: ‘E’ refers to Interaction Layers 1 and 2.

The superiority in performance of ansatz 1 over ansatz 2, due to its additional
parameters, is demonstrated in Fig. 9, where the range of testing (validation) accura-
cies are summarized. It can be noticed that for the same encoding scheme, ansatz 1
outperforms ansatz 2. It must be noted that Fig. 9 is drawn for the Fashion MNIST
dataset, and hence, in both cases of ansatzes Angle Encoding outperforms Amplitude
Encoding.

It can be observed from table 3 that the type of Quantum Encoding method used to
bear the best accuracies is dependent on the dataset that is used. The peak accuracy for
the Fashion MNIST dataset results from reducing the classical data by an autoencoder
followed by Angle Encoding whereas, for MNIST, it is simple resizing followed by
Amplitude Encoding. Comparison of the results with other existing quantum machine
learning models for binary classification, such as that proposed in Hur et al (2022),
shows that our model surpasses their accuracy, as shown in the first two rows of table 4.
The mean accuracy for the binary classification of classes 0 and 1 for Fashion MNIST
is 1.45%, and for MNIST, it is 0.3% more than that reported in Hur et al (2022).
This increase in accuracy can be attributed to the incorporation of the Interaction
Layers and the use of the ancilla-based Classifier. It is observed that the proposed
network shows a more minor standard deviation compared to that reported at Hur et al
(2022), which means that it is less sensitive to random initializations. Hur et al (2022)
have further shown that their quantum network outperforms classical counterparts
using a similar number of trainable parameters for the binary classification problem.
It can, therefore, be concluded that the results of the study in our paper exhibit a
clear superiority in performance compared to the classical networks with a similar
number of trainable parameters. The peak accuracy for ansatz 1 used to construct the
Convolutional Layers is 95.75%± 0.80% compared to 96.84%± 1.50% when ansatz 2
is used. This increase can be related to the number of trainable parameters available
for each ansatz, which is higher in the case of ansatz 1. Additionally, the effect of the
proposed Interaction Layers 1 and 2 on the performance of the network is demonstrated
by comparing the performances with and without their presence. As evident in Fig.
10 and Fig. 11, it can be concluded that these layers help reduce cost and increase
accuracy by creating further dependencies between quantum states and making them
more capable of spanning the Hilbert Space. In both cases, the data reduction and
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quantum encoding technique used is autoencoder and Angle Encoding respectively on
the Fashion MNIST dataset with ansatz 1 in Fig. 4 used as the convolutional filter.

4.3.2 Multiclass classification

Multiclass classification is performed on the MNIST and Fashion MNIST datasets
with the network slightly modified to include two Convolutional Layers cascaded
together in each convolutional stage. It must be noted that these cascaded Convolu-
tional Layers share the same weight. Therefore, the number of trainable parameters
in the circuit does not significantly increase (the only increase can be attributed to
the 3 additional gates Rx, Ry, Rz on the additional ancilla qubit related to the new
class). The number and placement of the Interaction Layers remain unchanged from
the network for Binary classification. Classes 0, 1, and 2 are selected for both datasets,
and the batch size is kept at 100 with the learning rate set at 0.05 in the beginning
and adapted to 0.01 after 50 iterations. The peak classification accuracy obtained is
91.53%± 0.98% for the Fashion MNIST dataset and 90.05%± 2.07% for the MNIST

Fig. 12 The proposed architecture for classifying the Iris dataset comprises only four qubits as the
four features can be embedded sufficiently using Angle Encoding. Due to the small size of the network,
a pooling layer is not required. Three ancilla qubits are used in the Classifier subsystem to classify
the three classes.
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Table 5 Results of the Multiclass Classification problems different datasets. For each
dataset, three classes have been classified. The results are consistent with that of binary
classification- for Fashion MNIST, Angle Encoding performs better, and for MNIST,
Amplitude Encoding gives higher accuracy. Autoencoder and Resize were used as data
preprocessing methods for Angle and Amplitude Encoding methods, respectively.

Dataset Encoding Method Trainable Parameters Accuracy(%)

Fashion MNIST
Angle

53
91.53± 0.98%

Amplitude 89.85± 1.20%

MNIST
Angle

53
88.52± 0.93%

Amplitude 90.05± 2.07%
Iris Angle 31 94.21± 1.11%

Note: In all of the cases, ansatz 1 is used to construct the Convolutional Layers.

dataset using ansatz 1. The total number of trainable parameters in the network is
only 53.

It is noticed that the combination of ansatz 1 and Angle Encoding as the Quantum
Encoding Method provides the highest accuracy for the Fashion MNIST dataset, but
the combination of ansatz 1 with the Amplitude Encoding dataset performs better for
MNIST dataset.

To demonstrate the flexibility of the proposed circuit, performance on the Iris
dataset is also tested. In order to accommodate data of smaller dimensions, a cut-
down version of the proposed circuit, with only 4 qubits, was sufficient. The reduced
structure is visualized in Fig. 12. The test accuracy with a batch size of 50 and a
learning rate of 0.005 is found to be 94.21% ± 1.11%. A three-class classifier with
a variational quantum circuit has been proposed in Chalumuri et al (2021), where
classification was performed on classical one-dimensional feature data. The accuracy
of 94.21% ± 1.11% supersedes the accuracy of the network proposed in Chalumuri
et al (2021) (92.10%) as shown in the third row of table 4. It must also be noted that
the network used for benchmarking the Iris dataset has only 31 parameters and is
much shallower than the one in Chalumuri et al (2021). It is, therefore, understood
that the network is not only limited to image classification but performs equally well
in one-dimensional feature data. The results of Multiclass classification problems are
summarized in 5.

The high accuracy achieved with only 53 parameters (for Fashion MNIST and
MNIST ) and 31 parameters (for Iris) can be directly attributed to the incorporation
of the Interaction Layers. When expanded qubit interactions are used, it is possible
to achieve such accuracy while using a few parameters. This implies that these inter-
actions will speed up the training of QCNNs while producing better outcomes with
shallower circuits, enabling the development of networks that are more resistant to
the barren plateau issues that result from greater depth.

5 Conclusion

In this work, a shallow entangled QCNN with a minimal number of trainable parame-
ters is proposed, which provides very satisfactory performance in binary and multiclass
classification problems. The incorporation of weighted Interaction Layers, consisting
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of trainable parameters and utilizing three-qubit interactions between the quantum
Convolutional Layers, and the use of the ancilla-based Classifier have played a signif-
icant role in enhancing the performance of the network. In doing so, it also studies
the effect of the addition of such parameterized 3-qubit layers in a QCNN structure,
which is a first of its kind. This result indicates the significance of increased qubit
interaction on the substantial increase in the ability of a quantum network to learn
more complex information from the training data while only using a few parameters.

This approach constitutes a novel way towards the development of a generalized
parameterized QNN that performs equally well for binary and multiclass classification
on both image data and one-dimensional feature data. It further explores the possi-
bilities of performance enhancement of quantum networks upon the use of increased
qubit interaction, which is expected to be a reality in the not-so-distant future.

The simulation results indicate several advantages of the network, showing a clear
superiority in performance compared to its counterparts using a similar number of
parameters. Further research could be conducted to gain a more comprehensive under-
standing of the quantum advantage of these networks. An extensive investigation of
the underlying causes of data dependencies on the feature encoding methods can be
done. Other future milestones may also include an extension of the work for big data
analysis and the solution of more complex problems utilizing more resources and power
on real quantum computers.
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Appendix A: Relevant Quantum Gates

Table 6 Summary of the quantum gates used in the architecture.

Gates Graph Representation Graphical Form Properties

Pauli-X X

[
0 1
1 0

]
Rotates a qubit by 180°

about the x-axis

Rx Rx(θ)

[
cos( θ2 ) −i sin( θ2 )

−i sin( θ2 ) cos( θ2 )

]
Rotates the qubit’s state vector
about the x-axis by an angle θ

Ry Ry(θ)

[
cos( θ2 ) − sin( θ2 )
sin( θ2 ) cos( θ2 )

]
Rotates the qubit’s state vector
about the y-axis by an angle θ

Rz Rz(θ)

[
e−i θ

2 0

0 ei
θ
2

]
Rotates the qubit’s state vector
about the z-axis by an angle θ

Controlled Rx •
Rz


1 0 0 0
0 cos( θ2 ) 0 −i sin( θ2 )
0 0 1 0
0 −i sin( θ2 ) 0 cos( θ2 )

 The Rx gate acts on the target qubit
if the control qubit is in the state |1⟩

Controlled Ry •
Ry


1 0 0 0
0 cos( θ2 ) 0 − sin( θ2 )
0 0 1 0
0 sin( θ2 ) 0 cos( θ2 )

 The Ry gate acts on the target qubit
if the control qubit is in the state |1⟩

CNOT •


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 The Pauli-X gate acts on the target qubit
if the control qubit is in the state |1⟩

Toffoli •
•



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


The target qubit is inverted if both

the control qubits are |1⟩

U3 U3(θ1, θ2, θ3)

[
cos( θ12 ) −eiθ3 sin( θ12 )

eiθ2 sin( θ12 ) ei(θ2+θ3) cos( θ12 )

] θ1 is the angle of rotation around
the Bloch sphere’s equator. θ2 and θ3

are the phase angle about the
z-axis and x-axis respectively

Note that the matrices shown in table 6 are for a composite state involving the
number of qubits that the particular gate acts on.

30



Appendix B: Model Weights

Fig. 13 Learning curves of some of the parameters of the Convolutional Layer 1, 2, Pooling Layer,
and Interaction Layers for binary classification of the Fashion MNIST dataset using Ansatz 1 and
Angle Encoding. The weights start converging after 750 iterations, achieving an accuracy of 95.75%±
0.80.

31


	Introduction
	Related Works
	Proposed Architecture
	The Encoding Subsystem
	Data Preprocessing
	Quantum Feature Encoding
	Amplitude Encoding
	Angle Encoding


	The Convolutional Subsystem
	The Quantum Convolutional Layer
	The Quantum Pooling Layer
	The Interaction Layers

	The Classifier Subsystem
	The Third Interaction Layer
	Measurement and Data Aggregation Method


	Simulation and Results
	Dataset
	Simulation
	Performance evaluation
	Binary classification
	Multiclass classification


	Conclusion

