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This issue focuses on the topic of innovations in supercom-
puting techniques. Six invited papers are finally selected 
based on a peer review procedure, which cover research 
progress of China’s supercomputing, interconnection net-
work, performance evaluation and parallel algorithm. Prof. 
Yutong Lu summarizes the recent progress of supercomput-
ing system in China by introducing the three pre-Exascale 
supercomputers. The report further outlooks on the next-
generation supercomputer in China. Based on the exciting 
report, we have strong confidence in China’s leadership in 
supercomputing. There are two research papers on intercon-
nection network in supercomputing. Undoutbely, intercon-
nection network is the core component of large-scale parallel 
computers. One paper written by Dr. En Shao presents a 
novel design and implementation of wormhole optical net-
work architecture. The authors describe the practical experi-
ence on applying optical circuit switching to the 6D-torus 
interconnection in Sugon’s pre-Exascale supercomputer. 

Another paper written by Prof. Dong Xiang is about the 
theoretical analysis of on-chip networks design. The authors 
introduce a new low-power fully adaptive routing algorithm 
is proposed for virtual cut-through (VCT) or wormhole 
(WH) switched networks-on-chip (NOCs). It’s a good refer-
ence to the investigation of low-power and high-performance 
adaptive algorithm design. The following two papers belong 
to performance evaluation work. One paper written by Dr. 
Jiajia Li proposes a new sparse tensor algorithm benchmark 
suit (PASTA). The benchmark contains sparse tensor algo-
rithms which is extensively used in machine learning and 
scientific computing applications. Another paper written by 
Dr. Feng Zhang reports evaluation of eight sparse matrix 
kernels on an AMD CPU-GPU heterogeneous processor 
by using 956 sparse matrices. The experiment analysis is 
comprehensive and insightful. The last one paper written by 
Dr. Junmin Xiao is on large-scale parallel algorithm design. 
The authors take the dynamical core of global atmospheric 
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general circulation model (AGCM) as an example to show 
how to design a communication-avoiding algorithm. A solid 
analysis of performance bound is presented in this paper.

Last but not the least, we appreciate the hard work of all 
reviewers and the contribution of all authors. It’s the tight 
cooperation of us that makes this issue ready for readers. 
We look forward to more and more papers of high quality 
appeared in the journal CCF THPC.
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