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Modern data-centric applications, such as artifical artificial 
intelligence (AI) workloads, graph data analysis, IoT and 
mobile systems, have emerged and been widely used in our 
daily life. These applications keep raising the requirements 
of large capacity, high performance, low power consump-
tion, and high reliability for the whole memory hierarchy, 
which may be difficult to be satisfied by traditional memory 
architectures and systems. On the other hand, with the rapid 
advancement of memory technologies, various emerging 
memory technologies have been proposed to mitigate the 
problems mentioned above. These emerging memory tech-
nologies have the advantages of high density, low standy 
power, etc. However, they also face the challenges of pro-
gramming overhead, limited lifetime, and reliablility issues. 
Thus, to leverage the uniques features and handle the limi-
tations of these emerging memory technologies, we are 
expecting innovations in memory architecture and system 
designs.

We have eight invited papers selected for this special 
issue based on a peer-review procedure, which cover sev-
eral different topics that relate to the non-volatile memory 
systems, computing-in-memory architecture, and domain-
aware memory optimization techniques.

Two papers in the first part of the special issue focus 
on the emerging non-volatile memory, which can provide 
large memory capacity, long-term data durability, low power 
consumption for data center applications. One paper (Islam 
et al. 2022) studies the performance of commercialized 
NVM device from the storage data structures’ perspective. 

The other one (Chen et al. 2022) proposes a thread schedul-
ing approach to optimize the thread scheduling problem on 
NVM nodes with the help of reinforcement learning method.

•	 Researchers (Islam et al. 2022) from Prof. Dong Dai’s 
group study the performance of Intel Optane DC Per-
sistent Memory (Optane DC PMEM) from the storage 
data structures’ perspective. They focus on studying 
the performance characteristics of the low-level index-
ing data structures and the high-level graph storage data 
structures using the new pmemids_bench, which includes 
seven commonly used indexing data structures and two 
popular graph data structures implemented in four per-
sistent modes and four parallel modes. Evaluations on 
real Optane DC-based platform reveal nine observations 
that cover various aspects of Optane DC programming, 
providing useful reference for developers to design their 
persistent applications.

•	 Prof. Lei Liu et al. address that the exploration space for 
thread scheduling in the hybrid memory systems using 
DRAM and NVM is expanding rapidly (Chen et  al. 
2022). Existing schedulers may not provide efficient 
scheduling solutions in such complicated cases. To solve 
the problem, they propose a thread scheduling approach 
called Smart Scheduler, by leveraging a reinforcement 
learning method. The experimental results show that 
the proposed Smart Scheduler can converge faster than 
rule-based algorithms and scheduling domain methods 
and reduce program execution time by up to 59.9%. It 
also outperforms rule-based algorithms and scheduling 
domain methods by 4.1% and 19.1% in quality of service 
latency.

The second part of the special issue, consisting of three 
research papers, focuses on the emerging computing-in-
memory/storage architectures. These computing architec-
tures can provide high data access bandwidth, high comput-
ing performance, and high energy-efficiency for data-centric 
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applications, such as deep neural networks, graph data analy-
sis, and IoT or edge systems.

•	 The paper (Guo et al. 2022) written by Prof. Xin Si 
and his collaborators addresses the problem that most 
Computing-In-Memory (CIM) works lack configur-
ability regardless of custom demands. To tackle this 
issue, they propose a 28 nm 128 Kb configurable CIM 
architecture based on voltage coupling (VCCIM) and a 
CIM-based modeling and predicting (CIMMP) method. 
The computing macro based on this architecture can 
achieve an energy efficiency of 12.1~17.6 TOPS/W and 
71.70~72.01% inference accuracy when applied to a 
VGG-16 network CIFAR- 100 data set.

•	 Prof. Wang Kang and his team (Luo et al. 2022) lever-
age coupled magnetic tunnel junctions (MTJs), which 
are driven by the interplay of field-free spin orbit torque 
(SOT) and spin transfer torque (STT) effects, to realize 
two different stateful CIM paradigms for ternary MAC 
operations. Based on both paradigms, they further dem-
onstrate the highly parallel array structures to implement 
a memory array, which support both memory access and 
CIM for ternary neural networks (TNNs). Experimental 
results show that the area overhead for CIM is only about 
0.8% of the memory array. The advantage of this design 
in power consumption is illustrated in comparison with 
the CPU, GPU and other state-of-the-art works.

•	 In the third paper (Zhou et al. 2022), Prof. Jie Zhang 
et al. present a survey on storage-accelerator, with respect 
to the system designs, architectural innovations, and 
application-level optimizations. These accelerators are 
normally proposed to tackling with the well-known chal-
lenge that the main memory in the traditional computing 
system cannot satisfy the requirements of the emerging 
large-scale applications in terms of computing power and 
memory capacity. The survey would aid the development 
of the research community and inspire the researchers, 
who are interested in the relevant areas.

The third part of the special issue covers three memory or 
storage design innovations, which are optimized for various 
modern applications, including neuromorphic computing, 
graph neural networks (GNN) processing, and storage sys-
tem in consumer devices.

•	 The paper (Yang et al. 2022) written by Prof. Weixia 
Xu and his team focuses on the memory organization 
in emerging neuromorphic processors. Based on the 
characteristics of the brain and Spiking Neural Net-
works (SNNs), they propose a set-associative mem-
ory organization (SAMO) and a compressed SRAM 
memory organization (CMAM) for loose and tight cou-
pling structures in SNN to construct an area-efficient 

memory organization for generalized neuromorphic 
architectures. Experiments show that the methods use 
less chip area and consume less power than the CAM 
implementation in related work by 23.4–75.8% and 
21.2–75.7%, while bringing minor processor perfor-
mance overhead.

•	 Prof. Yue Dai et  al. observe that although a mixed-
precision feature quantization method can address the 
memory access overhead of GNN processing, the lin-
ear approximation and computation complexity become 
the main constraints for the overall GNN accuracy and 
performance (Dai et al. 2022). They propose segmented 
quantization to partition the feature range into segments 
conduct efficient mixed-precision computing between 
quantized feature and full precision weights. The tech-
nique helps to achieve high inference accuracy while 
maintaining low computation complexity. The experi-
ments show that up to 5% average accuracy and up to 
6.8 × performance improvements can be achieved over 
the state-of-the-art GNN accelerators.

•	 The third paper (Xu et al. 2022) in this part and also the 
last paper in the special issue is about the lightweight dis-
tributed file system proposed on consumer devices. Prof. 
Liang Shi and his team propose several practical optimi-
zation solutions for a lightweight distributed file system. 
Experiments on real devices show that the average access 
latency can be reduced by 29.7% with swap-based client-
side persistent caching. Cross-device prefetching reduces 
around 33% access latency in the best case. Average 
cache synchronization latency is reduced by 13.7% and 
the worst synchronization latency is reduced by 63.7% 
with write-back scheduling.

We would like to thank all the authors for their innova-
tive research work. And we appreciate the efforts from all 
reviewers and editors. Only with their great contributions, 
we are able to put together the eight interesting research 
papers in this special issue of CCF Transactions on High 
Performance Computing. These papers not only bridge the 
memory/storage architecture design and the requirements 
from modern applications, but also inspire further investiga-
tions in the related fields.

Data availability  Data sharing is not applicable to this article as no 
datasets were generated or analyzed during the current study.
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