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Abstract
Fake news is a big problem in every society. Fake news must be detected and its sharing should be stopped before it causes 
further damage to the country. Spotting fake news is challenging because of its dynamics. In this research, we propose 
a framework for robust Thai fake news detection. The framework comprises three main modules, including information 
retrieval, natural language processing, and machine learning. This research has two phases: the data collection phase and the 
machine learning model building phase. In the data collection phase, we obtained data from Thai online news websites using 
web-crawler information retrieval, and we analyzed the data using natural language processing techniques to extract good 
features from web data. For comparison, we selected some well-known classification Machine Learning models, including 
Naïve Bayesian, Logistic Regression, K-Nearest Neighbor, Multilayer Perceptron, Support Vector Machine, Decision Tree, 
Random Forest, Rule-Based Classifier, and Long Short-Term Memory. The comparison study on the test set showed that 
Long Short-Term Memory was the best model, and we deployed an automatic online fake news detection web application.

Keywords  Fake news detection · Information retrieval · Natural language processing · Machine learning

Introduction

The evolution of information and communication technol-
ogy has dramatically increased the number of Internet users. 
It transforms the way people consume information and news 
from traditional to digital, resulting in comfort and speed for 
both news presenters and newsreaders. In its convenience, 
the Internet system also generates a lot of fake news content. 
Fake news has become one of the major concerns as it can 
destabilize governments that endanger modern society [1]. 
For example, the electoral campaign in the USA in 2016 
[2] had the term “fake news” found to gain much promi-
nence due to the influence of fraudsters. The Internet is a big 
data source of online news. Not like in the past, news was 

published on paper. Now newspaper bureaus have moved 
to online platforms. The readers can easily access from any 
place at any time via the Internet. People are now comfort-
able accessing online news and can quickly share the news 
contents across the social network media such as WWW, 
Google, YouTube, Google+, Facebook, Twitter, Instagram, 
and Line [3, 4]. Fake news is a threat to democracy around 
the world, which has weakened the confidence of govern-
ments, newspapers, and civil society. The public’s popularity 
on social media and social networks has led to the prolifera-
tion of fake news with conspiracy theories, distortions, and 
violent views. Detecting and mitigating the impact of fake 
news is one of the fundamental problems of modern times 
and is gaining widespread attention. While fact-checking 
websites such as Snopes, PolitiFact, and big companies like 
Google, Facebook, and Twitter, have taken some preliminary 
steps in dealing with fake news. Many communities include 
machine learning, databases, journalism, political science, 
and many others, pay attention to aspects of fake news as an 
interdisciplinary topic. There is still a lot to do to cope with 
the fake news issues [5].

Many researchers have proposed various machine learning 
approaches for fake news detection. Shu et al. [6] proposed a 
fake news detection framework exploiting social context called 
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a tri-relationship embedding framework TriFN. The model was 
based on publisher–news relations and user–news interactions 
simultaneously for fake news classification. They demonstrated 
that the proposed method significantly outperforms other exist-
ing fake news detection approaches. Yanagi et al. [7] proposed 
a neural network-based model for fake news detection with 
generated comments for news articles to help classification. 
Umer et al. [8] proposed a fake news stance detection using 
deep learning architecture based on convolutional neural 
networks and long short-term memory (CNN-LSTM). The 
method in [8] passed the non-reduced feature set with and 
without preprocessing to the neural network. The research used 
the principal component analysis (PCA) for dimensionality 
reduction, which increases the classifier performance because 
it removes the irrelevant, noisy, and redundant features from 
the feature vector. Akhter et al. [9] proposed an annotated cor-
pus of Urdu news articles for the fake news detection tasks. 
The researchers used ensemble learning methods based on 
Naïve Baye, Decision Tree, and Support Vector Machine to 
improve the fake news detection system performance.

In Thailand, there are some Thai fake news detection 
research works based on machine learning. Aphiwongsophon 
and Chongstitvatana [10] studied Thai fake news from Twit-
ter by employing three popular methods in the experiments: 
Naive Bayes (NB), Neural Network (NN), and Support Vector 
Machine (SVM). They found that the normalization process 
was mandatory for cleaning data before feeding the data to 
machine learning to classify data. The best model found in 
their collected data was SVM achieve an accuracy of 99.90%. 
Aphiwongsophon and Chongstitvatana [10] focused only on 
Twitter data; there was no implementation for online detec-
tion. Mookdarsanit and Mookdarsanit [11] proposed a deep 
learning framework for Thai COVID-19 fake news detection 
from the social text. Mookdarsanit and Mookdarsanit [11] 
built transferred learning models including Bidirectional 
Encoder Representations from Transformers (BERT), Uni-
versal Language Model FIne-Tuning (ULMFIT), and Gen-
erative Pre-trained Transformer (GPT). The researchers used 
COVID-19 news open datasets translated to Thai and pre-
training Thai COVID-19 deep learning models. To fine-tune 
for a local dataset, the researchers used additional data by 
crawling Thai texts from social media and labeled them as 
fake and real samples. The best results from their experiments 
achieved the best accuracy performance of 72.93%. There was 
no report of real use cases for Thai fake news in the research.

Building fake news detection is a challenging task. It will 
be even more difficult for Thai fake news detection in the real 
situation, as the Thai language is one of the most complex 
languages with no space between words. In this research, we 
propose a framework to create an automatic online Thai fake 
news detection system. The proposed framework comprises 
three modules: information retrieval, natural language pro-
cessing, and machine learning. Construction of the online 

fake news has three phases: data collection, data prepara-
tion, and machine learning modeling. The contributions of 
this research are as follows: (1) We propose a framework of 
online fake news detection as the main contribution. (2) In 
this research, a feature selection algorithm is also a result of 
natural language analysis. (3) To build Thai fake news detec-
tion, we collected a dataset and labeled them as fake–real-
suspicious news. Lastly, (4) we develop an online Thai fake 
news web-based application, and it runs online at https://​
thaid​imach​ine.​org.

Literature Reviews

Fake News

In the digital age, more and more people use their daily lives 
to connect to the Internet and social networks. People are 
using the Internet on the rise with the convenience of deliv-
ering, accessing, and sharing news via the Internet and social 
networks, which makes it easy to spread information without 
any restrictions while posting it on these platforms. How-
ever, the information that is published may contain both real 
news and fake news. Some malicious users take advantage 
of these platforms by generating fake news, spreading them 
on the Internet and social media networks to damage the 
reputation of individuals, businesses, and politics [12, 13].

Misinformation can appear in different formats and 
domains, such as fake news, click baits, and false rumors, 
and much of the previous research has focused on modeling 
specific to a single domain [14, 15]. These domains may 
have different formats, such as long articles versus short 
headlines and tweets, and their exact purpose like “This is a 
fake” vs. “Click Bait”; however, they have the same goal of 
deceiving the readers. As a result, content that exhibits simi-
lar linguistic features, such as the use of exciting themes to 
arouse curiosity or intense emotional responses from readers 
[14]. Therefore, many researchers proposed a way to detect 
fake news to stop the distribution of fake news. Online news 
is dynamics during propagation on social media. Malicious 
users can diverge from the original and create fake news. It 
makes detecting fake news automatically from the Internet 
a challenging task in detecting fraud [16, 17].

Creating automatic fake news or misinformation detection 
involves many theories and practices. The main disciplines 
may include information retrieval, natural language process-
ing, and machine learning.

Information Retrieval

Databases store the information in a structured manner 
in many documents. When searching documents, it is a 
problem to find information needed, such as search terms 
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or sample documents. An information retrieval system 
(IR) is a software system that provides an access to docu-
ments to manage and store them. An IR system is a branch 
developed in conjunction with a database system. IR can 
be considered as the science of searching for information 
in documents, manual document searching, and descrip-
tive metadata search, and for databases of text, images, or 
sound [18, 19]. It is the activity of obtaining information 
from information system resources relevant to the informa-
tion needed. A query can be full-text or other content index-
ing. An automated IR system can reduce data overload. For 
basic concepts in IR, documents can be explained by a set 
of terms representing a document is called index terms. Dif-
ferent index terms are relevant when used to describe the 
content of a document. This effect is assigned a numerical 
weight to each document index, such as term frequency and 
inverse document frequency (TF × IDF).

IR models have three types: Boolean Model, Vector 
Model, Probability Model. The Boolean model is an exact 
match between the index terminology and the search terms. 
Boolean information retrieval predicts each document 
whether it is relevant or not relevant to the document query 
[20]. For a vector information retrieval model, vocabulary, 
or word (term) is used instead of attributes. The searched 
document comprises words converted to numbers called 
term frequency or weight values. The weight values are a 
substitute for document queries. With the weight values, dis-
tance formula or similarity measure calculates the relation-
ship between the query against the document in the database. 
The vector information retrieval emphasizes the frequency 
of the words contained in the document and the effect on the 
weighting of the term against the word count of the docu-
ment word weight [21, 22]. The third model, the probability 
information retrieval model is based on a user query. The 
probability information retrieval model sequences the docu-
ments according to the probability based on their relation-
ship or relevance to the query text, where high probability 
means high relevance. The accepted probability calculation 
method is calculated from the word frequency data [23].

Natural Language Processing

Natural Language Processing (NLP) [24] is a sub-branch of 
linguistics, computer science, data engineering, and artificial 
intelligence. NLP relates to the interaction between humans 
and computers. NLP is a method for processing and analyz-
ing large amounts of natural language data. NLP has many 
applications such as machine translation, speech recognition, 
sentiment analysis, automatic question and answer genera-
tion, automatic message digest, chatbot, intelligence, text 
classification.

In the NLP, one crucial step is text extraction, a preproc-
essing step for using the analysis of text, documents, news, 

and information before implementing the clustering, clas-
sification, or other machine learning tasks [25]. The funda-
mental preprocessing step for NLP includes word segmen-
tation, tokenization, word stopping, word stemming, term 
frequency weighting, term frequency, and inverse document 
frequency weighting [26]. Some advanced NLP techniques 
may include more complex tasks in the pipeline, such as 
parts of speech tagging, dependency parsing, named entity 
recognition, and conference resolution [27]. Advanced NLP 
techniques may employ lexical analysis, syntactic analysis, 
semantic analysis, disclosure integration, and pragmatic 
analysis [28].

The Thai language is a language that has words in con-
tinuous place without space in consecutive sentences in the 
documents. For analysis, the Thai documents need to break 
down into a single word like English. Word segmentation is 
the separation of each word from sentences, which still has 
correct meaning by using a dictionary database of words. 
There are many techniques for word segmentation includ-
ing Longest Word Pattern Matching, Shortest Word Pattern 
Matching, Word Wrapping, Probabilistic Word Segmenta-
tion, Back Tracking, Feature-based, and Machine Learning-
based techniques [26, 29, 30].

Machine Learning

Machine learning is a study field in computer science, 
which involves creating adaptive programs that can learn 
via training data. There are many forms of machine learning, 
including supervised learning, unsupervised learning, semi-
supervised learning, and reinforcement learning. Normally, 
building a machine learning model starts with data prepara-
tion for two sets: training data and test data. Machine learn-
ing learns from training data. The users evaluate the trained 
machine learning model using the test data. The evaluation 
by the test data is to make sure that we can use the trained 
model to predict the future unseen data with confidence. 
Training the machine learning model is a search for optimal 
parameters. The users seek the most suitable machine learn-
ing model parameters. The users choose a machine learning 
model for a proper task as different techniques will suit dif-
ferent tasks.

In this paper, we focus on supervised learning that include 
Logistic Regression (LR), K-Nearest Neighbor (KNN), 
Rule-Based Classifier (RBC), Decision Tree (DT), Random 
Forest (RF), Naïve Bayesian (NB), Multilayer Perceptron 
(MLP), Support Vector Machine (SVM), and Long Short-
Term Memory (LSTM).

Logistic Regression (LR) is a mathematical modeling-
based machine learning used to describe the relationship of 
several independent variables to a dependent dichotomous 
(binary) variable. We can train LR as classifier as it is a 
suitable regression analysis for the dependent dichotomous 
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variable. Logistic regression can describe the relationship 
between one or more dependent binary variables and inde-
pendent variables that specify at least one sequence, range, 
or ratio level [31–33].

K-Nearest Neighbors (KNN) is a simple non-parameter 
classification method. The KNN is a case-based learning 
method that maintains all training data for the classification 
task. To use KNN, we need to choose a suitable K value, 
and the classification result depends on this value. There are 
many ways to select a K value, but the easy way is to run the 
algorithm multiple times with different K values and choose 
the most effective one. To classify data using a KNN clas-
sifier, we need three things: stored training data, K value, 
distance, or similarity metric. The KNN performs as follows. 
(1) read in a data record to classify. (2) compute the distance 
between the classifying data record to all stored training 
data. (3) select the K smallest distance. And (4) classify the 
classifying data based on the majority vote from the K near-
est data records’ labels [34].

Rule-Based Classifiers (RBC) comprise a rule set in the 
form IF X, then Y. Using classification training dataset, we 
can train a rule-based system to become an RBC. RBC needs 
a rule-based algorithm to generate a rule set as a classifica-
tion scheme defined as a set of IF-THEN rules. We then can 
use the ruleset to classify each instance in the dataset. CN2 
is one of the most widely used as a rule induction algorithm. 
CN2 Rule Induction is a rule-based algorithm of the rule-
based classifiers. CN2 uses the heuristic function, such as 
Entropy, Laplace, and Accuracy, to terminate the search dur-
ing rule formation based on the noise approximation present 
in the data. The specified rules may not correctly classify 
all training samples. However, it works fine with the new 
unseen data. The CN2 accepts only rules of exceptional pre-
cision so it can deal with noise. Besides, CN2 can create a 
sorted or unordered rule list [35, 36].

Decision Tree Classifier (DTC) is a tree-like model repre-
sented as a recursive partition of the data space. A decision 
tree consists of a most discriminant node that forms a rooted 
tree. At the top, a tree starts with a root node that does not 
have an incoming branch or link, or edge. All other nodes 
have only one incoming edge. Nodes with outgoing edges 
are called intermediate or test nodes. At the lowest levels, 
nodes are called leaves, which are decision nodes. There 
are many decision tree induction algorithms; some famous 
algorithms are ID3, C4.5, and C5 [37–40].

Random Forest (RF) is one of the best algorithms for 
classification tasks. The basic idea behind RF is that a group 
of weak learners can form a strong learner. RF can classify 
large datasets with high accuracy and precision. RF acts as 
a classifier with every tree dependent on a random vector 
value. RF generates many decision trees at the time of train-
ing, and the outcome of the modalities predicted by each tree 
created using bootstrap samples of training data and random 

selection of attributes in tree induction. Prediction is formed 
by combining using majority vote or averaging all decision 
trees [41–44].

Naïve Bayesian (NB) is an easy learning probabilistic-
based algorithm that uses Bayes’ rule in conjunction with 
the explicit assumption that attributes are conditionally inde-
pendent of each other. Based on training data, NB estimates 
the posterior probability P(y|x) of each class, y, of a given 
object, x. We can use the estimation for classification appli-
cations. Because of its computational efficiency and many 
other desirable properties, NB appears as an acceptable solu-
tion in many practical implementations [45–48].

Multilayer Perceptron (MLP) is one type of artificial neu-
ral network (ANN) based on simulating the function of the 
human brain using a computer program. The goal of ANN 
is to make computers as intelligent as humans are. ANN 
can learn from training data and recall back knowledge to 
apply to the specific trained problems such as Classification, 
Regression, and Clustering. MLP is often referred to as a 
“black box” because of its functionality. MLP, sometimes 
called a feedforward network, has several calculation steps. 
It starts with the input data entered at the input layer having 
synaptic weight linked to neurons in the hidden layers. MLP 
may have several hidden layers depending on the complexity 
of data. Each hidden layer has synaptic weights connected 
to the next layer. The outputs from the previous layer act 
as the input to the next layer. The signal reaches the output 
layer, where the prediction output goes out from the neural 
network [41, 49–51].

Support Vector Machine (SVM) is based on the learn-
ing of statistical theory. Several researchers applied SVM to 
many applications in data classification or pattern recogni-
tion. SVM theoretical concepts are as follows. (1) Structural 
Risk Minimization is a concept that expresses the extent of 
the risk or the likelihood of learning errors. The SVM learn-
ing process determines the function of decision-making to 
minimize the error rate. The kernel function is an important 
concept that supports a vector machine technique. A ker-
nel function maps data from input space to feature space to 
create non-linear decision-making functions to data in the 
leading space. (2) Optimal margin hyperplane is a crucial 
concept of vector machine support techniques. The learning 
process of SVM is to find the plane with the maximum mar-
gin, in which it can separate the data into two groups apart 
and solve the problem of overfitting [52–54].

Long Short-Term Memory (LSTM) is a deep learning 
model in a recurrent Neural Network (RNN) group. RNN 
provides hidden state feedback as input that makes it pos-
sible to capture the dependency of sequence data such as 
time series and natural languages. RNN is not only to pro-
cess a single data point but also to process sequential data. 
LSTM, developed to solve the problem of exploding and 
vanishing the slope error faced in traditional RNN, is well 
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suited for classification, processing, and prediction based on 
time series data as there may be an unknown period between 
events in time series. One can use LSTM for many tasks 
such as sentiment analysis from documents, handwriting 
recognition, speech recognition, and anomaly detection of 
network data [55–57].

The Proposed Fake News Detection 
Framework

Fake news or misinformation contents are overly broad and 
very dynamics making it hard to build machine learning as a 
fake news detection system. However, it is not impossible to 
build a robust news classifier. As news producers distribute 
and publish news online, people can access it quickly via the 
Internet from anywhere. The www and social media keep 
both real and fake news on the cloud servers. People pose a 
comments discussion on the news website and share them 
on social media.

We propose a fake news detection framework based on 
three main modules: Information Retrieval (IR), Natural 
Language Processing (NLP), and Machine Learning (ML). 
The IR module retrieves news information from the Internet 
according to the news query fed by the user. The results from 
the search content are the relevant news contents from many 
news online sources. Next, the NLP module analyzes the 
retrieved documents by performing segmentation, cleans-
ing, and feature extraction. Finally, the ML module classifies 
the news into three known classes are Real, Suspicious, and 
Fake. Figure 1 illustrates the proposed fake news detection 
framework.

The implementation of fake news detection comprises 
two phases: (1) news collection and training and (2) machine 
learning prediction. Each involves IR, NLP, and ML mod-
ules. In the first phase, web crawlers in parallel collect data 
from www and social media and preprocessed them to train 

machine learning as a fake news detection model. In the data 
collection and training phase, the IR module crawls the web 
to retrieve the news data from news websites and use them 
as domain corpus used in the NLP module. The user query is 
the entry point to get the training data. For each news query, 
the system sends web crawlers to fetch and retrieve a related 
news list. The relevant news list is processed to get featured 
data for training the machine learning model. Each news 
query will act as a user query. It means that the web crawler 
will fetch the web to retrieve a relevant news list correspond-
ing to the news query. NLP will process the retrieved news 
list and return featured data. The NLP module receives the 
news content and performs text segmentation, cleansing, and 
feature extraction. Finally, the resulted feature data flow to 
build the machine learning. We used the featured data for 
analysis, labeling them as fake, real, or suspicious.

The data collection must be large enough to be used to 
train machine learning models. We separate the feature data 
into two sets: a training set and a test set. We use the training 
set to train and cross-validate the machine learning model 
during the training period, while the test set evaluates the 
resulting trained model. The training phase stops when the 
best model is ready for further deployment in the machine 
prediction phase. The machine learning prediction phase 
is the online fake news prediction deployment. It is a web 
application development of machine learning-based fake 
news prediction. In this phase, the IR module receives a 
news query from a user then the web crawlers crawl the web 
and social media to retrieve the relevant news contents with 
cosine similarity to the news query. NLP receives the news 
contents and analyzes them by doing word segmentation, 
cleansing, feature extraction. The trained machine learning 
model gets the featured data and classifies them into three 
classes: Real, Fake, or Suspicious. Also, the retrieved news 
contents list according to the similarity to the query.

Information Retrieval

Our challenging task is to create a fake news detection 
model. Then we can use it to detect fake news online to warn 
people not to share or distribute fake news or misinformation 
to others. Information retrieval plays a crucial role in the 
framework. It is a key to access news content on the www 
and social media on the Internet. Not only the Internet store 
real news, but it also stores fake news. Web crawler-based 
Information retrieval is a better way to collect the news con-
tent on online news websites.

The proposed web crawler-based information retrieval 
module comprises the news collection process and the fea-
ture extraction process. In the news collection process, web 
crawlers are web robots or agents sent out to collect infor-
mation from news sources on the web considering big data. 
The web crawlers retrieve web data and send them to the Fig. 1   Fake news detection framework
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data preparation process. The news list is the result of web 
crawler-based information retrieval. Each news list related 
to a query consider high similarity in the contents. Figure 2 
shows flowchart of web crawler-based information retrieval.

From Fig. 2, the web crawler-based information retrieval 
sends a web crawler that is a search robot out to www and 
social media. It starts with an entry to the main page, where 
the robot can extract links to news pages. Each link is a URL 
linked to a news page a target the robot needs to retrieve 
the contents. The robot check if the page is not visited, it 
fetches the page and extracts the news contents. The robot 
stores the resulted from the news page into database storage 
for further analysis. If all the pages in the list are visited, the 
robot stops. The web crawler robots continuously collect 
the data daily to get up-to-date news content. The natural 
language module in the data preparation process analyzes 
the retrieved news contents.

Natural Language Processing

Natural language processing (NLP) operates crucial tasks 
in the data preparation process. NLP performs word seg-
mentation, data cleansing, word stopping, feature extrac-
tion, word indexing, and word embedding. The data 
preparation process produces clean texts of news contents 
before being sent to a feature extraction process for con-
verting to featured data vectors and stored in a featured 
database. The feature extraction subsequently receives 
data from the information retrieval process, which gets a 
query from a user one at a time sent to the web crawlers 

to seek the relevant news contents from the Internet. The 
query process sends the retrieved news contents to the data 
preparation process and transforms them into featured data 
vectors. The feature extraction module also performs a 
similarity measure of retrieved news contents with the 
news storage and sorts the news contents according to 
their distance to the query. Later the sorted news list can 
be displayed as related news to the user on a website. The 
featured data will be used for traditional machine learning 
models, while LSTM deep learning uses a sequence of 
text input. Figure 3 shows the natural language processing 
framework proposed in this research.

Machine Learning Modeling

Machine learning (ML) is an engine used to a type of news 
into one of three groups: fake, real, or suspicious. ML 
receives feature data from the NLP module that processes 
text data into document vectors. Machine learning mod-
els in this work comprise both traditional classifier and 
modern deep learning models. The conventional models 
include Logistic Regression (LR), K-Nearest Neighbor 
(KNN), Rule-Based Classifier (RBC), Decision Tree 
(DT), Random Forest (RF), Naïve Bayesian (NB), Mul-
tilayer Perceptron (MLP), and Support Vector Machine 
(SVM). The modern deep learning model is Long Short-
Term Memory (LSTM). Deep learning model can directly 
connect with text data as it can automatically extract fea-
tures during the training period. Figure 4 shows fake news 
detection with machine learning framework.

Fig. 2   Web crawler-based Information Retrieval

Fig. 3   Natural language processing framework
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Mathematical Models and Algorithms

For the information retrieval process in this research, we 
send out a web crawler as a search engine to retrieve rel-
evant news corresponding to the news query. Mathematical 
models are defined. Let us define a news vector document 
as in (1):

where nj,i is a word or term jth in the ith news document �i , 
and N is the number of words in the ith news document. N 
is varied for each news document.

Let us define a news query document as in (2):

where qj is a word or term jth in the query, and Q is the 
number of words in the query. Q is varied for each query.

In measuring the similarity of two vectors, the two vec-
tors must have the same size. Since Q and N are varied, we 
need to make them the same size.

Let us define a truncated cosine similarity modified 
from cosine similarity [58] as in (3) and (4):

(1)�i = [nj,i] = [n1,i, n2,i, ..., nN,i],

(2)� = [qj] = [q1, q2, ..., qQ],

(3)tcs(�, �i) =
� ⋅ �i

����� × ���i��
=

∑L

j=1
qjnj,i

�∑L

j=1
q2
j
.

�∑L

j=1
n2
j,i

where tcs(�,�i) is the truncated cosine similarity between 
the query � and the ith news document �i.

Let us define � represents a list of segmented news texts, 
as in (5):

where Sp, p = 1, 2, ...,P, defined in (6), is a concatenated 
text sequence retrieved from a preprocess of relevant news 
texts corresponding to a news query, �p. P is the number of 
queries.

where wi, i = 1, 2, ..., Lp, is a word in the text sequence. Lp is 
the dimension or length of the pth text sequence.

Let us define a data matrix � as in (7) and a target matrix 
� as in (8):

where �p ∈ ℜ5, p = 1, 2, ...,P , is a feature data vector and 
tp is a target label of �p . Each tp ∈ [C1,C2, ...,CG] , G is the 
number of classes.

Let us define fs, as in (9), representing fake news score, 
rs, as in (10), representing real news score, sm, as in (11), 
representing similarity matching score, lf, as in (12) and (13), 
representing the length of domains of fake news, and lr, as in 
(14) and (15), representing the length of domains of real news.

where NT the predefined negative terms in �i that are the 
words that usually appear in fake news.

where PT is the predefined positive terms in �i that are the 
words that usually appear in real news.

where � represents a user defined threshold similarity 
between a query to the retrieved news document; it is a sca-
lar value in range [0.0, ..., 1.0], e.g., set � = 0.3.

where DF is the domain fake news that are the web domains 
in which the fake news appears. Alternatively, lf can be cal-
culated from

(4)L = min(Q,N),

(5)� = [S1, S2, ..., SP],

(6)Sp = [w1,w2, ...,wLp
],

(7)� = [�p] = [�1, �2, ..., �P],

(8)� = [t1, t2, ..., tP],

(9)fs = count(NT),

(10)rs = count(PT),

(11)sm = sum(tcs(�j, �i)|tcs ≥ �),

(12)lf = count(DF),

(13)lf = length(DF),

Fig. 4   Fake news detection with machine learning framework
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where length is the length of domains containing fake news.

where DR is the domain real news that are the web domains 
in which the real news appears. Alternatively, lr can be 
obtained from

where length is the length of domains containing real news.
Relations among (1) thru (15) can be explained as fol-

lows. Equations (1) and (2) represent news document vec-
tors and a news query document vector, respectively. Equa-
tion (3) is a proximity formula based on cosine similarity 
to measure the similarity among vectors, while (4) is used 
in (3). Equation (3) determines the relevant news document 
vectors returned by the web crawlers. Equations (5) and (6) 
represent the text sequences obtained from retrieved relevant 
news processed by (1)–(4). Equations (7) and (8) represent 
numerical features and corresponding labels, respectively. 
Equation (7) stores featured data extracted from (9) to (15). 
We can use (12) and (13) alternatively. Equations (14) and 
(15) also can be used interchangeably.

For news data preprocessing, we introduce three algo-
rithms: Web Crawler-based Information Retrieval, NLP-
based Feature Extraction, and Clustering based News 
Labeling. The three algorithms are shown in Algorithm 1, 
Algorithm 2, and Algorithm 3.

Algorithm  1, Crawler-based Information Retrieval, 
receives a news query from a user. The system sends crawl-
ers to visit websites and retrieves the relevant news with 
metadata. This algorithm calculates the similarity between 
the user news query with the retrieved and returns the news 
metadata with similarity scores. Algorithm 1 is used by 
Algorithm 2.

Algorithm 2, NLP-based Feature Extraction, processes 
the news documents and transforms them into featured 
data used by traditional machine models. The algorithm 
loops to a list of queries and calls Algorithm 1 to obtain 
relevant news from news sources. Each new query then 
has a list of the relevant news set. Next, Algorithm 2 pro-
cesses each relevant news content by performing word 
segmentation, word stopping, word cleansing, fake news 
score calculation, real new score calculation, similarity 
matching calculation, length of domain fake news calcu-
lation, length of domain real news calculation, and store 
them in featured data vector. This algorithm also performs 
text concatenation where the high similarity among the 
news query and the retrieved news are concatenate after 
word segmentation and cleansing processes. The algorithm 
returns the feature data vector as well as the cleaned text 

(14)lr = count(DR),

(15)lr = length(DR),

sequences. Algorithm 3, Clustering-based News Labeling, 
is for a labeling process. The algorithm receives featured 
data and clusters them into three segments. Given initial 
centroids as three randomly chosen from the training data, 
the algorithm takes one record at a time and calculates 
the Euclidean distance with the centroids. The algorithm 
finds the winner, which is the closest centroid to the check-
ing datum. The algorithm assigns a label to the checking 
datum as a member of the winner centroid. The label is the 
same as the winner centroid. Next, the algorithm continues 
receiving the next data point and repeats the process until 
all data are visited. The algorithm updates the centroids 
according to the member in each cluster. If the centroids 
do not converge, it loops again for the next iteration until 
the algorithm converges to stable centroids. 

Algorithm 1 Crawler-based Information Retrieval
Input: news query q and M is the number of website
Output: retrieved news ni with similarity values to the new
query q

function information retrieval(q,M)
for i from 1 to M do:

send crawlers to visit webi

retrieve ni from the webi

calculate tcs(q,ni)
return ni

Algorithm 2 NLP based Feature Extraction
Input: the news document q and P is the number of queries
Output: the feature data D = [dp] = [d1,d2, ...,dP ] and text
sequence S = [Sp] = [S1, S2, ..., SP ]

function natural language processing(q,M)
for p from 1 to P do:

call the information retrieval
retrieve news document set n
according to the query qp
for each ni, i from 1 to M do:

word segmentation
word stopping
word cleansing
calculate fake news score,
fs = count(predefined negative terms in ni)
calculate real news score
rs = count(predefined positive terms in ni)
calculate similarity matching
sm = sum(tcs(qp,ni)|tcs ≥ α)
calculate length of domain fake news
lf = count(domain fake news)
calculate length of domain real news
lr = count(domain real news)
Sp = concatenate(ni|tcs ≥ α)

append featured data D ← dp = [fs, rs, sm, lf, lr]
append text sequence S ← Sp = [w1, w2, ..., wLp

]

return D and S
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Algorithm 3 Clustering based News Labeling
Input: feature data D
Output: feature data with label D,T

function news labeling(D)
set the number of clusters = 3
set initial centroids C = [c1, c2, c3]
by selecting 3 records randomly from D
while not converge do:

for di in D do:
for cj in C do:

compute Euclidean distance

dist(di, cj) =
√∑L

k=1(di,k − cj,k)2

find the cwinner

winner = argminjdist(di, cj))|j = 1, 2, 3
set winner as a label Ti

assign di as a member of cwinner

update centroids
average value of the members of each centroid
if the centroids do not change then:

converge=True.
return D,T

Machine Learning Modeling and Evaluation

We used machine learning as an engine to classify fake news. 
There are many machine learning models for classification. 
But what the most suitable model for Thai fake new detec-
tion based on feature data extracted in this research was our 
concern. To select the best model, we need metrics to measure 
the efficiency of the models. A confusion matrix is defined 
as in Table 1, where Ti,i, i = 1, 2, ...,G , is the number of cor-
rect predictions, and Fi,j, i = 1, 2, ...,G , j = 1, 2, ...,G , i ≠ j , 
is the number of false predictions, class i is incorrectly classi-
fied as class j. Based on confusion matrix, ones can compute 
performance metrics of classifiers. The popular metrics for 
classification models include accuracy, precision, recall, and 
F-measure (or f1 − score ). For multi-class classification prob-
lems, the formula of the metrics are as in (16)–(22).

where accuracy is the overall accuracy of the classifier, |�| 
is the number of test data.

where Ti,i, i = 1, 2, ...,G , is the number of correct predic-
tions, 

∑
columnj , j = 1, 2, ...,G , represents the number of 

(16)accuracy =

∑G

i=1
Ti,i

���
,

(17)pri =
Ti,i∑
columni

(18)precision =

∑G

i=1
pri

G
,

machine learning predicted class; pri is the precision of class 
i; precision is the overall precision.

where Ti,i, i = 1, 2, ...,G , is the number of correct predic-
tions, 

∑
rowi , i = 1, 2, ...,G , represents the number of true 

class, rei is the recall of class i; recall is the overall recall.

where fi is the F-Measure of class i; F-Measure is the overall 
recall taking weighted average from all classes.

The Experimental Results

Data Collection and Data Preparation

To build a fake news detection system, we need data to 
train machine learning to classify the news. We need data 
as much as possible to cover the news domain. In doing so, 
we collected data using web robot crawlers. The detail of 
the web crawler-based information retrieval process as in 
Algorithm 1.

It is a challenging task for Thai language processing 
because the Thai language has no space between words. We 
applied PyThaiNLP [30] as a tool for Thai word segmen-
tation. We used the maximum matching method for Thai 
word segmentation and a custom dictionary with the size 
of vocabularies of 75,936 words used in this study. Figure 3 
shows the flowchart of the natural language processing 
framework.

(19)rei =
Ti,i∑
rowi

(20)recall =

∑G

i=1
rei

G
,

(21)fi = 2
pri × rei

pri + rei

(22)F −Measure =

∑G

i=1
fi

G
,

Table 1   Confusion matrix

Predicted classes

Actual classes C1 C2 C3 … C
G

C1 T1,1 F1,2 F1,3 … F1,G

C2 F2,1 T2,2 F2,3 … F2,G

C3 F3,1 F3,2 T3,3 … F3,G

… … … … … .
C
G

F
G,1 F

G,2 F
G,3 … T

G,G
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For feature extraction, Algorithm 2, we use words that 
usually appear on fake or real news. The feature extraction 
takes acts when the web crawlers retrieve the news contents 
relevant to the query based on the truncated cosine similar-
ity defined in (3). We used (7)–(13) for feature extraction 
from each news document. The data extracted are expected 
to have discriminatory characteristics of fake and real news. 
Please be informed that the context of fake and real news 
may be different in each country. The predefined negative 
words and positive words may vary in other countries. Here 
the positive and negative words are for Thai news.

The sample negative words, translated from Thai, are as 
follows: [ambiguous facts, ancient stories, artificial news, 
bad information, bad news, baseless, brag, but did you know, 
cannot cure disease, cannot do it, casual, catch pontoon, 
claims, cut paste, deceitful, deception, defamation, distorted 
messages, do not believe, do not share, does not exist, don’t 
become victims, editing, fake, fake events, fake informa-
tion, fake messages, fake news, fake news messages, fake 
news stories, fake stories, false, false beliefs, false facts, false 
information, false news, false reports, false statement, false 
stories, falsely, fraud, fraudulent web, garbage, incorrect 
facts, insecure facts, insecure information, insecure news, 
insufficient data, invalid information, is not true, lie, madden 
news, make a story, misinformation, misleading information, 
misrepresentation, mistakes of information, misunderstand-
ing, negative news, no indication, no information, not quali-
fied, not real, not real information, not real news, not true, 
not trustworthy, prank, propaganda, rumor, scam, slang, 
slogans, suspicious information, uncertain facts, uncertain 
information, uncertain news, unclear information, uncoor-
dinated data, unreliable facts, unreliable information, unre-
liable news, untrue facts, valuable information, worthless 
facts, worthless news, wrong news, wrong ways].

The sample positive words, translated from Thai, are 
shown as the following list: [authenticity, confirmed to be 
true news, no distortion, no fake, no false, no false news, non 
fake news, non-fake news, non-false news, not fake news, not 
false, real data, real information, real message, real news, 
shareable, true, true message, true news, true story, verified 
news].

Using Algorithm 1, Algorithm 2, and Algorithm 3, we 
collected data for 41,448 samples with three groups: real, 
fake, and suspicious. Each group has 13,816 records equally 
distributed. We separated data into three sets: training set, 
validation set, and test set. The number of training data was 
20,310. The number of validation data was 8,704, and the 
number of test data was 12,435. Table 2 shows sample data 
collected to build machine learning for fake news detec-
tion. Table 3 shows training, validation, and test sets.  

Extracted Feature Data

NLP analyzes the retrieved data from web crawling. Word 
segmentation separates text into word tokens. The cleansing 
process further cleans segmented tokens by removing unnec-
essary words and characters. The feature extraction process 
extracts import characteristics from the news content.The 
extracted features in this research comprise five character-
istics: score fake, score real, sim matched, domain fake, and 
domain real. score fake represents the count of negative 
words and fake group words that appear on the retrieved 
news contents. Also, score real is the count of positive or 
authentic group words found on the retrieved news contents. 
The sim matched feature is the accumulative cosine similar-
ity between news query and the retrieved news contents. 
Besides, domain fake and domain real represent the number 
of websites or the length of domain websites that have fake 
news and real news, respectively. Table 4 shows feature data 
correlation.

From Table 4, the featured data include score fake, 
score real, sim matched, domain fake, and domain real. 
The targeted classes comprise fake, real, and suspicious. 
It is worth noting that the extracted features correlate with 
the targets. The sim matched shows a positive correlation 
to fake class as well as real class. score fake and domain 
fake features have 0.7 and 0.76 having predictive influ-
ence with class fake. Besides, score real and domain real 
features have a positive correlation of 0.16 and 0.11 with 
the class real. It implies that the data can represent fake 
and real classes quite well. However, class suspicious has 
a negative correlation with features. It would be difficult 
to differentiate the suspicious group.

Figure 5 shows the scatter joint plot of clustered feature 
data. The data clustering shows that it is possible to build 
a classifier to differentiate the three classes. Class fake 

Table 2   Sample data collected Labels No. samples

Fake 13,816
Real 13,816
Suspicious 13,816
Total 41,448

Table 3   Training, validation, and test sets

Data sets No. samples Ratio

Training 20,723 0.50
Validation 8290 0.20
Test 12,435 0.30
Total 41,448 1.00
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Table 4   Feature data correlation

Score fake Score real Sim matched Domain fake Domain real Fake Real Suspicious

Score fake 1.00 0.07 0.35 0.91 0.15 0.70 − 0.43 − 0.35
Score real 0.07 1.00 0.16 0.10 0.86 0.04 0.16 − 0.22
Sim matched 0.35 0.16 1.00 0.37 0.22 0.27 0.30 − 0.65
Domain fake 0.91 0.10 0.37 1.00 0.20 0.76 − 0.47 − 0.38
Domain real 0.15 0.86 0.22 0.20 1.00 0.11 0.11 − 0.25
Fake 0.70 0.04 0.27 0.76 0.11 1.00 − 0.62 − 0.49
Real − 0.43 0.16 0.30 − 0.47 0.11 − 0.62 1.00 − 0.38
Suspicious − 0.35 − 0.22 − 0.65 − 0.38 − 0.25 − 0.49 − 0.38 1.00

Fig. 5   The scatter joint plot of clustered feature data
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seems to be well separate from the others, while real and 
suspicious seem to have an overlapped characteristic.

Preprocessing Setting for Machine Learning Models

In this research, we performed experiments based on two 
groups of machine learning. The first group was traditional 
machine learning comprising LR, KNN, NB, MLP, RF, and 
RBC. The second group was the deep learning LSTM model 
recurrent-based model. For the first group, the input to the 
models was the featured data extracted from the NLP mod-
ule. Unlike the traditional models, the input of the LSTM 
model was a sequence of text content concatenated from 
retrieved news descriptions. LSTM model used the relevant 
news content and classified it into fake, real, or suspicious.

There were 952,387 total trainable parameters for the 
LSTM model. The details of LSTM model settings were as 
shown in Table 5.

Machine Learning Modeling Comparisons

After data collection, feature extraction, and data analysis, 
we built a fake news detection system. We performed model 
comparisons to choose the best model as a classifier in our 
news detection system. We selected open-source tools to 
construct a fake news detection system. The data analysis 
and machine learning modeling tools include LR, MLP, 
SVM, DTC, RF, NB, KNN, RB, and LSTM. The perfor-
mance metrics used include accuracy, precision, recall, and 

F1-measure. Tables 6, 7, 8, 9 illustrate sample of the test 
performance results based on RBC, SVM, RF, and LSTM, 
respectively. It is noticed that the sampled models can clas-
sify fake and suspicious classes with high precision and 
F-measure, while they achieve lower scores with the real 
class. Table 10 shows the summary results of all machine 
learning models. Figure 6 shows a box plot based on test 
accuracy for 10-fold-cross-validation. It confirms that LSTM 
was the best model for achieving a perfect accuracy score. 
It can be seen that a deep learning LSTM model yields the 
highest accuracy, precision, recall, and F-measure with a 
perfect score; all accuracy, precision, recall, and f-measure 
are 1.00. MLP, RF, and SVM are among the second group 
with accuracy, precision, recall, and f-measure of 0.96-0.97. 
NB has the least accuracy, precision, recall, and f-measure, 
0.78, 0.85, 0.78, and 0.79, respectively.

Discussion

Fake news data are very dynamics. It is not an easy task 
to build a fake news detection system that generalizes all 
unseen data. Our idea is to exploit the news data on the 
Internet and social media by using it as inputs fed to the 

Table 5   The details of LSTM model settings

Layer type Activation Output shape No. Params

Text vectorization (None, None) 0
Embedding (None, None, 128) 589,568
Bidirectional LSTM (None, 256) 263,168
Dense Relu (None, 64) 16,448
Dense Relu (None, 256) 16,640
Dropout (None, 256) 0
Dense Relu (None, 256) 65,792
Dropout (None, 256) 0
Dense Softmax (None, 3) 771

Table 6   Test performance of RBC

Precision Recall F-measure

Fake 0.98 0.95 0.96
Real 0.77 0.97 0.86
Suspicious 0.97 0.82 0.89
Weighted avg 0.92 0.90 0.91
Accuracy 0.90

Table 7   Test performance of SVM

Precision Recall F-measure

Fake 0.99 0.99 0.99
Real 0.89 0.99 0.94
Suspicious 0.99 0.90 0.94
Weighted avg 0.96 0.96 0.96
Accuracy 0.96

Table 8   Test performance of RF

Precision Recall F-measure

Fake 0.99 1.00 1.00
Real 0.90 0.99 0.94
Suspicious 1.00 0.91 0.95
Weighted avg 0.97 0.96 0.96
Accuracy 0.96

Table 9   Test performance of LSTM

Precision Recall F-measure

Fake 1.00 1.00 1.00
Real 1.00 1.00 1.00
Suspicious 1.00 1.00 1.00
Weighted avg 1.00 1.00 1.00
Accuracy 1.00
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classifier. As discussed in the data preparation process, we 
used web crawler-based information retrieval to retrieve the 
data that contain fake and real news. The feature extrac-
tion step extracts news data for five features based on fake 
news score, real news score, similarity matching, length of 
fake news domain, and length of real news domain. The 
extracted feature data have highly distinguished character-
istics, as shown in the subsequence machine learning that 
can perform a classification task with higher accuracy than 
90% for most of the classifier models except for the NB. It 
confirms that the proposed NLP-based feature selection is 
suitable for the fake news classification task. Besides, LSTM 
with concatenated text from relevant news having high simi-
larity to the news query achieved best with a perfect test 
score for all metrics, including accuracy, precision, recall, 
and F-measure.

It is worth noting that the rule-based classifier provides a 
good feature as an explainable fake news detector. If–Then 
rules are good for reasoning why the classifier has such an 
answer to the query. A sample of If–Then rules extracted 
from the data are listed below.

IF score fake ≥ 9.0 AND score real ≤ 2.0 THEN 
label=fake

IF score fake ≥ 7.0 AND domain fake ≤ 106.0 THEN 
label=fake

IF score fake ≥ 3.0 AND score real ≤ 4.0 THEN 
label=fake

IF score fake ≥ 4.0 AND sim matched ≤ 5.0 THEN 
label=fake

IF score fake ≥ 4.0 AND score real ≤ 6.0 THEN 
label=fake

IF domain fake ≥ 29.0 AND domain real ≤ 22.0 THEN 
label=fake

IF score fake ≥ 4.0 AND sim matched ≥ 8.0 THEN 
label=fake

IF sim matched ≥ 10.0 AND domain fake ≤ 13.0 THEN 
label=real

IF score fake ≤ 1.0 AND score real ≥ 2.0 THEN 
label=real

IF score real ≥ 8.0 AND score fake ≤ 7.0 THEN 
label=real

IF score fake ≤ 2.0 AND score real ≥ 3.0 THEN 
label=real

IF score fake ≤ 1.0 AND sim matched ≥ 3.0 THEN 
label=real

IF domain real ≥ 20.0 AND score real ≤ 2.0 THEN 
label=real

IF sim matched ≤ 14.0 AND sim matched ≥ 2.0 THEN 
label=real

IF score fake ≤ 1.0 AND sim matched ≤ 2.0 THEN 
label=suspicious

IF sim matched ≤ 4.0 AND domain fake ≤ 13.0 THEN 
label=suspicious

IF score fake ≤ 1.0 AND domain fake ≥ 15.0 THEN 
label=suspicious

IF score fake ≤ 2.0 AND score fake ≥ 2.0 THEN 
label=suspicious

IF domain real ≥ 26.0 AND score fake ≤ 4.0 THEN 
label=suspicious

IF domain fake ≤ 13.0 AND sim matched ≥ 6.0 THEN 
label=suspicious

IF TRUE THEN label = suspicious
The above rule set is an ordered rules list in which the 

last rule is the default rule. To decide for each input featured 
datum, the system checks which rule matches or covers the 
input datum. If the input datum matches the condition of 
a rule (TRUE statement), the decision is the label output 
from the conclusion part of the covered rule. If the datum 
matches a rule, the decision is made based on the covered 
rule. There is no other rule needed to check. However, if 
no rule covered the input datum, the default rule “IF TRUE 
THEN label = suspicious” will activate. The decision label 
will be “suspicious.”

Table 10   Machine learning 
model comparisons

Metrics|Models NB LR MLP SVM DT RF KNN RBC LSTM

Accuracy 0.78 0.92 0.96 0.96 0.92 0.96 0.93 0.90 1.00
Precision 0.85 0.92 0.96 0.96 0.92 0.97 0.93 0.92 1.00
Recall 0.78 0.92 0.96 0.96 0.92 0.96 0.93 0.90 1.00
F-measure 0.79 0.92 0.96 0.96 0.92 0.96 0.93 0.91 1.00

Fig. 6   Test accuracy box plot of machine learning



	 SN Computer Science (2021) 2:425425  Page 14 of 17

SN Computer Science

Web Application

After data preprocessing and machine learning modeling 
phases, we designed and developed a fake news detection 
system using the best-trained machine learning model. 
For stability, we designed cloud-based online fake news 
detection. We used the following tools for system devel-
opment: Ubuntu 20.04 operating system, MongoDB data-
base system for storing news data, Python for information 
retrieval, natural language processing, and machine learn-
ing, Django web framework for frontend web develop-
ment, and Apache2 as a web server.

The main functions of the system include the query 
users entered for checking fake or real news. The web 
application will take the user query to analyze and return 
the response result with related news websites sorted based 
on the similarity. The user enters a news query via the 
text area input form, then the system in parallel sends out 
web-crawler information retrieval agents to fetch related 
news from the web and social media. The returned relevant 
news list is processed via the NLP module to get featured 
data and fed to the machine learning prediction module. 
The whole process time may take about 3–10 s to respond, 
depending on how popular the news query.

It is noticed that we used LSTM instead of BERT and 
GPT because we use machine learning for classifying the 
type of news. When a user enters a news query into the 

system, the user expects a fast response as the best user 
experience. Having too many parameters, BERT or GPT 
may not respond quickly enough for classifying news. Just 
do a classifying job, then we chose LSTM instead.

The web application provides known fake and real 
news articles, which are currently in the attention of social 
media communities. Figures 7, 8 show sample pages of 
the automatic online Thai fake news detection. The web 
application can be accessible at https://​thaid​imach​ine.​org.

Conclusion

Detecting fake news is a difficult task as the news stories 
are very dynamic. This research proposes a new robust 
method to tackle fake news or misinformation. We employ 
three main techniques to build automatic online fake news 
detection. In our methodology, first, we use Information 
Retrieval as a mechanism to retrieve data from an online 
news website and social media. Next, the natural language 
processing analyzes the retrieved news, which results in 
feature data that are well distinguished. Lastly, machine 
learning receives the feature data and classifies the news 
articles into three classes: real, fake, and suspicious. We 
used a web robot to crawl data for 41,448 samples and 
pre-classified them into real, fake, and suspicious classes. 
The number of data samples in each group is balanced. We 

Fig. 7   The automatic online Thai fake news detection

https://thaidimachine.org
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separate the data into three sets: training set, validation set, 
and test set, each for 50%, 20%, and 30%, respectively. The 
machine learning models used in the study were Logis-
tic Regression (LR), K-Nearest Neighbor (KNN), Naïve 
Bayesian (NB), Multilayer Perceptron (MLP), Random 
Forest (RF), Rule-Based Classifier (RBC), and Long 
Short-Term Memory (LSTM). We found that LSTM was 
the best model that achieved 100% on test data measured 
by accuracy, precision, recall, and f-measure. Finally, we 
deployed an automatic online fake news detection web 
application run at https://​thaid​imach​ine.​org, based on the 
best machine learning model.

For future research, we will explore more on the deep 
learning models. We have a research question on how to 
make deep learning understand the news more as humans 
do. The machine can predict the type of news and explain 
why it gives such an answer or response. Besides, if news 
contents comprise text, sound, and video, the machine 
must analyze and respond correctly. In addition, we plan 
to apply study for a deeper understanding of the language. 
We will need a more complex architecture such as BERT 
and GPT. That leaves for further investigation in the 
future.
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