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Abstract
This paper describes an ongoing research project which explores the design and use of inexpensive robotics, artificial intel-
ligence techniques, and human–computer interaction methods, to enrich assisted living environments. Such environments 
provide help to the inhabitants of a home or office, assisting them to perform daily activities, helping them to socialize and 
interact with others, and to provide enhanced levels of security and safeness. We present the development of an inexpensive 
robotic solution to help people with disabilities and/or older adults to perform their daily activities. It can be used as a remote 
controlled surveillance system, and also as a personal assistant. It is able to recognize each inhabitant, his/her emotions, and 
detect abnormal situations such as falls and health problems. The whole system is designed to operate solely within a local 
network and special attention is given to the privacy and data protection of the users.

Keywords Assistive technologies · Domotics · Low-cost robotics · Artificial intelligence · Human–machine interaction · 
Telepresence

Introduction

An assisted living environment offers a set of devices and 
tools to assist inhabitants to perform daily activities such as 
controlling the lighting, temperature, humidity, media cent-
ers, and all sorts of appliances. The automation of these 
tasks in a home environment is commonly referred as domot-
ics and is accomplished by integrating sensors, actuators, 
and home appliances, in a coherent way under a network 
environment. In essence, this technology transforms a house 
into a so-called smart house.

Domotics can have a positive impact in people’s life, 
increasing their levels of comfort and quality of life. This is 
especially relevant in the case of people with limitations1, 
where the use of technology is of paramount importance for 

the execution of a variety of tasks that would not be possible 
otherwise. The benefits of technology tend to be emphasized 
when used by people with limitations. Consider for example 
a screen reader. Such a technology can be useful for driv-
ers to listen to text messages while driving to work. The 
advantages for blind people, however, are of another order 
of magnitude, allowing them to have access to digital docu-
ments and navigate on the world wide web.

Although the proliferation of home automation solu-
tions has been increasing over the years, the resulting living 
environments are still, for the most part, confined to per-
form relatively simple tasks. Moreover, they are often not 
designed with enough concern towards accessibility issues. 
Given the technological advances that have been occurring 
in the fields of Robotics, Artificial Intelligence (AI), Aug-
mented and Virtual Reality (AR/VR), and Human–Com-
puter Interaction (HCI), we envision a future with assisted 
living environments that are substantially richer than those 
that exist today. Our research work has been guided with this 
vision in mind, and we have the following goals:
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– Develop low cost robotic solutions to help people with 
limitations in performing daily tasks in an intelligent 
home environment.

– Design and evaluate more natural interaction methods to 
allow this group of people to have a better user experi-
ence, not only with their surrounding environment but 
also with a remote one via telepresence.

– Increase the autonomy of people with limitations, pro-
viding mechanisms that allow them to have a more inde-
pendent life.

The rest of the article is organized as follows. Section 2 pre-
sents an overview of past work done in this area. Section 3 
describes a prototype of a robotic assistant solution that was 
developed to test our initial ideas, along with informal obser-
vations collected from a group of users. Section 4 describes 
our subsequent efforts in understanding user needs, as well 
as concerns with privacy and data protection for this type of 
systems. Section 5 describes a further iteration of our user-
centered development approach, namely the integration of 
AI techniques for recognizing people and their emotions as 
well as postures and abnormal situations. Finally, Sect. 6 
presents ideas for future work, and Sect. 7 summarizes and 
concludes the paper.

Previous Work

Domotics have been used to develop smart environments 
enabling people with limitations to interact with physical 
objects (e.g. a paraplegic person can use a remote control 
or mobile application to open a door or turn on/off a light), 
increasing their level of independence in their homes [1, 9, 
12]. Delnevo et al. [12] presented a system that was designed 
to improve the accessibility of buildings, using Raspberry 
Pi and users’ mobile devices. Alrajhi et al. [4] developed 
a Brain Computer Interfacing based smart environment 
that allows a person with quadriplegia to open/close doors. 
Domotic technologies have also been used to build applica-
tions for improving the well-being of older adults [42]. For 
instance, fall detection systems have been developed to alert 
other inhabitants [13, 21].

A novel and inexpensive WIFI-based system for human 
monitoring was introduced by y Bassoli et al. [5]. This 
approach uses standard WIFI networks as an alternative to 
well established protocols such as Z-Wave or ZigBee [17]. 
A system based on WIFI connectivity has an advantage over 
the more traditional communication protocols: All devices 
can be easily connected to the Internet using a conventional 
router, without the need to acquire a specific home gate-
way to allow connectivity. However, as described by Bas-
soli et al. [5], the main issue of the WIFI connectivity is 
the higher power consumption. A system that combines a 

single-board micro-controller (Arduino UNO) as process-
ing unit, a low-cost WIFI microchip (ESP8266) and many 
sensors (a dust sensor, aCO2 sensor, a light sensor, and a 
temperature and humidity sensor) was developed to moni-
tor indoor air quality of assisted living environments [31].

An interesting study was published by Malasinghe et al. 
[30], in which they provide an extensive review of “advances 
in remote healthcare and monitoring” using both with-con-
tact and contactless methods, namely heart and blood mon-
itoring systems, diabetes monitoring systems, monitoring 
systems for neurological diseases, and fall detection systems. 
With these technologies, people with disabilities and/or 
older people can perform their daily activities at home. Fall 
detection systems are especially important in smart homes 
designed for people with limitations.

Shalom Greene [20] proposed a system that integrates 
fall detection into a smart home. His main goal was to pro-
vide a safe environment for older adults. As described by 
him [20, 21], a Tiva C Launchpad with a WIFI expansion 
and an accelerometer is used to detect the falls. When a fall 
is detected, it communicates with a Raspberry Pi via HTTP 
requests and then, using text-to-speech interactions with the 
person. Using a device with speech recognition capabili-
ties, more specifically the Amazon Echo device, this system 
is able to receive the confirmation of the detected fall. In 
addition, researchers have been developing alternative inter-
action methods to allow people with severe coordination 
problems to control their home appliances [4, 6, 9, 14, 46].

When designing this type of domotic solutions, it is 
important to understand the needs and desires of all the 
inhabitants (with or without limitations) of a house, pro-
viding a rich experience for all. Another important aspect 
is to understand the way each individual interacts with the 
devices and with other residents, so that better solutions can 
be designed [6, 9].

Shalom Greene [9] designed a framework that allows 
people with disabilities and their family members to con-
trol home appliances using a mobile device. That work was 
inspired by a text-entry method for people with motor coor-
dination problems which uses the metaphor of navigating 
through groups and sub-groups of sets of options [10, 18]. 
The concept of navigating through different groups seemed 
the prefect metaphor for walking between rooms to turn on/
off home appliances. Based on previous studies [8, 18, 29], 
as well as on informal interviews conducted with people 
with cerebral palsy [9], an interface was designed allowing 
each user to adapt and use it according to her/his own needs.

The assisted living environment described in Condado 
and Lobo [9] was built and evaluated with an unconven-
tional approach. The main goal was to study the proposed 
system in a real life scenario, learning more about the 
real interaction between the inhabitants and the home 
appliances. This was achieved using inexpensive and 
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well-known domotic technologies, low-powered comput-
ers, single-board microcontrollers (e.g. Arduino boards), 
sensors and actuators.

Some researchers used neural network models to 
develop work to promote accessibility. Alam et al. [3] pro-
posed a framework called SafeAccess that makes intelli-
gent environments safer for people with disabilities.Abiyev 
and Arslan [2] also presented a head mouse system based 
on convolutional neural networks (CNN) to allow people 
with severe motor coordination problems to control com-
puter devices.Rabhi et al. [35] describe another interaction 
method based on a model that uses neural networks and 
a specific image preprocessing step that allows people to 
control wheelchairs using their facial expressions. A gaze 
region estimation system, which also uses deep CNN to 
estimate gaze direction, was proposed by Kato et al. [26]. 
Ding and Wang [13] proposed a WIFI-based fall detec-
tion system, which uses a recurrent neural network (RNN) 
model to classify human movement and recognize a fall 
situation. Shimakawa et al. [39] developed a mobile appli-
cation to assist people with visual impairments to walk. 
The application recognizes dangerous situations (e.g. 
obstacles) from images acquired by a camera and alerts 
the user.

Computer vision and deep learning have been used to 
build fall detection systems [34], as well as eHealth solu-
tions, and these techniques are essential to develop a rich 
assisted environment.

A Summary and Perspective of the Literature

A variety of systems have been proposed for helping 
people with limitations in assisted living environments, 
namely special-purpose user interfaces [2, 4, 6, 9, 14, 26, 
36, 46], monitoring systems [3, 5, 22, 30, 33, 40], fall 
detection systems [13, 21, 34], and devices based on differ-
ent communication protocols [5, 17, 19]. Table 1 summa-
rizes the literature in this area, highlighting the advantages 
and disadvantages of the various approaches.

Despite all these advances, a more holistic view is still 
missing in the area. In general, there is still lack of inter-
operability, excessive energy consumption, not much con-
cern with the privacy and data protection of the users, and 
the technology introduced is still somewhat intrusive and 
unpersonalized. Below we elaborate on these problems.

– There is no standard protocol for domotic devices. This 
often makes the interoperability between devices of dif-
ferent brands to be difficult and costly.

– WIFI has become ubiquitous, and WIFI-based systems 
can be easily connected to the Internet router present in 
the majority of homes [5]. Nonetheless, at the present 
time WIFI devices consume much more energy than 
those based on other protocols. Therefore, an intelli-
gent house totally based on WIFI communication ends 
up having an unnecessarily high energy consumption, 
especially considering that many devices only need a 

Table 1  Summarization of domotic systems and assistive technologies for helping people with limitations.

Technology Advantages and disadvantages

Interaction methods based on speech recognition used to control 
robotic solutions [25] and intelligent environments [21, 36, 46]

These methods can be easily used by people with and without dis-
abilities. They are particularly useful for those who have quadriplegia. 
However, as described in Condado and Lobo [9] and in Koch Fager 
et al. [27], they are still not practical for those with severe speech 
disorders (e.g. people with cerebral palsy) because the recognition 
accuracy is still too low (see sect. 3)

Brain-Computer Interfaces for intelligent environments control [4, 14] These methods can be used by people with quadriplegia. They are not 
contactless methods and that is a disadvantage, but they, as well as 
systems controlled by facial expression [35] and by hand gestures [6], 
can be used by people with severe speech disorders

Fall detection systems [13, 21, 34] and monitoring systems [3, 5, 22, 
30, 33, 40]

These systems are essential to ensure the well-being of inhabitants with 
limitations. As described by Malasinghe et al. [30], there are systems 
based on both with-contact and contactless methods. Contactless 
methods appear to be better than with-contact systems because they 
are “transparent” for users

Adaptable user interfaces [9, 16] These interfaces have the advantage of being adjustable to each user’ 
limitations. They appear to be suitable for both people with moderate 
limitations and well as those without limitations. However, they are 
not appropriate for people with severe disabilities

Systems based on cloud services [21, 32] These systems are simple and easy-to-use, but there are privacy con-
cerns associated with these technologies which shouldn’t be neglected 
lightly. For instance, the use of Amazon Echo can compromise users’ 
privacy [41]
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tiny fraction of the bandwidth offered by WIFI net-
works.

– Fall detection and monitoring systems are very important 
to promote an intelligent and safe environment for people 
with limitations. Many such systems use conventional 
cloud systems such as Amazon Echo or Google Home to 
do such monitoring and/or to do speech recognition [20, 
21]. The utilization of cloud services for this task, how-
ever, raises serious concerns with respect to the privacy 
and data protection of the users, as referred by Sun et al. 
[41].

– Several systems use contact-based methods for monitor-
ing the users’ daily activity, which can be a bit intrusive 
and make users feel uncomfortable.

The implementation of gateways can solve the issues related 
to the lack of interoperability mentioned previously as well 
as avoid the need to be fully dependent on WIFI, by allowing 
the communication between equipments based on different 
protocols.

Regarding privacy and data protection, we advocate (see 
later in Section 4.1) that they are very important and have 
to be guaranteed in an assisted living environments. Data 
collected with respect to the daily activity of users in their 
living environment should not go to external servers without 
their explicit consent. Ideally, all such data should only be 
stored locally within the users’ building itself.

We advocate that monitoring systems should be as 
least intrusive as possible. Therefore, contactless forms of 
monitoring seem to be better suited for this endeavor. The 
advances in computer vision and deep learning, together 
with the reduced cost of cameras, make fall detection sys-
tems based on contactless forms doable and appealing [34].

Overall, the work that we are about to propose in this 
paper has similarities with the approach given by Pourazad 
et al. [34], but has a broader view. We advocate that an intel-
ligent environment should be personalized and be able to 
not only detect falls and monitor health problems, but also 
recognize the user, know about his/her historical condition, 
limitations, and even his/her emotional state. The presence 
of monitoring cameras on the various rooms of a house can 
feel intrusive for those who live there, and the development 
of a small robot that act as a “personal assistant” has a cer-
tain appeal in that it can even be looked at as a companion 
to the user.

A First Prototype of a Robotic Assistant

Following well established development and design princi-
ples from the field of HCI, we used an iterative user-centered 
approach to develop and enhance the assisted living envi-
ronment first described in Condado and Lobo [9]. Over the 

years, this environment has been improved to be more reli-
able, secure, and flexible. After all, it has been used in a real 
context to assist Paulo’s family since 2013. For instance, the 
system was adapted to work with Z-Wave, a protocol that has 
been widely used to build smart environments [19], and we 
also explored other communication protocols (e.g. ZigBee 
[17]) to develop a secure multi-protocol gateway.

Our first step towards a more intelligent and useful envi-
ronment was the idea of having a small inexpensive robot 
that could act as an assistant to the inhabitants of the house. 
The idea is to give inhabitants the ability to have the robot 
move around the house while they can watch in real time 
what is happening in different parts of the house. The main 
goal is to allow people with severe motor disabilities (e.g. 
paraplegic people) to have an alternative low-cost surveil-
lance system.

This first prototype was implemented with inexpensive 
electronic components. It has ultrasonic sensors to avoid col-
lisions and to allow a person with severe hand coordination 
problems to use the robot in autonomous drive mode. A 
webcam is installed on the robot’s chassis to transmit real-
time images for control and surveillance purposes.

A Raspberry Pi, a low-cost credit-card-sized computer, 
with a wireless dongle and an Arduino UNO are used as 
the “brain” of the robot. The Arduino UNO, an inexpensive 
microcontroller, is used to control two DC motors, get data 
from sensors, and communicate with the computer.

This rudimentary robot (see Fig. 1) is powered by two 
small batteries, has an autonomy of about 70 minutes, and 
was built for testing purposes to quickly try different ideas. 
To be of practical use, the robot should have a much better 

Fig. 1  A rudimentary prototype of the robotic assistant.
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autonomy (say at least 12 hours) and have more sophisti-
cated and powerful motors, not to mention being more aes-
thetically pleasing.

The robot is controlled remotely via a mobile application 
that we developed (see Fig. 2) with adjustable user interface 
components to suit users according to their own abilities, 
following the same ideas used in Condado and Lobo [9]. The 
user interface has six elements. The first one is placed at the 
top-center and allows users to watch real time images trans-
mitted from the robot’s webcam. The other five elements are 
buttons to control the movement of the robot: move forward, 
move backward, turn left/right while moving forward, and 
move in autonomous mode.

At a first stage, there was no full integration between the 
robot and the system described in Condado and Lobo [9], 
even though, as we shall refer later in the paper, such inte-
gration is crucial in a truly smart environment. Although this 
first robotic solution had limitations, such as a low autonomy 
level, the prototype was tested by both Paulo (person with 
cerebral palsy) and his wife. Since it was also designed to 
work in standalone mode, other people were able to test it 
as well. Our informal study revealed that an adjustable user 
interface appears to be appropriate for those with moderate 
motor disorders.

We agree with an approach defended by Intille [24], 
in which smart environments should be implemented to 
empower people with appropriate mechanisms to perform 
their daily activities, and argue that a good user interface 
should be designed to allow both people with or without 
limitations to control the environment. Given the distinction 

between adaptable and adaptive systems [16], we advocate 
that adaptable user interfaces, also known as adjustable user 
interfaces [9], should be implemented to give users the abil-
ity to adapt them to their needs and preferences. Moreo-
ver, machine learning techniques [33, 40] should be used 
for activity recognition to suggest important actions to the 
inhabitants (e.g. suggest to open or close windows based on 
weather conditions and the users’ previous actions).

We also studied alternative interaction methods, such as 
electromyography (EMG)-based interfaces [45], to achieve 
a more natural way to control assistive robotic solutions. 
Muscle interfaces may provide an immersive way to inter-
act with the surrounding world, allowing people to perform 
complex tasks [45]. Interaction methods based on speech 
recognition have also been used to control robotic solutions 
[25] and intelligent environments [36, 46], but, as described 
in Condado and Lobo [9] and in Koch Fager et al. [27], 
although there are some developments in speech recognition 
systems for people with speech disorders [23, 27], they are 
still not practical for those with severe speech disorders (e.g. 
people with cerebral palsy) because the recognition accuracy 
is still too low.

Observations and Informal Interviews

A small group of four people (with and without disabilities) 
tested the proposed robotic solution. This is the same group 
of people referenced in Condado and Lob [9]. We collected 
feedback from the group. In general they were satisfied with 
the user interface of the mobile application to control the 
robot, and liked the ability to adjust the user interfaces com-
ponents to suit their abilities. Some members of the group 
suggested that we should try to design more natural interac-
tion methods that could perhaps eliminate the need to use 
the mobile app in certain specific situations. For example, a 
certain agreed-upon gesture could be use to mean “turn on 
the light in the room the person is currently in”.

A common observation from all was that the robot was 
too fragile, and sometimes had trouble in moving around 
properly when faced with small obstacles on its way. For 
example, it had trouble going over a carpet.

Below we list a number of suggestions given by members 
of the group: 

 1. Be capable of driving in a more rugged terrain
 2. Recognize each inhabitant
 3. Predict each inhabitant’s behavior
 4. Detect abnormal situations such as falls or health prob-

lems
 5. Recognize each inhabitant’s emotional state
 6. Provide an appropriate environment based on that emo-

tional state
 7. Communicate with other smart devices

Fig. 2  The first functional prototype of our mobile application. It 
allows to control the robot to move around the house.
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 8. Assist inhabitant’s to perform their daily activities
 9. Alert relatives or health care services about an abnor-

mal event
 10. Provide means to allow inhabitants (with and without 

disabilities) to communicate with others

We have been working on the implementation of these tasks, 
and we shall describe them in more details later in the paper.

Further Understanding User Needs 
and Desires

The number of users that tested our system was small. None-
theless, they gave us important feedback and helped us to 
improve our work. In our quest to further develop assistive 
living environments, and similarly to what we have done 
previously in Condado and Lob [9], we tried to conduct 
interviews for requirement elicitation. After all, to design 
an assistive technology it is essential to understand the 
users’ needs, limitations and desires. Unfortunately, due to 
the COVID-19 pandemic, we were unable to do face-to-face 
interviews and had to do them remotely via an online ques-
tionnaire. We note that some research studies revealed that 
the COVID-19 infection causes a higher mortality rate in 
older adults and in people with chronic diseases [38]. This 
is a vulnerable group of people [28] that must be protected. 
On other hand, although there is no evidence that people 
with disabilities are more vulnerable than the average, it is 
important to protect them because many people with dis-
abilities have comorbid conditions.

A total of 35 persons (with and without limitations), 
16 female and 19 male, filled an online questionnaire with 
questions about their own thoughts and ideas of a personal 
assistant robot and an intelligent environment. 10 persons 
had some sort of disability (mostly cerebral palsy) and the 
other 25 did not. An interesting observation is that 24 out of 
the 25 persons without disabilities reported that they know 
someone with disabilities.

Table 2 shows the number of participants by age range. 
Only one person was over 65 years of age. That’s unfortunate 

because older adults are an important target group for our 
study and it would have been good to have had the oppor-
tunity to collect more data regarding this group of people. 
We hypothesize that the low number of older participants 
occurred because this group of people, as opposed to the 
younger ones, has the tendency to feel a bit uncomforta-
ble with technology and computers, and so many of them 
showed no interest in filling the online questionnaire.

All participants answered that the introduction of assis-
tive robotic solutions into smart environments is useful. 
They also considered that the development of low cost 
robotic solutions may improve the quality of life of people 
with limitations. 97% of the participants answered that they 
considered that assistive technologies, as well as assisted 
living environments, may increase the level of independence 
of people with disabilities and/or older adults, having an 
important role to assist people with limitations to perform 
their daily tasks.

The questionnaire had the following question: “In a scale 
of 1 (no impact) to 4 (big impact), what is the impact of 
the development of domotic systems to promote the auton-
omy of people with limitations?” Most participants (83%) 
answered that it can have a big impact, and the rest (17%) 
considered that it can have impact.

One of the goals of the questionnaire was to understand 
how people perceive smart environments, and so the fol-
lowing question was also asked: “Which of the following 
statements correspond to your idea of a smart home?” 

1. An intelligent environment with the ability to predict 
each inhabitant’ desires, performing all tasks without 
human intervention.

2. An environment that offers tools to allow inhabitants to 
perform their tasks effectively, using various interac-
tion methods. The ability to control a smart home is 
in the users’ hands, but the system is able to suggest 
which activities should be accomplished (e.g. turn on/off 
a home appliance). However, in exceptional cases (e.g. 
a fall or a health problem is detected), the environment 
has the ability to take decisions autonomously to ask for 
help.

3. A non-intrusive environment that, although has the abil-
ity to predict users’ behaviors, only gives suggestions to 
perform certain tasks when asked.

4. An environment in which it is only possible to control 
home appliances using a remote control or a smart-
phone.

The results obtained from the above question are shown 
in Table 3 and allowed us to take some interesting conclu-
sions. On one hand, most people appear to share a common 
view about intelligent environments. From their point of 

Table 2  Distribution of 
participants by age range

Age range # of 
partici-
pants

15—24 1
25—34 9
35—44 9
45—54 9
55—64 6
Over 65 1
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view, a suitable smart environment should be able to pre-
dict people’s behaviors. However, although 14,3% of them 
answered that an appropriate framework should be able to 
perform all tasks without human intervention, 71,4% of the 
people replied that a suitable smart environment should only 
take decisions in exceptional situations, empowering inhab-
itants to perform daily tasks. On the other hand, it is interest-
ing to notice that only 5,7% answered that their perception 
of an intelligent environment was a non-intrusive system.

Moreover, there was a small group of participants (8,6%) 
who showed a conservative point of view on the concept of 
smart environments. From their perspective, a smart home is 
an environment in which it is only possible to control home 
appliances using a smartphone or a remote control. Thus, 
according to them, the system should not be able to predict 
users’ behaviors.

Privacy and Data Protection

Privacy and data protection are important and should not be 
handled lightly, especially in the context of a home environ-
ment. The introduction of technology in our houses cannot 
disrespect the right of users to preserve their privacy. Users 
of our previous work utilized an assisted living environ-
ment in a real scenario [9]. In that work we took care in 
protecting the users’ privacy by not storing any informa-
tion on remote servers on the cloud. As a matter of fact, the 
aforementioned users explicitly expressed that they did not 
want to use domotic technologies based on cloud comput-
ing because they did not trust them entirely. We recognize, 
however, that the behavior of these users is not the norm: 
they were technologically savvy and well informed of the 
risks of exposing personal data.

Most people, however, do not seem to worry a lot about 
this issue. Based on informal interviews and on conversa-
tions with a variety of people, we noticed that most use 
devices such as smartphones, tablets, and computers, with 
information stored on the cloud. These people believe that 
data centers are secure and tend to trust known private com-
panies (e.g. Google, Amazon, among others) to keep their 
information. However, the Cambridge Analytica scandal 
revealed that, sometimes, our personal data is used without 
our consent. Should we trust these companies with our per-
sonal data? It is a difficult question to answer.

We advocate that it is very important to ensure that inhab-
itants can interact with the surrounding world, protecting 
their privacy. We argue that a rich intelligent environment 
should not rely on the cloud infrastructure, but rather on a 
private local network with a low cost local machine such as 
a mini-PC or even a Raspberry Pi acting as a gateway. This is 
essential to ensure a secure communication between mobile 
devices, domotic equipments, and assistive solutions, and to 
preserve the privacy of users.

We note that there may be advantages in having the 
devices connected to the Internet. For instance, Miniaoui 
et al. [32] describe the use of RFID tags to keep track and 
manage items on a smart fridge. A web application moni-
tors the items inside the fridge and it able to suggest recipes 
based on the existing items, alert the user when items are 
close to reach the expiration date, and many other things. 
Such recommendations can be very useful for a user, but 
there is no doubt that there are privacy concerns associated 
with these technologies which shouldn’t be neglected lightly. 
Ultimately, we believe it is important to at least give users 
the freedom to choose the level of privacy and data protec-
tion that they want.

Enhancing the Robotic Assistant

This section describes our ongoing work to address the sug-
gestions given by the test users and reported in Sect. 3.1. It 
is a challenge to develop an inexpensive multi-functional 
robot that integrates these functionalities to enrich assisted 
living environments. Our strategy is to build small subsys-
tems and combine them incrementally to obtain an overall 
complex solution.

To build the features desired by the test users, it is essen-
tial to explore AI techniques, and in particular deep con-
volutional neural network (CNN)-based approaches, such 
as FaceNet [37] for face recognition and OpenPose [7] for 
pose estimation.

FaceNet uses deep-CNN together with triplet loss to have 
a high accuracy in face recognition, verification and cluster-
ing [37]. We trained a FaceNet model with images contain-
ing faces of a group of users. Then, the assistive robot used 
the resulting model to recognize each user. The idea is that 
the robot is able to identify each user, as well as his/her 
limitations and desires, and provide the appropriate support. 
For example, the system can be used to detect the user’s 
emotions and adapt the environmental conditions accord-
ingly (e.g. change the colour and/or intensity of the lights, 
play a user’s favorite music, turn on/off the air-conditioning, 
or “chat” with the user, among other things). Moreover, it 
should be able to track and recognize the user’s movement to 
detect falls, abnormal behaviors and health problems, alert-
ing his/her family if needed.

Table 3  Participants’ answers 
regarding their perceptions of a 
smart home.

Statement Percentage

1 14.3%
2 71.4%
3 5.7%
4 8.6%
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Recognizing People and Their Emotions

The test users expressed the desire to have a robot that could 
recognize abnormal behaviors, detect dangerous situations in 
the smart environment, and alert inhabitants, their relatives 
or health care services. Therefore, we combined traditional 
computer vision techniques with deep learning models to 
tackle this task.

From a basic point of view, we are developing a system 
that uses different techniques to recognize dangerous situa-
tions from images acquired by cameras. First of all, since it 
is essential to recognize each user/inhabitant to determinate 
his/her needs, we used the FaceNet model [37]. Then, we 
integrated it with other CNN-based models to determine 
what an inhabitant is feeling and/or to detect the inhabit-
ant’s posture.

As shown in Fig. 3, we trained CNN models to recognize 
facial emotions, and integrated it with the FaceNet model 
[37]. We achieved interesting results, but there is still addi-
tional work to do to have a more stable and robust system, 
and we are currently improving some aspects of it.

Recognizing Postures and Detecting Abnormal 
Situations

We incorporated other models that allow the system to rec-
ognize users’ postures and detect abnormal situations, such 
as falls or health problems. OpenPose, developed by Cao 
et al. [7], appears to be a good approach for real-time human 
pose estimation (see Fig. 4). Besides, it allows to determine 
the pose of multiple persons in an image frame.

Combining these models allow us to build a complex and 
useful assistive robotic solution. It is also important to train 
models that can be used to detect obstacles and avoid them. 
We plan to explore an approach proposed by Farias et al. 
[15].

Custom Robotic Structure

During the informal interviews, all test users mentioned 
that our robot was too fragile. Based on that, we decided 
to design a custom made aluminium robotic structure (see 
Fig. 5).

This platform was planned for overcoming more rugged 
terrain with an adjustable spring suspension, increased size, 
enhanced battery control and capacity, better energy flow 
control and vertical modularity. The main goal on off-the-
shelf modules and modularity of this construction is to give 

Fig. 3  Recognizing people and their emotions. In the example shown, 
the robot recognizes the person as being Paulo, and recognizes that he 
is in a happy emotional state.

Fig. 4  Using OpenPose for pose estimation.

Fig. 5  The current robotic chassis.
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better affordability on the platform acquisition for learning 
and testing ideas.

The prototype is a six wheeled vehicle that uses skid 
steering, and applies differential drive for motion control. 
Such concept is widely used in robust vehicles, such as 
tracked tanks and bulldozers. This method engages differ-
ently each side of the wheels and turning is done by gen-
erating differential velocity between both sides. Thus, the 
vehicle can perform a 360◦ turn, practically in the same spot.

Some of the advantages of skid steer drive are:

– Greater traction, especially good for rough terrain.
– Can be used on both tracked robots and wheeled plat-

forms.
– No steering mechanism is required.
– Each side of the assistive robot can be controlled by one 

powerful motor.
– Avoid the problems caused by castor wheels on 3 

wheeled platforms.

However, this concept also presents some drawbacks. One is 
that differentially driven platforms have difficulty traveling 
precisely on a straight line as both motors are expected to 
drive at exactly the same speed. Another disadvantage is that 
skidding or slipping increases wheel wear.

This platform was designed to overcome some limitations 
of our preliminary prototype. One of the issues detected in 
tests with the first prototype was its low traction. To solve 
this problem, the current platform uses six 4.5V DC uniaxial 
gear motors with plastic reduction gear and soft plastic tires, 
mounted on a swig arm directly below the bottom of the 
platform.

Similarly to our first prototype, the current one also has 
several sensors, a night vision camera, low cost credit-card-
sized computers, and microcontrollers to suit our implemen-
tation needs. The purpose of the camera is not only to trans-
mit real-time images for control and surveillance purposes, 
but also to allow us to implement ideas based on computer 
vision techniques.

Challenges to Overcome

There are several challenges to overcome to design and 
implement a suitable robotic solution to enrich a smart envi-
ronment. First, it is crucial to understand users’ requirements 
to design appropriate interaction methods for both people 
with limitations and their family members. Although we 
developed an adjustable and easy-to-use user interface [9], 
we plan to explore other alternatives to provide a more 
immersive experience. For example, we have been studying 
how to use EMG signals to design a more natural way to 
control smart devices.

Another challenge that we observed is that it is neces-
sary to design custom platforms to assemble a robust robotic 
solution to help people to perform their daily tasks. It is of 
course more expensive to obtain a custom-made platform 
than to use a ready-made chassis kit, but the custom one is 
more flexible to suit specific needs. Fortunately, nowadays, 
it is possible to use 3D printers to create custom components 
at a reasonable cost.

As described in Xing et al. [44], it is a challenging prob-
lem to run CNN models on a low-powered board such as 
Raspberry Pi 3. However, these small computers have been 
used together with an inexpensive and low-powered USB 
device, the Neural Compute Stick, which allows building 
smart systems based on CNNs. We also plan to explore 
another compact single-board solution, the NVIDIA Jetson 
Nano, to run deep learning models. This product has been 
developed by NVIDIA and is an alternative to other boards 
such as the Raspberry Pi.

Occasionally we faced minor issues in daily operation 
which were mainly related to SD card corruption in the 
Raspberry Pi. Although it has been shown to be a viable 
inexpensive solution, a more stable and robust alternative 
can be obtained by replacing the Raspberry Pi by a mini-
PC, which is still relatively inexpensive and can be currently 
acquired under 150 euros.

It is also a challenge to design technology to assist both 
people with physical limitation and those without. After 
all, each person has his/her own needs and desires. Some 
user-focused design approaches provide a way to address 
this issue. Another challenge arises from the fact that the 
proposed robot acts as an interface between inhabitants and 
their smart environment.

Ideas for Future Work

This section highlights ideas that we plan to pursue for 
future work. 

WearablesandAugmentedReality.  Design adjustable user 
interfaces [9] to allow 
both people with limi-
tations and their rela-
tives to control smart 
devices. We are explor-
ing alternative inter-
action methods, such 
as the ones based on 
EMG signals  [45], to 
design a more suitable 
user interface to con-
trol the robotic solution 
and the environment. 
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Textile electrodes can 
be attached to clothes 
to allow a natural way 
to control the smart 
devices. We also plan 
to use augmented real-
ity technology to pro-
vide immersive experi-
ences and enhance user 
engagement.

ArtificialIntelligence.  Develop a multi-functional 
robotic solution, based on AI 
techniques, to enrich environ-
ments and assist inhabitants 
to perform their daily activi-
ties. As aforementioned, we 
developed an inexpensive 
robotic vehicle that has been 
used in a real scenario. It has 
been improved to recognize 
each inhabitant, as well as his/
her emotions, but subsequent 
work is needed to automati-
cally detect abnormal situ-
ations and alert inhabitants, 
their relatives, or even health 
care services. We want to 
preserve users’ privacy and 
our solution has been devel-
oped to guarantee that the 
robot will only alert health 
care services under certain 
conditions (e.g. a predefined 
authorization). Proper com-
munication is a key ingredient 
to build a rich intelligent envi-
ronment. The various devices 
and machines in the environ-
ment need to communicate 
and interact, not only among 
themselves, but also with the 
inhabitants of the environ-
ment. Part of the interaction 
can be triggered by artificial 
intelligence itself. For exam-
ple, a certain type of music 
could be played (or suggested) 
based on the emotional state 
of a given user.

Telepresence.  Use our platform to develop 
an immersive robotic telepres-
ence system (RTS), allowing 
remote users to experience 

the sense of being at a remote 
location with theirs friends, 
relatives, or co-workers. 
There is recent work in this 
direction. For instance, 
research conducted by Young 
et  al. [47] gave interesting 
results and led to concepts 
such as shared environments 
and shared mutual field of 
view. From our point of view, 
however, a really immersive 
telepresence experience, in 
which the user is able to inter-
act with the remote environ-
ment, is only possible using 
robotics, something which 
has not been done as far as 
we know. Small robotic solu-
tions have been developed 
to support people with limi-
tations in their own homes 
(e.g. telepresence robots have 
been used to provide health 
care services [11]), offering 
them tools to better interact 
and communicate with oth-
ers. However, there is no real 
integration between these 
equipments and other home 
appliances. We note that the 
development of an immersive 
RTS will be relevant not only 
for people with limitations but 
also for the rest of the popu-
lation, contributing to sup-
port human mobility and to 
reduce, for instance, business 
travel. This can be especially 
important in the context of 
pandemics such as COVID-19 
where a large fraction of the 
population is in self-isolation 
at their own home, and an 
immersive telepresence sys-
tem would be very useful and 
helpful. We also highlight that 
a facial emotion recognition 
system can be integrated into 
the RTS to help each inhabit-
ant maintain emotional well-
being. Most people with disa-
bilities and/or older adults are 
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socially isolated and lonely, 
increasing the risk of depres-
sion. An immersive telepres-
ence system can be extremely 
useful for this group of peo-
ple, allowing them to have a 
better social life and interact 
with others.

Alternativeevaluationmethods.  Wi th  t he  cur ren t 
COVID-19 pandemic, it 
is too risky to perform 
usability tests with 
older adults and with 
people with vulner-
able health conditions. 
Techniques for usability 
tests have themselves 
to be re-invented, and 
it is important to think 
of new ways of doing 
them. One idea is to 
conduct usability tests 
remotely, via a telep-
resence system itself, to 
achieve social distanc-
ing and protect vulner-
able people.

Summary and Conclusions

This paper described an ongoing research project which 
explores a broad range of technologies to design intelligent 
assistive living environments, with special care devoted to 
assist people with limitations. We developed an inexpen-
sive robotic solution and tested it in a real life scenario. 
We obtained valuable data and learned about the real inter-
action between the proposed solution, humans and home 
appliances. Step by step, we are designing a multi-functional 
robot that will be able to communicate with the smart envi-
ronment, using a low powered gateway, detect abnormal 
situations, and provide suitable assistance for its inhabitants.

We designed an adjustable and flexible user interface that 
allows both people with and without limitations to control 
home appliances [9] and robotic solutions. Notwithstand-
ing, we also studied and want to explore the use of textile 
electrodes and EMG signals to develop an alternative and 
more natural way to interact with physical objects. We also 
plan to explore augmented reality systems to allow people 
to control remote devices and objects in real-time.

A new robotic platform was built using a custom made 
aluminium structure. This offers a more stable and robust 

alternative to develop and test different ideas to assist peo-
ple in their daily activities. One of our main goals is to 
develop inexpensive systems so that they are accessible 
to a large fraction of the population, including those with 
low incomes.

We combined different models to allow the proposed 
solution to recognize dangerous events from images 
acquired by a camera. We explored the FaceNet model [37] 
to recognize each inhabitant and integrated it with CNN-
based models to determine each inhabitant feelings and 
detect his/her posture. These are first steps towards the 
development of a robot that can assist inhabitants and 
enrich people’s living environment.

We believe that the way to build an immersive intel-
ligent environment requires the development of small and 
relatively simple subsystems, and then integrate them as 
building blocks to achieve an overall complex solution. 
The research work is challenging, requiring knowledge 
of a variety of topics including human–computer inter-
action, computer vision, artificial intelligence, domotics, 
augmented communication systems, augmented reality, 
security and computer networks.

This research is a starting point in the development of 
inexpensive smart devices to enrich intelligent environ-
ments, such as smart homes and smart offices, to assist 
people with limitations in their daily activities. The meth-
odology and ideas presented herein are a step in that direc-
tion. The usefulness of such living (and working) environ-
ments could not be more relevant than now, when people 
around the world—especially older adults and people with 
disabilities—are forced to be more isolated than ever due 
to the current COVID-19 pandemic. The following quote 
from Mary Pat Radabaugh comes to mind.

“For most people, technology makes things easier. 
For people with disabilities, technology makes things 
possible. In some cases, especially in the workplace, 
technology becomes the great equalizer and provides 
the person with a disability a level playing field on 
which to compete.”
— Mary Pat Radabaugh, Director of IBM National 
Support Center for Persons with Disabilities, 1988

Finally, we note that the implications of this work are 
likely to have an impact beyond those with limitations. As 
mentioned by Wobbrock et al. [43], assistive technologies 
are often also useful for people without limitations and in 
contexts that were not anticipated beforehand.

Funding This study was funded by the Portuguese Foundation for Sci-
ence and Technology (Grant number UIDB/04085/2020). Paulo Con-
dado’s work was also funded by the Portuguese Foundation for Science 
and Technology (Grant number CEECIND/00578/2017).



 SN Computer Science (2022) 3:9696 Page 12 of 13

SN Computer Science

Declarations 

Conflict of interest The authors declare that they have no conflict of 
interest.

 Availability of data and materials The questionnaire and its results 
are available (in portuguese) at https:// forms. gle/ WHg9j gqjAZ 71fsx 46

Code availability Not applicable.

References

 1. Abascal J. Ambient intelligence for people with disabilities and 
elderly people. In: Proceedings of the ACM’s special interest 
group on computer–human interaction (SIGCHI), ambient intel-
ligence for scientific discovery (AISD) Workshop. 2004.

 2. Abiyev RH, Arslan M. Head mouse control system for people with 
disabilities. Expert Syst. 2020;37(1)

 3. Alam S, Mahmud MS, Yeasin M. Toward building safer smart 
homes for the people with disabilities. 2020. arXiv preprint arXiv: 
2006. 05907.

 4. Alrajhi W, Alaloola D, Albarqawi A . Smart home: toward daily 
use of BCI-based systems. In: Proceedings of the 2017 interna-
tional conference on informatics, health and technology (ICIHT), 
IEEE; 2017. p. 1–5.

 5. Bassoli M, Bianchi V, Munari ID. A plug and play IoT Wi-Fi smart 
home system for human monitoring. Electronics. 2018;7(9):200.

 6. Bien ZZ, Do JH, Kim JB, Stefanov D, Park KH. User-friendly 
interaction/interface control of intelligent home for movement-
disabled people. In: Proceedings of the 10th international confer-
ence on human–computer interaction; 2003. p. 304–308

 7. Cao Z, Hidalgo G, Simon T, Wei SE, Sheikh Y. (2018) OpenPose: 
realtime multi-person 2D pose estimation using part affinity fields. 
arXiv preprint arXiv: 18120 8008

 8. Condado PA, Lobo FG. EasyVoice: Breaking barriers for 
people with voice disabilities. In: Proceedings of the 11th 
International conference on computers helping people with 
special needs, Springer, lecture notes in computer science. 
2008;5105:1228–1235

 9. Condado PA, Lobo FG. A system for controlling assisted living 
environments using mobile devices. In: Proceedings of the 17th 
international ACM SIGACCESS conference on computers and 
accessibility, association for computing machinery, New York, 
NY, USA, ASSETS’15; 2015. p. 33–38.

 10. Condado PA, Godinho R, Zacarias M, Lobo FG . EasyWrite: A 
touch-based entry method for mobile devices. In: Proceedings of 
the 13th IFIP TC13 international conference on human–computer 
interaction (INTERACT 2011), Workshop on Mobile Accessibil-
ity (MOBACC 2011)

 11. Cortellessa G, Fracasso F, Sorrentino A, Orlandini A, Bernardi G, 
Coraci L, De Benedictis R, Cesta A. ROBIN, a telepresence robot 
to support older users monitoring and social inclusion: develop-
ment and evaluation. Telemed e-Health. 2018;24(2):145–54.

 12. Delnevo G, Monti L, Foschini F, Santonastasi L. On enhancing 
accessible smart buildings using IoT. In: Proceedings of the 15th 
IEEE annual consumer communications networking conference 
(CCNC); 2018. p. 1–6.

 13. Ding J, Wang Y. A WiFi-based smart home fall detection system 
using recurrent neural network. IEEE Trans Consumer Electr. 
2020;66(4):308–17.

 14. Edlinger G, Holzner C, Guger C. A hybrid brain-computer 
interface for smart home control. In: Proceedings of the 14th 

international conference on human–computer interaction. Inter-
action techniques and environments, Springer; 2011. p. 417–426

 15. Farias G, Fabregas E, Peralta E, Vargas H, Hermosilla G, Garcia 
G, Dormido S. A neural network approach for building an obstacle 
detection model by fusion of proximity sensors data. Sensors. 
2018;18(3):683.

 16. Firmenich S, Garrido A, Paternò F, Rossi G. User interface adap-
tation for accessibility. In: Yesilada Y, Harper S, editors. Web 
accessibility. Berlin: Springer; 2019. p. 547–68.

 17. Gill K, Yang SH, Yao F, Lu X. A zigbee-based home automation 
system. IEEE Trans Consum Electr. 2009;55(2):422–30.

 18. Godinho R, Condado PA, Zacarias M, Lobo FG. Improving acces-
sibility of mobile devices with EasyWrite. Behav Inf Technol. 
2015;34(2):135–50.

 19. Gomez C, Paradells J. Wireless home automation networks: a 
survey of architectures and technologies. IEEE Commun Mag. 
2010;48(6):92–101.

 20. Greene S .(2017) IoT development for healthy independent living. 
Master’s thesis, Univeristy of Kentucky

 21. Greene S, Thapliyal H, Carpenter D. IoT-based fall detection for 
smart home environments. In: Proceedings of the 2016 IEEE 
international symposium on nanoelectronic and information sys-
tems (iNIS), IEEE; 2016, p. 23–28

 22. Hamad RA, Hidalgo AS, Bouguelia MR, Estevez ME, Quero JM. 
Efficient activity recognition in smart homes using delayed fuzzy 
temporal windows on binary sensors. IEEE J Biomed Health Inf. 
2019;24(2):387–95.

 23. Hawley MS, Enderby P, Green P, Cunningham S, Brownsell S, 
Carmichael J, Parker M, Hatzis A, O’Neill P, Palmer R. A speech-
controlled environmental control system for people with severe 
dysarthria. Med Eng Phys. 2007;29(5):586–93.

 24. Intille SS .(2006) The goal: smart people, not smart homes. In: 
Proceedings of the International Conference on Smart Homes and 
Health Telematics, IOS Press, pp 3–6

 25. Jishnu UK, Indu V, Ananthakrishnan KJ, Amith K, Reddy PS, 
Pramod S. Voice controlled personal assistant robot for elderly 
people. In: Proceedings of the 5th international conference on 
communication and electronics systems (ICCES), IEEE; 2020. 
p. 269–274

 26. Kato T, Jo K, Shibasato K, Hakata T. Gaze region estimation algo-
rithm without calibration using convolutional neural network. In: 
Proceedings of the 7th ACIS international conference on applied 
computing and information technology; 2019. p. 1–6.

 27. Koch Fager S, Fried-Oken M, Jakobs T, Beukelman DR. New and 
emerging access technologies for adults with complex communi-
cation needs and severe motor impairments: State of the science. 
Augment Altern Commun. 2019;35(1):13–25.

 28. Lakhani A. Which Melbourne metropolitan areas are vulnerable to 
COVID-19 based on age, disability and access to health services? 
Using spatial analysis to identify service gaps and inform delivery. 
J Pain Symptom Manag. 2020

 29. Lobo FG, Zacarias M, Condado PA, Romão T, Godinho R, 
Moreno M. Evaluating accessible synchronous CMC applications. 
arXiv preprint arXiv: 10051 200. 2010

 30. Malasinghe LP, Ramzan N, Dahal K. Remote patient monitor-
ing: a comprehensive study. J Ambient Intell Hum Comput. 
2019;10(1):57–76.

 31. Marques G. A mobile computing solution for enhanced living 
environments and healthcare based on internet of things. Berlin: 
Springer; 2021. p. 31–47.

 32. Miniaoui S, Atalla S, Hashim KFB. Introducing Innovative Item 
Management Process Towards Providing Smart Fridges. In: Pro-
ceedings of the 2nd International Conference on Communication 
Engineering and Technology (ICCET), IEEE; 2019. p. 62–67

 33. Park J, Jang K, Yang SB. Deep neural networks for activity rec-
ognition with multi-sensor data in a smart home. In: 2018 IEEE 

https://forms.gle/WHg9jgqjAZ71fsx46
http://arxiv.org/abs/2006.05907
http://arxiv.org/abs/2006.05907
http://arxiv.org/abs/181208008
http://arxiv.org/abs/10051200


SN Computer Science (2022) 3:96 Page 13 of 13 96

SN Computer Science

4th World Forum on Internet of Things (WF-IoT), IEEE; 2018. p. 
155–160

 34. Pourazad MT, Shojaei-Hashemi A, Nasiopoulos P, Azimi M, Mak 
M, Grace J, Jung D, Bains T. A Non-Intrusive Deep Learning 
Based Fall Detection Scheme Using Video Cameras. In: Proceed-
ings of the 2020 international conference on information network-
ing (ICOIN), IEEE; 2020. p. 443–446

 35. Rabhi Y, Mrabet M, Fnaiech F. A facial expression controlled 
wheelchair for people with disabilities. Comput Methods Pro-
grams Biomed. 2018;165:89–105.

 36. Raj R, Rai N. Voice controlled cyber-physical system for smart 
home. In: Proceedings of the workshop program of the 19th inter-
national conference on distributed computing and networking; 
2018. p. 1–5

 37. Schroff F, Kalenichenko D, Philbin J. Facenet: A unified embed-
ding for face recognition and clustering. In: Proceedings of the 
2015 conference on computer vision and pattern recognition, 
IEEE; 2015. p. 815–823

 38. Shahid Z, Kalayanamitra R, McClafferty B, Kepko D, Ramgobin 
D, Patel R, Aggarwal CS, Vunnam R, Sahu N, Bhatt D, Jones K, 
Golamari R, Jain R. COVID-19 and older adults: what we know. 
J Am Geriatr Soc. 2020;68(5):926–9.

 39. Shimakawa M, Matsushita K, Taguchi I, Okuma C, Kiyota K. 
Smartphone apps of obstacle detection for visually impaired and 
its evaluation. In: Proceedings of the 7th ACIS international con-
ference on applied computing and information technology; 2019. 
p. 1–6

 40. Singh D, Merdivan E, Hanke S, Kropf J, Geist M, Holzinger A. 
Convolutional and recurrent neural networks for activity recog-
nition in smart environment. In: Holzinger A, Goebel R, Ferri 
M, Palade V, editors. Towards integrative machine learning and 
knowledge extraction. Berlin: Springer; 2017. p. 194–205.

 41. Sun K, Chen C, Zhang X . Alexa, stop spying on me!: speech 
privacy protection against voice assistants. In: Proceedings of the 
18th conference on embedded networked sensor systems; 2020. 
p. 298–311

 42. Thapliyal H, Nath RK, Mohanty SP. Smart home environment for 
mild cognitive impairment population: solutions to improve care 
and quality of life. IEEE Consum Electr Maga. 2017;7(1):68–76.

 43. Wobbrock JO, Gajos KZ, Kane SK, Vanderheiden GC. Ability-
based design. Commun ACM. 2018;61(6):62–71.

 44. Xing Y, Kirkland P, Di Caterina G, Soraghan J, Matich G. Real-
time embedded intelligence system: emotion recognition on 
Raspberry Pi with Intel NCS. In: Proceedings of the 2018 inter-
national conference on artificial neural networks, Springer; 2018. 
p. 801–808

 45. Yamagami M, Steele KM, Burden SA. Decoding intent with con-
trol theory: comparing muscle versus manual interface perfor-
mance. In: Proceedings of the 2020 CHI conference on human 
factors in computing systems; 2020. p. 1–12

 46. Yerrapragada C, Fisher PS. Voice controlled smart house. In: Pro-
ceedings of the international conference on consumer electronics, 
IEEE; 1993. p. 154–155

 47. Young J, Langlotz T, Cook M, Mills S, Regenbrecht H. Immersive 
telepresence and remote collaboration using mobile and wearable 
devices. IEEE Trans Vis Comput Graph. 2019;25(5):1908–18.

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.


	Towards Richer Assisted Living Environments
	Abstract
	Introduction
	Previous Work
	A Summary and Perspective of the Literature

	A First Prototype of a Robotic Assistant
	Observations and Informal Interviews

	Further Understanding User Needs and Desires
	Privacy and Data Protection

	Enhancing the Robotic Assistant
	Recognizing People and Their Emotions
	Recognizing Postures and Detecting Abnormal Situations
	Custom Robotic Structure
	Challenges to Overcome

	Ideas for Future Work
	Summary and Conclusions
	References




