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Abstract
Software products are increasingly used in critical infrastructures, and verifying the security of these products has become 
a necessary part of every software development project. Effective and practical methods and processes are needed by 
software vendors and infrastructure operators to meet the existing extensive demand for security. This article describes a 
lightweight security risk assessment method that flags security issues as early as possible in the software project, namely 
during requirements analysis. The method requires minimal training effort, adds low overhead, and makes it possible to 
show immediate results to affected stakeholders. We present a longitudinal case study of how a large enterprise developing 
complex telecom products adopted this method all the way from pilot studies to full-scale regular use. Lessons learned from 
the case study provide knowledge about the impact that upskilling and training of requirements engineers have on reducing 
the risk of malfunctions or security vulnerabilities in situations where it is not possible to have security experts go through 
all requirements. The case study highlights the challenges of process changes in large organizations as well as the pros and 
cons of having centralized, distributed, or semi-distributed workforce for security assurance in requirements engineering.
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Introduction

Many software products are used in sensitive infrastruc-
tures where software malfunctions or security vulnerabili-
ties can have significant consequences. Various factors like 
increased digitalization and geopolitical tensions contribute 
to the challenges faced by software vendors and result in a 
significant increase of exposure of software products and an 
increased risk that an adversary can take advantage of the 
situation. The increase in exposure and attack surface means 
that individuals and organizations need to deal with a higher 
risk to any asset they value in the cyber world.

To mitigate such risks, governments and legislators place 
ever-increasing demands for security assurance on infra-
structure operators and equipment and system vendors, 

which requires these actors to review and strengthen their 
processes and methods extensively.

Requirements engineering is one of the earliest phases 
in the software development life cycle in which software 
vulnerabilities can be introduced into software products if 
requirements specifications are inadequate. In recent years, 
efforts have been made to integrate security risk assessment 
into requirements engineering activities [1–7]. The expected 
benefit from this is that exposing potential risks early in the 
requirement engineering phase allows more time for find-
ing solutions to manage the risk. Failure to identify risk in 
this phase will decrease the overall probability of detecting 
and preventing vulnerabilities in the product with accept-
able costs.

Defining the security objectives of a software product, 
identifying threats to system assets, estimating the risk level 
caused by identified threats, and coming up with counter-
measures are crucial steps in the process of correctly defin-
ing the requirements that will ensure the security of a soft-
ware product.

Security risk assessment is one of the well-known secu-
rity activities that is recommended by several software secu-
rity approaches [8–15]  and is a common denominator of 
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several security standards [16–18]. Getting an understanding 
of the involved risks by understanding the involved threat 
models [14] and problems related to the use cases and mis-
use cases [5] enables early detection of potential issues. This 
understanding also provides a rationale for security-related 
decisions and for security activities designed and introduced 
to address security issues.

One common characteristic of most existing approaches 
is that the assessment activities are performed through heav-
yweight activities that in many cases are validated in theo-
retical case studies [11, 19]. However, such approaches often 
turn into key challenges for software vendors that operate 
using a development context characterized by:

•	 Many small feature-oriented teams;
•	 Teams of developers working according to agile methods 

and with only basic security knowledge;
•	 Frequent iterations, each comprising a limited number of 

requirements at a low level of abstraction.

To reconcile the apparent conflict between lean and agile 
development practices on one side, and traditional heavy-
weight risk assessment practices on the other, we need to 
seek out, introduce, and evaluate new practices. Introduc-
ing a new method often involves adoption of new technol-
ogy, changes in work practices, and an additional workload 
[20]. This can lead to an acceptance issue for the proposed 
changes. This issue is especially magnified when competing 
goals and quality factors must be considered when specify-
ing, designing, and implementing new software solutions. 
Since these requirements often do not add to functional-
ity, development teams tend to lower their priority to meet 
deadlines [21].

Another aspect we have focused on is the challenge of 
ensuring access to adequate security expertise and security 
competence. It is widely understood in security community 
that the basis for security assurance is security awareness 
among all members of a development organization [1, 2]. 
Considering the increased need for security in software 
products, the demand for competent expert support and 
building strong cybersecurity teams in organizations is 
increasing globally. This has resulted in a security skills gap 
that is getting bigger every year, according to the Interna-
tional Information System Security Certification Consor-
tium (ISC)2. For these reasons, it is crucial for software and 
information system vendors to utilize existing cybersecurity 
expertise to meet cybersecurity requirements.

Forming a central security team to ensure that secu-
rity activities are handled well has been recommended 
by several researchers [2, 5], but this can introduce bot-
tlenecks, especially in large organizations developing 
complex products. At the same time, security awareness 
among developers of a product is the basis for ensuring the 

security assurance of that product. This poses a knowledge 
management challenge in the sense that security experts, 
generally a scarce resource, need to support an often large 
community of requirements engineers, who are the spe-
cialists in the details of the different layers of abstraction 
in the product. It is usually the case that knowledge about 
the lowest level of detail is found in development teams. 
They, not the security experts, are also responsible for 
implementing and keeping track of the fulfillment of the 
requirements. The remaining challenge is to find a proper 
distribution of responsibility between security experts and 
developers for performing security-related activities.

Another perspective we have included in our approach 
is to consider security risks associated with requirements 
in general. This breaks with the traditional mindset in the 
software development community of considering security 
separately in requirements engineering and of classifying 
security requirements as a subgroup of software require-
ments. Most software requirements are developed in terms 
of what must happen, but security requirements are driven 
by a need to mitigate risks and threats to system assets and 
must be specified in terms of what must not be allowed to 
happen [22]. Various methods for eliciting, analyzing, and 
specifying security requirements have been proposed by 
researchers [22–24]. However, identifying concrete advice 
for immediate deployment of such methods by software 
vendors is still challenging, especially in the complex con-
text of large-scale software engineering [25, 26].

Most contemporary methods use risk assessment for 
security requirements engineering by focusing primarily 
on the risks involved with stakeholder goals and/or sys-
tem-level risks introduced by functional requirements and 
identifying non-functional security requirements [8–12]. 
This is vital, but we believe that security cuts across 
abstraction levels and is also a concern at lower levels of 
detail in the design of a product. We have seen examples 
wherein vulnerabilities are introduced into a design at the 
lowest abstraction levels, as shown in the example pre-
sented in in this article.

Based on all above-mentioned considerations this article 
aims at supporting software vendors by proposing a light-
weight security risk assessment method to be applied during 
requirements engineering phase. The technical contribution 
presented in this article is consisting of getting high-level 
product requirements, breaking them down to lower abstrac-
tion levels (functionalities) during requirement engineering 
phase and performing a lightweight security risk assessment 
to fine-tune the functional requirements to address possible 
security risks. The security fine-tuned requirements then are 
used in design and implementation (iteratively or depending 
on the software development process) reducing the prob-
ability of introducing associated risks into the end product. 
In this contribution, we also experiment the pros and cons of 
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performing these activities by security experts in one end vs 
requirement engineers in the other end (see Fig. 1).

We focus on the challenges with the utilization of security 
competence and through a longitudinal case study evalu-
ate the introduction of our security risk assessment method 
in a large-scale industrial setting to answer the following 
research questions:

1.	 What are the difficulties of introducing a security risk 
assessment method in a big organization that is develop-
ing complex systems?

2.	 When performing security risk assessment, can we 
bridge the gap between security experts and requirement 
engineers who are not specialized in security? In that 
case, what is an efficient distribution of tasks between 
security experts and requirement engineers?

3.	 What are the considerations (introduction or training) 
needed for engineers to achieve acceptable results?

The remainder of the article is as follows: in section 
“Security Risk Assessment” we provide a thorough descrip-
tion of our lightweight risk assessment method, security risk 
assessment (SRA). Section “Case Study” contains a descrip-
tion of the case study of the introduction of SRA in a large 
infrastructure development organization is presented in Sec-
tion “Case Study”. A discussion around findings from the 
case study and a survey of related work are provided in sec-
tion “Discussion” and section “Related work”, respectively.

Security Risk Assessment

In this section, we present the SRA method and how it is 
applied during requirements engineering. The SRA method 
is designed considering the complexity of the product to 
be developed and aims at providing a simple method for 
requirement engineers who are not specialized in security 
to get better understanding of security risks.

The inputs to the SRA method are requirements that 
emanate directly from customer requests for added func-
tionality and/or from updates and improvements proposed 
by developers working on the product. Product managers 
receive customer requirements that are usually goal-like 
at a product strategy level. Requirement engineers study 
these requirements, check their feasibility, priority, and the 
cost of implementation, break them down to requirements 
in lower abstraction, and define well-defined and testable 
requirements that initiate the development project and lead 
to implementation of the required functionality in the final 
product.

We use the requirement abstraction model (RAM) by 
Gorschek et al. [27] and define four abstraction levels for 
requirements: product level, feature level, function level, and 
component level. Product level is the most abstract level 
and is comparable directly to the product strategies and 
indirectly to the organizational strategies. An example of a 
product-level requirement could be “the system shall provide 
intrusion detection support”. Feature-level requirements are 
features that the product should support and are an abstract 
description of the feature itself. An example requirement at 
this level is “the system shall provide the possibility to log 
and report security-related events”. The function level is, 
as the name suggests, a repository for functional require-
ments and describes what a user should be able to perform/
do, for example, “users shall be able to subscribe remotely 
to receive logs of security-related events”. The component 
level is of a detailed nature containing information that 
is closer to how something should be solved, i.e., on the 
boundary of design information [27], e.g., “the feature state 
is enabled/disabled by changing the featureState parameter”.

Method Overview

The SRA method is designed, inspired by the definition of 
risk by Kaplan and Garrick [28] where the risk is defined by 
the answers to three questions:

Fig. 1   High-level view of the technical approach
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1.	 What can go wrong?
2.	 How likely is it to go wrong?
3.	 If it does go wrong, what are the consequences?

To answer these questions, we need to understand the sce-
nario or undesirable event that may occur during a product’s 
runtime. As shown in Fig. 2, the SRA method consists of 
three main steps: risk assessment content establishment, risk 
identification and estimation, and requirements analysis and 
specification. The preliminary assumption is that there is a 
feature-level requirement as a starting point to use SRA.

Risk assessment content establishment starts with require-
ments engineering team getting a feature-level requirement 
and determining if it is possible to be implemented, what 
the different implementation alternatives are, and what these 
alternatives would cost. One of these alternative solutions is 
then chosen after discussion with the product manager and 
the function-level/detailed requirements are identified and 
documented. Such requirements are of a detailed nature rep-
resenting information that is closer to a description of how 
something will be implemented. At this step, it is crucial to 
ensure the following factors while establishing the risk assess-
ment content:

•	 Security objectives of the software project are known for 
the requirements engineering team.

•	 Assumptions in terms of the users of the functionality and 
the environment in which the feature will function are 
defined.

•	 Initial security status of the underlying system is known (in 
the case of incremental development) based on the security 
risk assessment of the legacy system (performed in previ-
ous releases).

•	 Use cases of the feature have been identified.
•	 Requirements engineers are familiar with basic security 

concepts, such as the three key security requirements for 
any asset, namely, the CIA criteria: Confidentiality, Integ-
rity and Availability in the context of the system they are 
working with [29].

Risk identification and estimation is done by going through 
every detailed requirement, documented during risk assess-
ment content establishment, and identifying assets involved 
in the required functionality, system entry points. Additionaly, 
attention is given to attacker’s capabilities in terms of misus-
ing the functionality, likelihood and impact of functionality 

misuse, and possible misuse cases involving harm to the identi-
fied assets. This is done by answering the following questions:

1.	 What is the asset (to be protected) in the detailed 
requirement? An asset is something that is valuable for 
the feature, for example, the functionality provided by 
the feature, any new data introduced, variables, control 
parameters, interfaces, protocols, and/or anything that is 
included in the use case of the feature.

2.	 Who has access to the asset and how? The goal is to 
identify the actors that have access to the asset identified 
in question 1, for example, end users, developers, and 
any outsider who might have access to certain variables/
parameters through system entry points are considered 
to be actors.

3.	 Can the actor/user identified in question 2 misuse the 
asset? Considering system and environmental assump-
tions as well as confidentiality, integrity, and availability 
criteria, can anyone harm the asset (any scenario)?

4.	 How difficult is it to harm the asset? What is the prob-
ability over a certain period (e.g., 1 year) and what is the 
impact of harm?

The answers to the above-mentioned questions are used to 
define the risk level using the matrix in Fig. 3. The flowchart 
in Fig. 4 shows the overview of the SRA process includ-
ing the above-mentioned steps. In the following section, we 
illustrate the use of SRA in an example..

Requirement analysis and specification is the last step, 
where the requirements engineering team uses information 
of the risks identified for every detailed requirement to fine-
tune the use cases covered by the requirement so that the 
risk would be addressed/prevented. This is done either by 
reformulating the requirement so that the risk is mitigated, or 
by defining the corresponding component-level requirements 
to enforce the risk mitigation.

The flowchart in Fig. 4 shows the overview of the SRA 
process including the above-mentioned steps. In the follow-
ing section, we illustrate the use of SRA in an example.

Example

Risk assessment content establishment: Telecom networks 
consist of several subsystems interacting with each other. 
These subsystems (nodes) are used by operators to serve 
their customers (subscribers) with fixed and/or mobile ser-
vices. The overall system is large and is commercially active 
over several releases. Consequently, including security in 
such a system and sustaining security throughout the whole 
life cycle could be a challenging issue requiring continu-
ous improvements. One example set of features requested 
by operators is features for self-organizing networks (SON), 
including self-configuration and self-optimization of the Fig. 2   SRA steps
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Fig. 3   Risk-level matrix
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nodes in a telecom network. The self-configuration func-
tion enables the network to automatically perform instal-
lation procedures (plug and play) on the nodes, and self-
optimization enables the network to auto-tune its operational 
parameters using performance measurements that are either 
performed by the node itself or received from user equip-
ment (UE) [30].

One type of functionality that is provided as a part of 
self-configuration is the automatic neighbor relations (ANR) 
feature. ANR is a known feature in the telecom industry 
[31] for automating operation and maintenance of a specific 
function (handover functionality) when neighbor nodes pro-
vide a telecom service to subscribers jointly. The feature-
level requirement in this case is the node shall support ANR 
functionality.

To initiate the development of this feature, we need to 
define the detailed requirements at the function level. Some 
examples of these requirements are presented in Table 1.

Risk identification and estimation: We start from the first 
detailed requirement and perform the risk assessment by 
answering the questions mentioned above.

Detailed Requirement 1

1.	  What is the asset? What shall be protected?

Asset: disable/enable functionality of the ANR function 
on one or multiple nodes.

2.	 Who has access to the asset and how?

Operators (who configure the features), using a configura-
tion GUI.

3.	 Can the actor/user, identified in the previous question, 
misuse the asset?

This is not likely since the assumption is that operators 
will not harm their own products/network.

4.	 How difficult is it to harm the asset? What is the prob-
ability over a certain time period (e.g., 1 year) and what 
is the impact of harm?

The probability is “almost impossible”, but the impact 
is “serious” because the ANR functionality would not be 
available. According to the matrix in Fig. 3, this will be a 
low risk.

Detailed Requirement 2

1.	 What is the asset? What shall be protected?

Asset: ANR measurement results from the selected UE.

2.	 Who has access to the asset and how?

End user (using UE).

3.	 Can the actor/user, identified in the previous question, 
misuse the asset?

It is possible that a malicious actor could modify meas-
urement reports.

4.	  How difficult is it to harm the asset? What is the prob-
ability over a certain time period (e.g., 1 year) and what 
is the impact of harm?

The probability is “possible” and the impact is “seri-
ous”, since the measurement reports are used for certain 
network planning decisions. This is a medium risk and the 
requirements engineering team shall revisit the requirement. 
Depending on the system architecture, there could be differ-
ent alternatives: for example, if it is possible to get required 
ANR measurements from a source other than UE the initial 
design can be modified. If getting measurements via UE 
is the only way (e.g., as a standard method for all telecom 
vendors), then an additional requirement shall be defined 
to validate the received values and minimize the impact of 
malicious reports.

Detailed Requirement 3

1.	 What is the asset? What shall be protected?

Asset 1: collecting reports functionality.
Asset 2: maximum number of relations (variable).

Table 1   Example requirements

Detailed requirement ID Requirement text

1 Operator shall be able to disable/enable one node or multiple nodes’ ANR function when needed
2 The node shall collect and log ANR measurement results from the UE selected for reporting
3 Collecting measurement reports from UE shall be disabled if the maximum number of neighbor 

relations is reached
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2.	  Who has access to the asset and how?

Developer has access to both assets through the code that 
implements the functionality and defines the maximum num-
ber value.

3.	 Can the actor/user, identified in the previous question, 
misuse the asset?

Only if the implementation is modified, the asset  can 
be misused.

4.	 How difficult is it to harm the asset? What is the prob-
ability over a certain time period (e.g., 1 year) and what 
is the impact of harm?

Developer has access to both assets through the code that 
implements the functionality and defines the maximum num-
ber value. The probability is “almost impossible” because 
the functionality will be tested to ensure that the requirement 
is fulfilled, and the impact is “serious” since the functional-
ity will not be available and the feature-level requirement 
will not be fulfilled. This is a low risk according to the risk-
level matrix.

Requirement analysis and specification: The results of 
the risk assessment are shown in Table 2. This table can be 
used for residual risk management, helping product manag-
ers to decide if the cost of mitigating the risks is acceptable 
or if the risk is relatively low compared to the mitigation 
cost and the feature can be delivered as it is. For example, 
if product management decides to address only the medium 
risk, it can be addressed in different ways. Example alterna-
tives could be to:

•	 Define a criterion to accept measurement reports from 
approved UEs and add this as a new detailed require-
ment. Also adjust detailed requirement 2 to cover the 
criteria.

•	 Accept the risk of getting untrusted data from some UEs, 
and to minimize the risk get the reports from more than 

one UE and compare the values before using them. This 
will lead to several other detailed requirements.

Note that the table can also be used to track the identified 
risks during the whole development process. This table is 
reported as a part of the documentation of the requirement 
engineering phase.

Case Study

We introduced the SRA method in a software development 
process in a telecom company that is developing complex 
products using agile practices (e.g., Scrum or a combination 
of other agile flavors). To evaluate the application of SRA 
and find answers to our research questions, we performed 
a case study. One reason for choosing a case study as the 
evaluation method was to study the problem in its context 
and evaluate how our proposed method was used in this con-
text. Another reason was to develop an understanding on 
how a process improvement attempt through introduction 
of SRA was received in real-life industrial setup. The case 
study context was as follows: the target organization is a 
large enterprise offering telecom and multimedia solutions 
in a highly competitive market. The setup of the team is 
a mix of both co-located and remote workers, distributed 
in different locations. The company has around a hundred 
thousand employees and the unit supporting the case study 
consists of around 150 engineers. The development model is 
a combination of customer and market-driven processes in 
the sense that requirements are collected from both existing 
and potential customers. The market demands highly cus-
tomized solutions with requirements that are compliant with 
domain-specific standards. There are dozens of development 
teams working on the subject project. The project time may 
vary between 6 and 12 months and the requirements engi-
neering activity may take up to 4 weeks. The projects are 
integrated with the previous baseline of the system and only 
one product exists at the time.

Table 2   Risk assessment results

Detailed req. Asset Actor Misuse scenario Probability– impact Risk level

1 Enable/disable functionality Malicious operator An operator can misuse its author-
ity and mess with enabling/
disabling

Almost impossible–serious Low

2 Values in the report UE A malicious UE may send modi-
fied/misleading data

Possible–serious Medium

3 Maximum number of neighbors Malicious operator An operator can misuse its author-
ity and mess with maximum 
neighbor value

Almost impossible–serious Low
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The target organization has a security framework that 
includes security design rules and generic security require-
ments to be followed and fulfilled during the software devel-
opment life cycle. Security risk assessment as part of the 
organizational security framework is performed for all the 
products in the company portfolio. A central security team 
consisting of security experts performs security risk assess-
ments on all feature requirements and feeds the findings back 
to the development process.

We defined the following variables to be studied to 
answer the research questions:

1.	 Deployment of the method in the requirement analysis 
(during requirements engineering):

a.	 Comprehensibility of the documentation introducing 
the method.

b.	 The overhead of applying the method.

2.	 Applicability of the method in an industrial setup as 
explained above in the case study context:

a.	 Acceptance by requirements engineers.
b.	 Shortcomings and improvement possibilities.

3.	 Effects/benefits of applying the method:

a.	 Number of identified vs missed risks.
b.	 Awareness.

We used a single case study design as defined in [32], 
with the telecom company being the overall context and 
performed the case study in three iterations followed by a 
final root cause analysis on the findings of the third itera-
tion to identify the way forward, as shown in Fig. 5 and 
over a period of 4 years. We used the process as described 
by Runeson et al. to design the case study with a flexible 

design, based on qualitative data [33]. The first case started 
with applying the SRA in a certain context by pilot subjects 
and the contexts of succeeding cases were adjusted after 
analyzing the results of the previous cases. The initial state 
of the iterations was a team of security experts performing 
the SRA activity. We then examined the consequences of 
fully distributing this task to non-security-expert require-
ments engineers, and finally a semi-distributed setup where 
an SRA forum would perform further analysis of results by 
requirements engineers if needed.

For the first iteration, nine pilot subjects were identified 
using a focus group [34] of five technical team leaders, who 
received a presentation of the goal of the case study and, 
in an open discussion session moderated by the researcher, 
nominated candidates to be pilot subjects. The selected sub-
jects had deep knowledge of the software product’s archi-
tecture and its value to the customers. The subjects worked 
either alone or in a team of two or more engineers. The sub-
jects applied SRA during requirements engineering activity 
and answered a questionnaire about method conformance, 
domain conformance, and general feedback.

Process conformance questions focused on characteriza-
tion of the method and an assessment of how it is performed. 
Domain conformance questions focus on learning about 
subjects’ knowledge concerning security and requirements 
engineering, and finally to get general feedback for improv-
ing the method.

We analyzed the final feedback from pilot subjects, based 
on the variables we had defined.

Deployment of the Method

An average of 6 h was spent on performing the risk assess-
ment and documenting the requirements and risks. Accord-
ing to six of the participants, analysis time overhead was 
considered acceptable with respect to the planned time. 

Fig. 5   Case study process
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One of the participants mentioned that it took a long time to 
perform the analysis and one of the participants answered 
that the time could vary based on complexity of the feature. 
Seven participants saw no specific hindrance to deploying 
the method, and one of the subjects felt that the study team’s 
lack of security knowledge could be a major hurdle.

Applicability of the Method

All participants found the method beneficial in finding the 
risks and that it should be used for all requirements. Accord-
ing to all participants, the introduction presentation was 
enough to start using the method. In the general feedback, 
one subject was interested in getting a presentation of the 
existing security capabilities of the system, as this would 
help system engineers reuse the already existing mechanisms 
as risk mitigations. Another suggestion was to provide a list 
of security best practices to be considered by system engi-
neers when, for example, new attributes and new interfaces 
are introduced by a feature. The example-driven nature of 
the method was important for understanding the usability of 
the method, according to one of the participants.

Effects/Benefits of Applying the Method

One of the participants mentioned that even if there might 
be no or low security risk, the assessment helped in reaching 
that conclusion. Only one of the participants was already 
familiar with security topics and for the rest of them it was 
their first time thinking about security issues. One of the par-
ticipants found no risk, four of them identified two medium-
level risks each, and the rest identified only low-level risks. 
Based on the results we concluded that the method could 
help system engineers to consider the security aspects of 
technical solutions using the proposed method with mini-
mum overhead. All medium-level risks were reported to 
product managers to discuss a cost-effective mitigation or 
to be considered in negotiations with customers if required. 
Two of the risks resulted in new feature-level requirements 
from product managers and the rest of them were not prior-
itized in the upcoming release from a business point of view.

Iteration 2: Case Study with 45 Subjects

After the first iteration was completed, the decision was to 
extend the scope and apply the method to an entire release 
project, wherein all of the system engineers on that project 
would apply the method to all of its features in that project.

Subject and Case Selection

The target release project consisted of 45 features to be 
implemented and integrated into a legacy telecom product. 

In this iteration, we provided a 1-h training for all system 
engineers studying these 45 feature requirements to pre-
sent the security risk assessment method. We also modi-
fied the security impact chapter in the mandatory docu-
ment that was to be written in the pre-study phase. This 
document describes the systemization of the feature and 
includes the list of detailed requirements. The security 
chapter was updated to require that the results of the secu-
rity risk assessment be documented and reported in the 
chapter.

Data Collection

We had three sources for data collection. We used a two-
step qualitative data collection method in this iteration, 
which took the form of a questionnaire to be answered by 
the subjects, followed by individual interviews to get a more 
in-depth view of the subjects’ opinions. In parallel, all the 
reports were systematically reviewed by the central security 
team and the data provided in the security impact chapter 
were reviewed. The goal was to analyze the outcome of the 
modifications to the pre-study process and compare the 
results of the security risk assessments done by the subjects 
with the results of the same analysis as performed by the 
central security team. This approach helped to determine 
whether all the risks had been identified by the subjects. 
To ensure ethical considerations, all subjects were informed 
about the purpose of the activity and asked to give consent 
on the use of their contributions in this research approach. 
This included the information they provided about their own 
technical background and experience.

As with the first iteration, the questionnaire included 
questions about process conformance (PC), domain con-
formance (DC), and general feedback (GF). 

Process conformance (PC) and general feedback (GF)
The questions on PC and GF, which placed more focus 

on gathering statistical data about the application of the 
method, were as follows:

1.	  (PC) Did you attend training on the method and the new 
document template?

2.	  (PC) Did you use the proposed method?

a.	 Yes: describe the differences you see between this 
template and the old one.

b.	 No: why not?

3.	  (PC) How long did it take for you to perform the risk 
analysis on the detailed requirements and document it? 
How long was the whole study?

4.	 (GF) What are the pros and cons you see in this method, 
as mentioned in the security impact chapter?
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5.	  (GF) Talk about your opinion regarding any significant 
problems that might hinder the deployment and use of 
the method.

6.	  (PC) How much training do you think is needed to be 
able to use the method?

7.	  (PC) Did you identify any risk for your feature and what 
was the level of the risk?

a.	 Yes: what did you do with the risks you identified?
b.	 No: why do you think you did not identify any risk?

8.	  (GF) What are your suggestions to improve the risk 
analysis method and instruction document?

9.	  (GF) Is there anything more you would like to add?

Questions about the subjects’ pre-knowledge in security and 
their depth of knowledge about the product were handed out 
in a separate set.

Execution

We organized training sessions and presented the SRA method 
and examples of how to apply it to all subjects. During the 
roadshow, we also went through the changes applied to the 
“security impact” chapter in the pre-study report document 
template.

After the project was closed, the subjects were asked to 
answer the questionnaire and then invited to a 30 min inter-
view (for each functional requirement). A total of 41 subjects 
responded to the questionnaire and participated in interviews. 
The interview sessions were semi-structured [34] with a mix 
of open and closed questions. The interview agenda is:

•	 Meeting starts with a presentation of the interviewer.
•	 The interviewer explains the goal of the interview.
•	 The subject is asked to sign the statement of consent to use 

the data in the research project.
•	 The subject is asked to present information about their own 

background.
•	 The subject provides information on what the study is 

about.
•	 The interviewer walks through the answers provided by the 

subject and takes notes of the reasons for the answers.
•	 The interviewer provides information on how the data will 

be analyzed.

The notes from each interview were sent to the subject after 
the interview for a second review.

Results

The questionnaires were printed, and the answers provided 
by the respondents were independently analyzed and catego-
rized by the three authors. The independent analyses were 
subsequently compared and reconciled with only minor 
inconsistencies noted that could all be resolved through a 
joint review of the interpretation of the answers and clarifi-
cations given in the interviews. There were four categories 
of subjects as shown in Table 3.

Deployment of the Method

The studies in which the method was applied were of vary-
ing complexity and length. One subject reported having 
spent 5 min out of 3 months, and another reported having 
spent half a day out of 2 weeks. A majority (18 out of 26) 
of the subjects that used the method report having spent 2 
h or less on applying the method. Four subjects reported 
having spent more than 2 h. Four subjects did not answer 
the question about how much time was spent applying the 
method. The subject spending half a day out of 2 weeks had 
not attended the roadshow and reported having to overcome 
a threshold for using the method for the first time.

In the questionnaire, most respondents provided feed-
back and suggestions for improvements. The most frequent 
feedback (from more than half of all subjects) contained a 
suggestion to introduce a concept of “No impact” to be used 
when a simple review makes it obvious that the change being 
studied will not introduce new risks. Other common items 
of feedback were each expressed by about a quarter of the 
subjects: suggestions to provide more examples of risks as it 
might occur in different types of system features, a concern 
over slip-through or that risks might be introduced in later 
stages of the process, that the context in which risk was 
to be assessed needed to be better defined, and mention of 
the use or need for a subject matter expert to complete the 
assessment.

In the context of knowledge supply, approximately, one-
third of the subjects expressed a need for getting expert sup-
port when needed and one-third expected improved/addi-
tional training.

Other feedback included suggestions for using structured 
queries, the need for continuous training, and the need to 

Table 3   Four categories of subjects in iteration 2

Categories of subjects Attended the road-
show

Not attended 
the roadshow

Applied the method A = 16 C = 10
Not applied the method B = 4 D = 11
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also consider risks holistically at the system level and not 
just at the feature level.

Applicability of the Method

Among subjects in categories A and C (see Table 3) that 
have applied the method (n = 26), our analysis shows a 
generally positive or neutral attitude toward the setup. 14 
subjects categorized their impression of the method as 
‘worked well’ or ‘worthwhile’, while 5 subjects expressed 
an opinion of ‘not worthwhile’. The remaining seven sub-
jects that used the method did not state any valuation. See 
Fig. 6.

Of the 15 subjects in categories B and D who did not 
apply the method, six found the method ‘not worthwhile’ 
and two found it somehow disturbing. Four subjects had 
applied parts of the method and thought it ‘worked well’. 
The remaining three did not express an opinion about the 
method.

Effects/Benefits of Applying the Method

We analyzed the results to list the risks identified by the 
subjects. The pre-studies were then reviewed by security 
experts and the cases where additional risks were listed 
by security experts were identified. Figure 7 shows the 
number of risks identified by subjects vs. security experts 
based on subject categories.

We also went through the collected data to identify 
the possible benefits of applying this method regarding 
increasing security awareness among requirements 

engineers. We were able to categorize the answers into 
three main categories as in Fig. 8:

a.	 22 subjects who clearly stated that they had no security 
background and became aware of security and security 
issues during this case study.

b.	 13 subjects who had at least basic security knowledge 
prior to the case study, but who also found it useful to 
be given instructions on how to perform security assess-
ments.

c.	 Six subjects who did not have basic security knowledge 
and it was not evident that the proposed approach and 
case study affected their security awareness.

Concluding Remarks: Iteration 2

In this study, we observed that those who have partici-
pated in the training and tried to use the method found 
almost the same number of risks as the security experts. 
The cost of applying the method was acceptable. When 
the results were presented to the company, two things were 
concluded:

1.	 The value of making early security risk analysis on a 
detailed level of requirements is high and should be con-
tinued.

2.	  However, as many subjects indicated, more training and 
support from security experts were necessary.
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Fig. 6   Applicability of the method according to subject categories
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Iteration 3: Additional Expert Support

As mentioned earlier, the initial state for starting the pro-
cess of proposing our approach was risk assessments of 
implemented features conducted by a central security team 
consisting of security experts. We then studied the impact 
of decentralizing this activity to system engineers with no 
specialization in security. This way of working continued 
in the same way as in iteration 2 above with more training 

and dialog with security experts. Feedback was continu-
ally collected. As the final step in the third iteration, we 
modified the proposal to provide security expert support 
to system engineers performing the risk assessment when 
needed.

In this iteration, the risk assessment activity was 
included as a mandatory checkpoint in the pre-study pro-
cess during requirement analysis and it was defined as a 
part of the definition of “done” for the pre-studies. This 
strengthens the requirements on using the method com-
pared to iteration 2. The security expert team was renamed 
to security risk assessment (SRA) forum and an improved 
workflow was defined as shown in Fig. 9.

In this workflow, requirement engineers perform a risk 
assessment according to the method in section “Security 
Risk Assessment” and sends the results to the SRA forum. 
A security expert then goes through the results and either 
approves them or identifies the need for expert involve-
ment and in-depth analysis. If necessary, the in-depth 
analysis is then done in an SRA workshop and the secu-
rity expert team assists the requirements engineers with 
in-depth analysis. In this way, there is already a quality 
control process being performed on the assessments done 
by the requirements engineers. We applied this process in 
eight releases projects in the subject organization.

To evaluate the outcome of these changes, we used 
the statistical data collected by the organization for 
follow-up purposes. The organization uses this data to 
go through the pre-study documentations and review the 
security risk assessment results. As a result of this review, 
all studies must have a proper security risk assessment 

Fig. 7   Risks found by subject categories vs. security experts

a, 22, 54%
b, 13, 32%

c, 6, 14%

a b c
Fig. 8   Security awareness categories
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documentation, approved by the SRA forum. By analyzing 
this statistic, we identified three categories of studies:

1.	 Studies with missing security risk assessment documen-
tation (no assessment reported in pre-study documenta-
tion).

2.	 Studies with incomplete security risk assessment data 
provided in the pre-study documentation and no com-
munication with the SRA forum.

3.	 Studies with proper security risk assessment provided in 
the pre-study document, which had passed through the 
SRA forum (with the results of the analysis performed 
by the requirement engineers either being approved 
directly or after expert involvement through an SRA 
workshop).

Table 4 shows the statistics for these categories. The 
requirements engineers responsible for the studies in cat-
egories 1 and 2 were invited to a root cause analysis work-
shop and their input on the causes of identified issues was 
discussed with them. All the participants were encouraged 
to share their ideas and give feedback about the method, and 
a recorder took notes on the board to capture all of the input.

The five whys method [36] was then used to identify 
the root causes of the identified issues. The following root 
causes were identified:

•	 Security awareness/competence: Due to reorganizations, 
and responsibility relocations, new teams started on the 
project without getting the planned training on applying 
the method. The statistics in different releases have a cor-
relation with changes in the organization.

•	 The training material is old and needs to be refreshed 
and adjusted to the agile teams’ way of working which 
changes regularly.

•	 The old template for the pre-study document (without the 
security chapter) was used for documenting the pre-study 
in some of the studies.

•	 There was a lack of communication to pre-study drivers 
that it is mandatory to complete the security chapter.

•	 The SRA forum was not sufficiently introduced to the 
new pre-study drivers.

•	 The pre-study documentation including the security 
chapter (to include security risk assessment) exists, but 
is not linked into project management tools, which led 
to missing documentation when working on the statistics 
above.

•	 The method is focused on the new (delta) functionality 
in the product, since the new requirements are used as an 
input to the security risk assessment. However, the study 
driver must have access to the security risks that were 
identified for the legacy system when the new feature is 
an incremental change in functionality.

Based on these findings several corrective actions were 
identified: security guardian(s) were appointed in each pro-
ject to ensure that the security risk assessment would be 
in place before respective project milestones/checkpoints. 
The guardian also supports the function of the security risk 
assessment forum representing the respective project. Secu-
rity guardians are project managers that ensure mandatory 
project activities are performed, including security.

It was ensured that the release project checklist is updated 
and includes security risk assessment as a mandatory 

Fig. 9   SRA workflow
In�al SRA by

requirements
engineer

Send results to SRA
forum

Document the
requirements
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In�al SRA results approved
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checkpoint to pass. It was also ensured that the SRA forum 
representative is invited to the final review of the pre-study 
documentation. Training material was updated and the train-
ing program was improved to include SRA forum informa-
tion to cover all new engineers. It was ensured that the docu-
mentation template would be updated as required.

We also analyzed the email throughput in the SRA 
forum mailbox and listed the statistics about the emails sent 
to the SRA forum by unique individual senders (requests 
for SRA forum support) as shown in Fig. 10. The increas-
ing trend in the number of emails can be interpreted as a 
sign of increased security awareness among pre-study driv-
ers and the increasing number of security risk assessments 
performed for studies that require approval from the SRA 
forum.

Discussion

We proposed the application of a method in a telecom 
company and studied different aspects of introducing such a 
method in the context of the target company. This approach 
examined the target company's journey through several steps 
of changes, based on a continuous improvement mindset.

The journey started from an initial status of security 
risk assessments being performed by a centralized team of 
security experts who did not have deep technical knowledge 
of the lower abstraction level of the respective functionality 
of the system under assessment. This assessment was 
performed in requirement verification. During our research 
journey, we examined introducing security risk assessment 
activity to be performed during requirements engineering 
and through a completely distributed approach, by letting 
requirements engineers with deep technical knowledge, 
but no specialization in security, perform the assessment. 
One of the goals was to ensure that introduction of security 

Table 4   Statistics on security 
risk assessments

Release date # of features in 
release project

Studies lacking security assessment Studies with proper 
security risk assessment 
(%)Not done assess-

ment (%)
Incomplete assess-
ment (%)

17.Q1 62 11 27 62
17.Q2 57 11 7 82
17.Q3 83 27 11 62
17.Q4 65 34 23 43
18.Q1 70 21 28 51
18.Q2 101 30 22 48
18.Q3 105 26 16 58
18.Q4 55 16 4 80
19.Q1 198 25 0 75

Fig. 10   Statistics on number of 
emails sent to SRA forum by 
unique individual senders
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considerations into the product’s functionality as early as 
possible, and the other goal was to eliminate the bottleneck 
of a central team conducting the security assessment 
activity for all features of the project. In the third round, 
the approach was modified to examine a cooperative setup 
involving both individual requirements engineers as well as 
the central security team. The first iteration of our case study 
can be defined as exploratory [33], which helped us to find 
out how the requirements engineering was performed and 
if SRA could be applied by pilot subjects. The output from 
this study led us to the idea of training subjects on how to 
apply SRA and study the outcome in the second iteration. 
The second iteration could be defined as explanatory [33], 
as it was used to seek an explanation of the outcome of 
iteration 1 (subjects performing SRA without receiving any 
training) with the case where subjects did get a training on 
the method. The output from this study helped us to define 
the type of support needed by security experts. The third 
iteration focused on a descriptive study of the organization 
in the last 2 years with requirements engineers using the 
SRA method and improved the application of the method by 
involving security experts to triage when needed.

The results of our extensive case study allowed us to 
answer the research questions we had defined:

What are the difficulties of introducing such a method in 
a big organization that is developing complex systems? We 
realized in each case study iteration that by adding SRA to 
the existing way of working and to the development artifacts 
in the company, the application of the method is impacted by 
the efficiency/deficiency of the original artifacts. Changes in 
the organization must also be monitored to adjust the pro-
posed method.

When performing security risk assessment, can we bridge 
the gap between security experts and requirement engineers 
who are not specialized in security? In that case, what is an 
efficient distribution of tasks between security experts and 
requirement engineers? The case study showed that expert 
involvement could not be eliminated to ensure that the qual-
ity of the risk assessment is acceptable and that all risks 
are identified. Based on this finding, we also learned that 
changes of this type must be managed over time to achieve 
the desired results. It was also observed that the bottleneck 
issue could be solved in a cooperative approach and, as 
we see in the results of iteration 2, most subjects reported 
manageable overhead with respect to total time of the pre-
study. Considering the increasing number of features to be 
implemented (see Table 4) in a project, the overhead factor 
became important.

What considerations (introduction or training) are 
needed for engineers to achieve acceptable results? During 
all iterations of the case study, one of the main elements 
of feedbacks we received was related to training and pro-
viding examples and background material for requirement 

engineers as well as the possibility of supervision/consulting 
supported by security experts. The results clearly showed 
that having basic security knowledge, as well as under-
standing the purpose and expected outcome of the security 
risk assessment is a crucial prerequisite to achieving the 
desired results. It is also important to ensure that training 
is refreshed continuously and is adapted to the changes in 
the organization, development processes, and daily way of 
working. Note that the emphasis in our case study has always 
been on basic security knowledge and understanding what 
security principles are in terms of confidentiality, integ-
rity, and availability rather than knowledge of sophisticated 
attack patterns, threat models, etc.

In summary, despite all obstacles, comparing the initial 
state with the existing state, we see an obvious increase in 
security awareness in the company and among developers, 
since everyone is expected to see security considerations 
as a part of the functional requirements to be developed in 
the final product. We have effectively shifted security risk 
assessment that had previously been done in later stages of 
the development to the earliest stage where the requirements 
are elicited to implement the functionality. Through the 
continuous improvement process, we managed to reform the 
central team of subject matter experts, who were serving 
the development activities in a support function to the SRA 
forum that acts in a corrective function.

As stated by Runeson et al. [33], about the nature of 
the case studies, the case study methodology can primar-
ily be used for exploratory purposes, but it can be used for 
explanatory and descriptive purposes if the generalizability 
of the situation or phenomenon is of secondary importance. 
During design and implementation of the case studies, our 
assumption was that the results could be transferable, and 
we believe the results provided a deeper understanding of 
the phenomena under study. We also believe that provid-
ing the details of factors defining the context of cases study 
(the size of the company, complexity of the product, the 
type of development process, the size of the project, and the 
abstraction level of requirements) supports transferability 
goals. It allows the readers of our results to make inferences 
about how our findings match their context and which part 
of our solution can be transferred to their respective settings 
[35]. Any software or system which has interfaces and/or is 
communicating with its surrounding is subject to risks and 
needs a security risk assessment to be prepared for being 
resilient. SRA can be performed on any system and in any 
abstraction level, on a whole system within its boundaries 
or on the components of any system and is not limited to 
telecom products.

We analyzed the validity threats of our results based on 
Runeson et al.’s checklist [33]. For construct validity and to 
ensure that researcher and subjects have the same interpreta-
tion of the operational measures, we used both questionnaire 
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and interview sessions to go through the answers to the ques-
tionnaire. The case study design and three different iterations 
of the case study contribute to the internal validity and help 
to ensure that various factors are considered in the findings. 
This includes the factors of the technical background and 
security competence of the subjects, as well as the organi-
zational way of working and processes that are already in 
place, but which may differ from project to project. The 
same characteristics of our approach help with analysis of 
the external validity, since it is performed by different sub-
jects in different projects over an extended period of time. 
To support the reliability of the findings, all steps of the 
case study activities were designed and reviewed by three 
researchers, and to reduce bias by individual researchers, 
we conducted data analysis after the third iteration by three 
researchers independently.

Related Work

To identify related work in risk-based requirements engi-
neering, we performed a literature review and went through 
the publications on research approaches to security risk 
assessments applied in requirements engineering as well 
as similar empirical studies. During this literature study, 
we compared the novelty of our contribution with existing 
research contributions, considering that:

•	 We use security risk assessment in requirement analysis 
of all functional requirements, not just security require-
ments.

•	 Our focus is on assets at a lower abstraction level than 
similar approaches, which start mostly from strategic 
interests of stakeholders or objectives. Going from sys-
tem-level to subsystem-level analysis highlights the func-
tional aspects of the solution to be developed that might 
be missed in higher-level analysis [37]. Identifying risks 
at this level helps us to refine the solution to counter the 
risk by choosing a security-tuned solution.

•	 We emphasize the technical knowledge of requirements 
engineers supported with security training and security 
expert consulting (when needed), to distribute the over-
head of security activities instead of using the limited 
resource of security experts.

•	 We have empirically verified the proposed approach in 
an industrial setup, over the course of several years and 
in large-scale software development projects using agile 
methods. This has provided a good understanding and 
lessons learned about the realities of introducing such 
approaches in a real-life setup.

Identifying system assets, formulating significant threats 
to the software system, and associating the probability and 

impacts of risks with the system requirements have been pre-
sented in several articles and in various dimensions [8–12, 
38]. Franqueira et al. introduce an agile security risk man-
agement approach that addresses the topic of performing 
risk assessments in development process iterations. This 
approach focuses on supporting decision making on mitiga-
tions to be incorporated into the next iteration of develop-
ment [8]. Asnar et al. propose a goal-oriented approach for 
analyzing risks along with stakeholder interests and iden-
tify countermeasures as a part of system requirements [13]. 
In a similar approach, Mayer et al. [9] propose using risk 
analysis in security requirements engineering of information 
systems that focus on business assets. Firesmith [22] pre-
sents different types of security requirements and provides 
guidelines for system engineers to specify security require-
ments. These guidelines are used to ensure that security 
requirements are not confused with architectural security 
mechanisms. Our approach is similar to these works in that 
it focuses on the knowledge of system engineers rather than 
security engineers. Laoufi [10] also aims at identification 
of security requirements for information systems from risk 
analysis and uses ontologies to do so. He also focuses only 
on security requirements and no empirical evaluation of his 
approach is presented. All the approaches mentioned aim at 
identifying security requirements using security risk assess-
ment, compared to our approach that applies risk assess-
ment to all requirements, resulting in requirements that have 
been fine-tuned for security. In this way, we ensure that the 
security considerations are built into the requirements and 
consequently into design of the system under development.

Note that there are various definitions for security 
requirements in the requirements engineering and security 
engineering communities. Within requirements engineering, 
security is often classified as a non-functional requirement 
[39, 40]. An example from the security engineering com-
munity, common criteria (CC) [41] distinguishes between 
two types of security requirements: functional and assur-
ance. Security functional requirements describe security 
properties that users can detect by direct interaction with 
the system or by the systems’ response to stimulus. Secu-
rity assurance requirements are process requirements that 
require active investigation and evaluation by the IT system 
to determine their security properties [42].

We agree with the statement that “no common 
agreement exists on what a security requirement is” [23] 
and various approaches [22, 24], [43–47] define different 
extents for security considerations covered by security 
requirements and different levels of details on how to cope 
with security requirements. In our approach, we do not 
separate security and non-security requirements; instead, 
we propose to define and “security-tune” function-level 
requirements after considering the relevant security 
risks. Considering security, as a part of designing the 
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solution will ensure that security aspects are not ignored. 
Haley et al. [43] recommend security requirements “… 
to express what is to happen in the given situation, as 
opposed to what is not ever to happen in any situation.” In 
our approach, we use the same mindset and propose risk 
analysis for every detailed requirement, considering the 
context in which the requirement is to be implemented.

Focusing on the assets, in a similar approach to ours, 
Vasilevskaya et  al. use risk assessment (consequence 
assessment) to decide which asset to prioritize for pro-
tection, and this is used as an input to selection of secu-
rity mechanism to protect the asset in embedded systems 
[48]. This approach also combines security expertise with 
embedded system engineering knowledge, although the 
approach does not target requirements engineering.

We reuse the concept of misuse cases [49] to detect the 
possibilities to abuse the functionality and identify the 
risks. Misuse cases are introduced by Sindre et al. [50] 
and extend traditional use cases by specifying behavior 
not wanted in the proposed system. Mwambe and Echi-
zen [51] focus on supporting information systems secu-
rity during the design phase. As an extension of unified 
modeling language (UML) activity diagrams, mal-activity 
diagrams (MAD) have also been used to model malicious 
and risk mitigation processes.

In our literature review and going through the relevant 
survey studies on information security risk analysis and 
security requirements engineering such as [52, 53], we 
found some similar empirical studies with industrial set-
ups. Oyetoyan et al. [11] presented an empirical study 
with an extensive presentation of the case study and its 
results with partially overlapping research question. Chal-
lenges of applying threat modeling in agile development 
are presented by Cruzes et al. [54]. This approach uses a 
similar research method to ours and presents challenges 
to adoption of threat modeling as a security practice in a 
smaller development organization. The challenges iden-
tified by this contribution are mapped to our findings in 
some of the cases such as challenges with having distrib-
uted teams or the importance of providing security expert 
support in certain discussions.

Morrison et al. [55] surveyed several security-focused 
open source projects to collect evidences on adherence to 
the number of software development security practices. 
According to their findings, training is positively corre-
lated with the use of these practices and we see a similar 
finding in our work as well: training system engineers 
improves the use of security risk assessment as a security 
best practice. In a similar way, we also observed that the 
use of a simplified security risk assessment method that 
is designed with ease of use in mind is impacted by vari-
ous factors.

Conclusion

Security has become a critical part of nearly every soft-
ware engineering project and identifying and performing 
proper activities to ensure security is one of the challenges 
of software vendors. The work presented in this article 
proposes the introduction of a risk assessment method 
in requirement engineering and studies the realities and 
challenges of applying this method in a real-life industrial 
setup. The goal of this validation step was to see if it is 
possible with a small effort to introduce such a risk assess-
ment approach. In this approach, requirements engineers 
who are not specialized in security attempt to efficiently 
find security risks early in the development process as well 
as to gather information on the outcome. Lessons learned 
from this validation activity showing the need of system-
atic interaction between security experts and requirements 
engineers may provide a basis for being prepared and facil-
itating similar approaches.

The risk-based requirements engineering method pro-
vides incentives in the sense that system engineers find the 
risks involved with their proposed solutions immediately. 
When developing solutions, they can react accordingly by 
fine-tuning the solution or by adding new requirements. 
This is an immediate perceived benefit and is one of the 
factors that increases the acceptance of the method. In our 
industrial case study, we examined the applicability and 
usability of the method when used by distributed teams, 
developing complex products in agile ways. We started on 
a small scale, iteratively improved the application of the 
method, and increased the scale.

For future work, we are focusing on applying the 
method in a different organization to measure the cor-
relation in findings. The next step of our research is to 
analyze the quality and quantity of risks identified by the 
subjects and compare them to similar case studies with 
security experts as the subjects. This could be performed 
in a quantitative approach to identify the risk coverage 
of the method. Another area to be considered as future 
work is to create a database of different types of known 
security risks which can be used as a reference during the 
assessment performed by requirement engineers. Such a 
database would of course need to be supported by known 
security modeling methods such as various threat mod-
els, attack trees [5], etc. to ease the navigation and usage. 
SRA is not limited to identify a specific type of risks and 
answering the mentioned three questions and the type of 
risk to the identified assets can result in any type of risks. 
By providing a starting point for requirement engineers 
through a list of example risks for similar systems, there 
is a possibility to minimize the probability of missing a 
risk type.
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