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Abstract
With the increasing capabilities of machine learning systems and their potential use in safety-critical systems, ensuring high-
quality data is becoming increasingly important. In this paper, we present a novel approach for the assurance of data quality. 
For this purpose, the mathematical basics are first discussed and the approach is presented using multiple examples. This 
results in the detection of data points with potentially harmful properties for the use in safety-critical systems.
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1 Introduction

The development of machine learning (ML)-based systems 
has led to a widespread use in research, industry as well as 
in the everyday life. Even though ML systems show great 
performance in solving complex tasks, their use is mostly 
limited to domains, where wrong decisions only have minor 
consequences. The application of ML systems in high-risk 
domains currently is problematic due to the needed quality, 
lack of trustworthiness and the expected legal basis. To give 
a legal framework for the application of ML systems, the 
European AI act [4] is at the moment under development. 
Simultaneously, multiple projects from research and industry 
are dealing with the topic of ML systems in high risk areas, 
such like "KI-Absicherung" [17] and "safetrAIn" [25]. All of 
those projects highlight the high requirements that are needed 
to protect humans from errors made by ML systems. High-
risk ML systems have to fulfil the requirements according 

to European Commission [4] Chapter 2 "REQUIREMENTS 
FOR HIGH-RISK AI SYSTEMS" Article 10 "Data and data 
governance" Point 3: "Training, validation and testing data 
sets shall be relevant, representative, free of errors and com-
plete". In this paper we introduce a new approach that will 
contribute to the future fulfilment of this requirement. It is 
showcased how different relevant aspects of the data can be 
analysed and how relations between the given data can be 
used for quality assurance aspects.

The presented approach is part of the QUEEN-method 
(Qualitätsgesicherte effiziente Entwicklung vorwärtsger-
ichteter künstlicher Neuronaler Netze, quality-assured efficient 
development of neural networks) [28] which is a comprehen-
sive approach for the development of quality assured neural 
networks. In the scope of the QUEEN-method, two data qual-
ity assurance methods were developed, namely QI2(integrated 
quality indicator) [7] and ECS (equivalent classes sets) [24]. 
These methods were developed simultaneous in close coopera-
tion. In this paper, we want to show the mathematical basis and 
the use of ECS on the topic of quality assurance. The abilities 
and usage of the QI2 is covered in another submission [8].

The ECS is particularly used to analyse the local and 
global composition of data sets. Based on this, a wide vari-
ate of data quality properties is addressed. Be it the iden-
tification of single data points like outliers, false annota-
tions or isolated data or the identification of groups of data 
points like decision boundaries and local data point groups 
of identical output. The ECS makes it possible to identify 
all data points which do not match specifiable conditions. 
The method itself is thereby created in such a way that 
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interactions between the user and the data are supported to 
simplify and speed up the quality assurance process.

2  Related work/state of the art

Despite the fact that data quality and quality assurance 
are widely necessary and researched, there exists no sin-
gle general accepted definition. Instead, there are several 
attempts to define data quality based on current develop-
ments. One example is given by Wang and Strong [27] 
who define data quality with respect to the intended use of 
the data. It is argued that data quality has to be a context-
dependent term to be appropriately used in the context 
of a given tasks. In addition, the term of "data quality" is 
split into multiple properties like accuracy, consistency, 
completeness, safety and more. In Sidi et al. [23], many of 
these properties are listed and defined separately. In Pipino 
et al. [18], data quality is additionally split into subjective 
and objective assessments of data quality.

A general definition on data quality can thereby not be 
given. Instead is high data quality considered to be data 
which is fit for its intended purpose [5]. If data quality 
is used in standards, it is typically split into the different 
properties which have to be analysed separately like in 
Gualo et al. [9].

A first step to assure the data quality is the use of 
descriptive statistics [11]. Herein statistical methods are 
used to gain greater insights into the given data. Com-
mon methods are the visualization via scatter plots and 
histograms, often combined with the measurement of cen-
tral tendencies, dispersion and location parameters. Our 
proposed method extends the descriptive statistical meth-
ods, enables the visualization of multiple quality assur-
ance aspects in one plot and enables a direct interaction 
between the visualization of the quality indicator visuali-
zation and the data.

When trying to assure the quality of data, another pos-
sible approach is the representation of given data points in 
lower dimensional space using methods of dimensionality 
reduction. Commonly used methods are PCA [13], tSNE 
[15] or UMAP [16]. These methods often produce repre-
sentations interpretable by humans if the output dimen-
sionality is chosen to be low enough. However, such meth-
ods often result in considerable loss of information. The 
ECS on the other hand is computed on the original values 
and takes all the given information into account.

Some approaches try to cover as many dimensions of 
the data quality as possible. One way to do this is by test-
ing the data against predefined rules and assumptions. An 
example of such an approach is the pointblank R pack-
age [12] which is created for an agent-based data quality 
assurance. In this package, specific elements of the data 

are tested against predefined functions. As part of this, 
it can be tested if the data is greater, equal, lower and 
so on. Another method is given by DEEQU published in 
Schelter et al. [21] and Schelter et al. [22]. This pack-
age allows for assumption based unit tests which can be 
defined by the user. Tests on specific parameters of the 
data, similar to those already mentioned with regard to the 
pointblank package, are possible as well. A last method 
that should be mentioned here is shown in Heinrich et al. 
[10]. This approach showcases a probability-based method 
which calculates a value representing the probability that 
a data set is free of internal errors with respect to entered 
rules. The entered rules are based on the presence of data 
of certain values, comparable to the package pointblank. 
The main problem in using the mentioned approaches is 
the large amount of required knowledge about the data to 
create accurate assumptions. On top of this, the efficient 
creation of assumptions is only given if the user is aware 
that the data quality is influenced in some regards. Due to 
the reliance on the relationship between data points, our 
methods do not need any assumptions or rules that are to 
be specified by an user. Instead our approach can be used 
without any knowledge about the data.

A different approach is the focus on just a single dimen-
sion of the data quality. On the topic of outlier detec-
tion, these are for example density-based algorithms like 
Breunig et al. [2]. In this approach, the amount of local 
neighbouring data points is calculated and the thereby gen-
erated local density is compared with the nearest neigh-
bours. Another approach is using the DBSCAN algorithm 
[3] to cluster the given data. Based on this clustering the 
method proposed by Thang and Kim [26] calculates values 
to identify clusters of minimal sizes. These clusters are 
then regarded as possible anomalies. Another data quality 
property is the detection of possible outliers, which can 
also be solved by density based clustering. One example of 
such an algorithm is given by Fawzy et al. [6]. This algo-
rithm uses a fixed clustering to identify clusters followed 
by the computation of cluster distances. The clusters are 
classified as anomalous based on the inter-cluster distances 
and the deviation from the mean inter-cluster distance. 
Two quite similar approaches are Samara et al. [19] and 
Samara et al. [20]. Both approaches use a clustering of 
the given data in a first step. The first one uses the previ-
ously mentioned DBSCAN, the second one uses a cluster 
algorithm named OPTICS [1]. In a second step, anoma-
lous clusters are identified, once based on inverse distance 
weighting (IDW) and once using the kringing method. The 
main advantage of all of the mentioned methods is the 
reliable calculation of their data quality property. How-
ever, due to the methods focus on one specific data quality 
property, they are only useful if the assumption exists that 
this property could contain errors. The advantage of our 
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proposed method is that multiple data quality properties 
may be analysed with one approach.

3  Method

The ECS is based on the idea that a data set can be split 
into input data and output data. The input data defines 
the dimensions of the data, henceforth are called features, 
which can be used to predict the output features. The 
amount of all possible inputs creates the input space I. 
Accordingly is the output space O created by all possible 
outputs. To use the ECS properly, all feature values must 
be numbers. Features which are not created by numbers 
have to be represented in some way as a number or a com-
bination of numbers.

To start the calculation of the ECS two metrics are 
needed. These metrics should be chosen in such a way 
that "similar" data points according to the semantics of 
the task that has to be solved have a relatively small dis-
tance to each other. At the same time, "dissimilar" data 
points should have a relatively large distance. The dis-
tances between two data points can be calculated in the 
input space and in the output space independent from each 
other. By doing so, it is possible to use different metrics 
for the distances in I and in O. Which metric is best suited 
for the data set depends on the given type of data and the 
task to be solved. In the following, the difference between 
data points in the input space is named input distance dRI . 
Accordingly, the difference between data points in the out-
put space is called output distance dRO.

To differentiate between "similar" and "dissimilar" 
data points, the distances can be separated into different 
groups. The minimal approach is to create two groups. One 
group for relatively small distances and another one for 
relatively large distances. Doing so requires a threshold, 
which is called �in for distances in the input space and �out 
for distances in the output space. These � can be absolute 
distance values or a percentage of the maximum known 
distance between data points. They are set based on the 
data quality properties that should be identified and the 
used data type. By comparing two data points with each 
other, four possible scenarios can be distinguished:

• Small input distance–small output distance
• Small input distance–large output distance
• Large input distance–small output distance
• Large input distance–large output distance

Each of these scenarios shows a relation between the data 
points. If for example the distances are both small, than 
the data points may showcase a common use case with a 
typical output. A small input distance in combination with 

a large output distance on the other hand could showcase 
complex areas in the input space or an outlier. Either way, 
the identification of data properties based on two data 
points is not enough. Due to this, the following four ECS-
sets are calculated. In these sets, the compared data points 
are saved, which are part of one of the above scenarios 
(Table 1).

Each of the four ECS sets represents all comparisons 
between data points which result in one of the four scenarios. 
Thereby, an E showcases a small distance whereas a U show-
cases a large one. The first of the two letters of the ECS-sets 
represents the input distance and the second represents the 
output distance. Following this, ECS_EU contains all data 
point comparisons which result in a small input and a large 
output distance. The ECS_UE on the other hand contains 
comparisons which result in a large input and a small output 
distance.

The information of the ECS-sets can be used to analyse 
the data points for each of the four scenarios. This way, it is 
possible to identify data points with specific properties. It 
would, for example, be possible to identify all data points 
which have the many dissimilar data points in close proxim-
ity. It would also be possible to identify data points which 
showcase small distances in the input and the output space. 
By doing so, certain areas of the input space can be iden-
tified which correlate with a certain outputs of the output 
space. It could also be possible to identify features which 
differentiate certain data points from each other.

The ECS-sets contain all information of the data set 
which could be used for quality assurance. However, the 

(1)
ECS_EE(D)∶={dc|dc ∈ D2 ∧ dRI(B) ≤ �in ∧ dRA(B) ≤ �out}

(2)
ECS_EU(D)∶={dc|dc ∈ D2 ∧ dRI(B) ≤ 𝛿in ∧ dRA(B) > 𝛿out}

(3)
ECS_UE(D)∶={dc|dc ∈ D2 ∧ dRI(B) > 𝛿in ∧ dRA(B) ≤ 𝛿out}

(4)
ECS_UU(D)∶={dc|dc ∈ D2 ∧ dRI(B) > 𝛿in ∧ dRA(B) > 𝛿out}

Table 1  parameters which are needed to calculate the ECS-sets

dRI Distance in I
dRA Distance in O
�in Inputdelta
�out Outputdelta
D Dataset
D2 All possible comparisons of data points out of D
d1, d2 Two data points out of D
dc Combination of two data points (d1, d2)
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formatting of the sets is difficult for humans to read. This is 
especially the case when entire data sets should be analysed 
and not just a small subset of the data. The solution is the 
comprehensive representation of the ECS sets in such a way 
that interesting data points can easily be identified. Before 
this can be done, it has to be determined which combinations 
of data points are the most interesting ones. The expectation 
hereby would be that similar input data would create output 
data that is related in some way. Based on this, it can be 
assumed that a combination of data points with a small input 
distance also has a small output distance. On the other hand, 
it would not be expected that data points with large input 
distances to each other would showcase similar output data. 
The most interesting combinations of data points would 
thereby be combinations which result in a small input dis-
tance. This comparisons can be display particularly by sort-
ing the data point comparisons based on the input distance. 
An example of the sorted representation of the ECS_EE is 
shown on the right side of the Fig. 1. Listed on the x-axis 
is the comparison between data points. This comparison is 
data point based and showcases the comparisons of any data 
point with the kth smallest distance in the input space. On 
the y-axis, it is displayed how many of these comparisons 
are part of the current ECS set, which is in this case the 
ECS_EE . In this process, functions are created represent-
ing every data point. To showcase the entire data set these 
functions are superimposed over each other. Every function 
visually displays if and which of the nearest data points are 
part of the ECS_EE . The data set which was used to create 
the displayed ECS_EE is shown on the left side of Fig. 1. It 
is a simple data set created by two input features (a, b) and 
one output feature (colour and shape). Increasing functions 
display that most of the data points with the kth smallest 
distance are part of the current ECS-set. Functions which do 
not increase display that the comparisons are part of another 

ECS-set. It should be emphasized here that the function in 
the kth position only increases for one of the four ECS-sets.

The created ECS histograms consist of a large number 
of functions. Areas in the ECS histogram, in which large 
amounts of functions showcase the same behaviour, are dis-
played darker. Accordingly smaller amounts of functions 
are display brighter. For the representation of the amount of 
functions, gamma correction is used. This way, even singular 
functions should stay visible.

As stated before, it would be expected that a small input 
distance influences the output distance. An ideal data set 
would have a strong correlation between the position in the 
input and the output space. The resulting data point com-
binations would just have small input and output combina-
tions for all the nearest neighbouring data points. This would 
result in a steep increase of all functions in the ECS_EE 
until all possible similar data points are combined with each 
other. From this point on the functions in the ECS_EE do 
not increase any further. The ECS_EE function created by a 
single data point in such an ideal data set is shown schemati-
cally in the Fig. 2. The main diagonal is thereby displaying 
the maximum speed at which a function is able to increase. 
Data sets or individual data points which are not ideal do 
create different functions. One extreme example would be 
that a function would not increase at all in the ECS_EE . 
This would be the case because there are no possible com-
binations with small input distance, small output distance or 
both. Which of these possibilities is actually the case, can be 
tested by using the other ECS histograms.

The benefit of the representation of the information of the 
data set in the form of the ECS histogram is the data point 
based presented information. The neighbouring data points 
to each data point and there relation to each other are shown 
and can be compared to set expectations. This basis helps 
at identifying functions which do not live up to the expec-
tations fairly easy. The reason why the functions are not 
behaving the way they should, is intrinsically given by the 
combination of the behaviour and the ECS set. Additionally, 

Fig. 1  Left: data set created by two input features and one output fea-
ture. The data points are located in clusters which can be separated 
from each other. The cluster in the bottom left and the top right cor-
ner are showcasing the same output. Right: ECS_EE of the displayed 
data set. Noticeable are steep and early increases which shows the 
existence of nearby data point with small input and output distance Fig. 2  Schematic ECS_EE created by a data point in an ideal data set
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it would be possible to define limits in the ECS histogram 
which can be tested autonomously.

4  Application

We want to showcase the abilities of the ECS by the applica-
tion on two different data sets. Simultaneously we want to 
show how the ECS can be used explicitly to detect certain 
data quality properties. With this in mind we created a data 
set which is used as an example. The data set is created in 
such a way that properties detected by the ECS can be veri-
fied by displaying the critical data points. In addition is the 
ECS used on the MNIST data [14] set to display the detec-
tion of data quality properties on a commonly known exam-
ple. The application on the data sets is focused on the data 
quality properties created by outliers, isolated data points 
and local groups of data points with identical output values.

4.1  ECS on point cloud

To demonstrate the usage of the ECS, an artificial data set 
is created which is displayed at the left side of Fig. 3. This 
data set is similar to the one displayed in Fig. 1. The most 
important difference is, that the clustered data points can not 
clearly be separated from each due to the clusters overlap-
ping partially. The data set contains 1000 data points which 
are grouped in four clusters. As in Fig. 1, each cluster has a 
different amount and a different density of data points.

The data set was created this way, because it demonstrates 
a simple classification task. At the same time, properties like 
outlier and local groups with identical output are present and 
can be visualized. In the following, it is shown how these 
properties can be identified by using the ECS. All the ECS 
histograms are created using a �in of 0.3 times the maximum 
distance in the input space and a �out of 0 to differentiate 
between all differing outputs.

4.1.1  Outliers

An outlier is a data point which has an unexpected output for 
the given input. This output is typically very different from 
an output that would be expected. Here, an outlier is just be 
considered to vary in the output space. Unwanted variations 
in the input space are treated in the following section. The 
reasons for an outlier can be different. The output may for 
example be wrong or the data point showcases a rare but 
correct input.

Due to their character, outlier appear in areas which are 
dominated by data points with a different output. Given this 
information, it can be stated that an outlier has close neigh-
bours with large output distances. The ECS_EU is used to 
identify these cases. Functions in the ECS_EU are increas-
ing if there are data point combinations with small input and 
large output distances. Such functions that already increase 
for the nearest neighbours can thus be regarded as outliers. 
By targeting these functions, the corresponding outliers can 
be identified. How many combinations for how many near-
est neighbours should be part of the ECS_EU is dependent 
on the given data set. In the given point cloud example, 100 
nearest neighbours were chosen to be enough to represent 
the local data points. If out of these 100 combinations more 
than 70 have a large output distance, then the data point is 
regarded as an outlier.

The ECS_EU is shown in Fig. 4. The area of importance 
in which the functions of outliers appear is highlighted by a 
rectangle. It can be noticed that some data points in the point 
cloud are highlighted which means that they are considered 
to be outliers. It can also be noticed that most of the func-
tions are not increasing by much.

4.1.2  Isolated data points

Isolated data points are data points which have a large input 
distance to many or all of there nearest neighbours. This 
means that the data point showcases an input which is rare 

Fig. 3  Created data set with two input features, one output feature and 
1000 data points. The data points are located in clusters of different 
density and with different amounts of data points

Fig. 4  Left: Data set with marked outlier. Right: ECS_EU of the 
displayed data set. The area is marked in which functions of outlier 
appear
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or possibly wrong. In the literature, these type of data points 
are often referred to by "Out-of-distribution-data".

The ECS_UE and the ECS_UU are used to identify data 
points which have large distances to the nearest neighbours. 
In both ECS sets are combinations saved which have large 
input distances to each other. The difference between these 
two ECS histograms is the differently sized output distance, 
which is not considered for isolated data points. The cor-
responding functions of isolated data points increase very 
early in the ECS histograms. Most of the time, the functions 
increase in the ECS_UE as well as in the ECS_UU . This is 
the case, because the nearest neighbours themselves may 
have large input distances to each other and thereby show-
case very different outputs. The sooner a function increases, 
the fewer data points are given in the local area of an iso-
lated data point. The amount of neighbouring data points 
that should exist is on the given task and data set. Typically, 
this means that every data point should at least have a few 
neighbouring data points with small input distance. If many 
data points have no near neighbours, an adjustment of the 
parameter deltaout can be considered.

By using the ECS_UE and the ECS_UU , it can be stated 
that, there are no isolated data points in the current data set 
with less than 50 close neighbours. This can be confirmed by 
the fact that the sample data set used here was created with 
clusters of data points

4.1.3  Local groups of identical output

A local group with identical output is a structure created 
by multiple data points. All data points in such a group 
have small distances to each other regarding the input and 
the output distances. There are no greater amounts of data 
points which showcase a large output distance, besides pos-
sible outliers or false data points. The identification of these 
groups showcase the ability of the used metric to differenti-
ate between different outputs on the basis of the correspond-
ing input. This means that the input data of the groups share 
similar features which in turn leads to the differentiation. It 
would be possible to solve the given task at least for these 
groups based on these similar features.

The combination of small input distances and small 
output distances can be identified using the ECS_EE . The 
functions correlating with data points as part of a local 
group with identical output increase strongly. The func-
tions will increase as long as there exist data points with 
small distances in the input and output space in the data 
set. These strongly increasing functions showcase every data 
point which is part of such a group of data points. Using 
the ECS_EE , there is the possibility to also identify groups 
of different amounts of data points. This can be done by 
choosing the function increasing the strongest for different 
amounts of neighbours. If the functions have increase up to 

the chosen amount, it means that there is a minimum of this 
amount of data points in the group.

In the given case in Fig. 5, groups with 100 data points 
and identical output should be identified. The area of impor-
tance in the ECS_EE is marked by an rectangle in the upper 
right corner. It should be noticed that not just the function 
increasing the strongest were marked but also some func-
tions which increase a little bit slower. This has be done to 
make the identified groups more robust against false data 
points and outliers. In the given case, this means that also 
functions with 95 out of 100 data points are regarded as local 
groups with identical output. In addition, it can be noticed 
that most of the functions in Fig. 5 are increasing. This 
indicates that there are many data points arranged in local 
groups. This is logical, because the point cloud was created 
this way as four groups of clustered data points. The detected 
data points which are part of a local group are marked on the 
left side of the Fig. 5.

4.2  ECS on MNIST

In contrast to the previous example, MNIST is a data set 
which was created to represent the specific task of classify-
ing handwritten numbers. The data set consists of 60000 
images of size 28 ∗ 28 serving as the input and as many 
numbers between zero and nine for classifying the input.

The most important difference between the previous used 
point cloud and the MNIST data set is the amount of data 
and input features. The much greater amount leads to much 
more functions in the ECS histograms. The ECS histograms 
thereby get more complicated. This can be counteracted by 
applying more specific metrics to the data. Here, the pixel-
wise euclidean distance is chosen as a metric. The euclidean 
distance is typically not used on images due to its bad perfor-
mance. But in the case of MNIST, this metric is applicable, 
as the image pixels are given as centred grayscale values. 
It can be shown that the abilities of the ECS are still given 
using the euclidean metric. Another problem which appears 

Fig. 5  Left: Data set in which local groups of identical output are 
highlighted. Right: ECS_EE of the data set with a marked area in the 
top right for the functions which represent data points in local groups 
with identical output
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by using data with many features is the curse of dimension-
ality through which all distances are getting closer to each 
other. As a result a larger �in of 0.75 times, the maximum 
distance in the input space is used in the following. The �out 
is still 0 to differentiate between all differing outputs.

To show the input data of the MNIST data set in a way, a 
representation is used in the following chapters. This repre-
sentation is created by using UMAP [16], a dimensionality 
reduction method. The cluster, which are created this way 
are marked with a number to showcase the corresponding 
output. The ECS is used based on the original MNIST input 
and output data.

4.2.1  Outliers

As shown in the chapter "ECS on point cloud - outliers", 
the ECS_EU used to identify outliers. The ECS_EU of the 
MNIST data set for the nearest 200 neighbours is shown in 
Fig. 6. As mentioned before, this representation has much 
more functions. These are too dense for any singular func-
tion to be identified without an interaction. But it can be 
noticed that most functions do not increase by a lot, as indi-
cated by the darker visualization. The amount of functions 
(|F|) which increase to a specific value of fulfilment ( vf  ) until 
the 200th neighbour are shown in the following Table 2.

It must be noticed that more than half of the given data 
points have a maximum of 10 combinations showcasing a 
small input distance and a large output distance. On the other 
hand, there are more than 6000 data points for which half of 
the nearest 200 neighbours have a large output distance. Not 
all of these are outliers, some may be positioned between 
classes others may have badly assigned distances. To iden-
tify outliers only functions performing worse than a random 
assignment of distances are used. This means that all data 
points having more than 180 data points with large output 
distance among the nearest 200 neighbours are interpreted 
as outliers. By choosing these functions 804 data points 
where identified as outliers. In Fig. 7, a random sample of 
nine of these outliers is displayed. It is noticeable that all of 

these data points do look strange. Most may also be mistaken 
with a different number. It would for example be possible to 
remove these data points from the MNIST data set to achieve 
a higher data quality.

4.2.2  Isolated data points

The identification of isolated data points in MNIST is identi-
cal with the identification of data points in the point cloud. 
The ECS_UE and ECS_UU used are shown in Fig. 8. In the 
ECS_UE are 129 and in the ECS_UU 132 data points with 
less then 200 neighbouring data points. Most of the correlated 
data points appear in the ECS_UE as well as in the ECS_UU . 
Due to the relatively small amount of increasing functions, the 
histogram is created darker.

The earliest functions start increasing in the ECS_UE and 
ECS_UU for less than 10 neighbours. The input data of the 
earliest increasing functions is shown in Fig. 9. One function 
in the ECS_UE is noticeable do to its steep and early increase. 
The corresponding input data is shown in Fig. 9 in the third 
image from left. This data point has a large distance to its clos-
est neighbours. At the same time, most of these neighbours 
have the same output "4". This lead to the conclusion that the 
data point has still some of the most important features which 

Fig. 6  Left: Representation of the MNIST data set with numbers 
which showcase the output value of the clusters. Right: ECS_EU 
which is used to identify outlier

Table 2  Amount of data point 
combinations which are part of 
the ECS_UE for the 200 nearest 
neighbours

vf |F|

101–200 6021
51–100 7337
11–50 14914
0–10 31728
0 16813

Fig. 7  Detected outlier in the MNIST data set. The output of these 
data points is from left to right: 1,2,5,2,7,7,6,9,3

Fig. 8  ECS_UE and ECS_UU of the MNIST data set for the detec-
tion of isolated data points
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are correlated with the output "4", even if the data point is very 
isolated. Overall, it is noticeable that most isolated data points 
shown use many input pixels to display the number. This is not 
often the case in the MNIST data set. In addition, the pixel-
wise euclidean distance used reacts especially on pixel-wise 
differences by assigning higher distances in the input space.

4.2.3  Local groups of identical output

The ECS_EE , which is used for the identification of local 
groups of data points with identical output, is shown on the 
right side of Fig. 10 for the nearest 500 neighbours. As it is 
the case for the detection of outlier, the amount of functions 
is much larger than in the point cloud example. It is also not 
possible to identify single functions but instead overall trends 
of the functions. It can be noticed that most of the functions 
are increasing very steeply. This means that most data points 
do have small input as well as output distances in combination 
with their nearest neighbours. This in turn means that most 
data points are located in local groups with identical output. 
The amount of data points which should be part of the groups 
can be changed by using different amounts of neighbours 
in the ECS_EE . In Table 3, the amount of data points (|dp|) 
which belong to a local group of different size (gs) is shown. 
These amounts where created by allowing a maximum of 5 
data points a different output which could exist due to outliers.

Noticeable are most of the data points located in groups 
of a few hundred data points. But still more than 4000 data 
points could be detected which are part of local groups with 
more than 1500 data points. The position of these data points 
is highlighted in dark in the UMAP representation in Fig. 10. 
It can be noticed, that especially data points with an output of 
1, but also of 0 and 6 show local groups of identical output. 
This means, that the used metric has the ability to differentiate 
these data points from each other. The local groups which can 
be identified can than be used to solve the given task, based on 
there location in the input space.

5  Conclusion

In this paper, we presented a novel approach for the data 
quality assurance based on local similarities. It was shown 
how the ECS is calculated and can be used on an artificial 
example. The thereby presented procedure was used to detect 
data quality properties on the MNIST data set. Besides the 
possibility to detect outlier, isolated data points and local 

groups of similar output has the versatile applicability of the 
ECS been shown. ECS could also be used to validate quanti-
tative data set requirements for data quality properties. These 
can state the minimum amount of elements per group, the 
amount of outliers or a maximum amount of local groups. 
Some of these properties, like the amount of accepted outli-
ers in local groups, may be dependent from associated safety 
requirements and the required safety integrity level
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Fig. 9  Detected isolated data points in the MNIST data set

Fig. 10  Left: Representation of the MNIST data set with number 
which showcase the output value of the clusters. Data points which 
are part of a local group with 1500 data points or more are high-
lighted in dark. Right: ECS_EE for the MNIST data set for the near-
est 500 neighbours

Table 3  Amount of data points 
which are part of the different 
sized local groups with identical 
output. The entire data set 
contains 60000 data points

gs |dp|

100 38383
200 27351
500 14745
1000 7851
1500 4329
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