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Abstract
Aiming at the problems of low accuracy, the long time required, and the large memory consumption of traditional data mining 
methods, a local discrete text data mining method in high-dimensional data space is proposed. First of all, through the data 
preparation and preprocessing step, we obtain the minimum data divergence and maximize the data dimension to meet the 
demand for data in high-dimensional space; second, we use the information gain method to mine the pre-processed discrete 
text data to establish an objective function to obtain the highest information gain; finally, the objective functions established 
in data preparation, preprocessing, and mining are combined to form a multi-objective optimization problem to realize local 
discrete text data mining. The simulation experiment results show that our method effectively reduces the time and improves 
the accuracy of data mining, where it also consumes less memory, indicating that the multi-objective optimization method 
can effectively solve multiple problems and effectively improve the data mining effect.
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1  Introduction

Against the background of the rapid development of net-
work technology and the continuous increase in users, the 
amount of data both in reality and in network presents an 
exponential rising trend. In the face of massive data, how 
to find the required data has become a hot issue in current 
research in relevant fields [1]. How to obtain the law of data 
generation and development through mining and process-
ing a large amount of data, and extract valuable information 
from it, has positive significance for the improvement of data 
application [2, 3]. Among various data types, there are not 
only normal data, but also some discrete data, which have 
certain limitations in collection, classification, retrieval, and 

mining due to their own particularities [4]. Therefore, to 
realize the effective mining of local discrete text data, it must 
be further processed.

At present, in the field of data mining, relevant scholars 
have put forward a large number of research methods, and 
the application effect of the methods has been verified, pro-
viding some valuable references for data processing. Among 
them, Christian proposed community resources for paired 
genome and metabolome data mining in high-dimensional 
data spaces. Genomics and metabolome are widely used 
to explore specific metabolite diversity. The PENTIomics 
Data Platform is a community initiative designed to sys-
tematically document the links between metabolome and 
(meta-) genomic data, helping to identify sources of natural 
product biosynthesis and metabolite structures [5]. Fernan-
dez-basso et al. proposed a fuzzy mining method for energy 
efficiency in the framework of big data. The discovery and 
utilization of hidden information in the collected data has 
attracted attention in many fields, especially in the field of 
energy, because of their impact on the economy and the 
environment. Data mining techniques have thus become a 
suitable toolbox for analyzing the data collected in modern 
network management systems to gain a meaningful under-
standing of consumption patterns and device operation. Big 
data offers tremendous opportunities to implement new 
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solutions to manage these massive data sets. In addition, 
the value presented by these data, by their nature, compli-
cates and conceals the understanding and interpretation of 
data and results. Therefore, using fuzzy methods to fully 
transform data can improve the interpretability of data. An 
automatic fuzzification method using a big data paradigm 
is introduced, which can detect interrelationships and pat-
terns between different sensors and weather data recovered 
from office buildings in subsequent steps [6]. Shang et al., 
on the basis of artificial intelligence technology, such as the 
local outlier data mining method is put forward. Before data 
mining, first by feature extraction steps to get the data char-
acteristics, and then based on the data characteristics of the 
test information entropy for preprocessing result. Finally, 
according to the result of data preprocessing, data mining 
using neural network, access to the data mining results. 
Research results show that this method addresses the prob-
lem that traditional methods are only effective for normal 
data mining, and improves the comprehensiveness of data 
mining methods [7].

It can be seen from the analysis that the above traditional 
methods can obtain the effect of data mining, but usually 
they can obtain better mining results when mining normal 
data. When facing local discrete data, there are problems 
of low accuracy and extra running time of data mining. 
Although the reference method improves the comprehen-
siveness of data mining to a certain extent, there is still a 
problem of large memory consumption in data mining.

Aiming to address the above problems, this paper pro-
poses a local discrete text data mining method in high-
dimensional data space, hoping to realize accurate and fast 
mining of local discrete text data without consuming too 
much memory. The main research content and innovation 
points of this method are described as follows: through 
data preparation and preprocessing, the objective function 
is established to minimize data divergence and maximize 
the data dimension, so that discrete text data can meet the 
demand for data in high-dimensional space. Based on the 
preprocessing results, the information gain method is used 
to mine the data, and the information gain is asymmetric and 
measures the difference between two probability distribu-
tions, P and Q. The information gain describes the difference 
between encoding using Q and then P. Usually P represents 
the distribution of samples or observed values, or it may 
be a theoretical distribution that is accurately calculated. 
Q represents a model that describes an approximation to P, 
and the objective function is established to obtain the highest 
information gain. By integrating all objective functions, the 
data mining problem is transformed into a multi-objective 
optimization problem to improve the data mining effect 
from multiple perspectives. By analyzing the experimental 
results, it can be seen that the proposed method can effec-
tively improve the problem of low accuracy of data mining 

existing in traditional methods. Big data mining takes less 
time and consumes less memory, so it can meet the demand 
of low energy consumption while meeting the mining effect.

2 � Local Discrete Text Data 
in High‑Dimensional Data Sets

The rapid development of the Internet has brought a large 
number of data, including not only normal data, but also 
some discrete text data. These latter data are different from 
normal data and will bring some difficulties to data applica-
tion. Therefore, they need special processing [8]. This paper 
will study this kind of data mining, specifically through fea-
ture clustering, preprocessing, and multi-objective optimi-
zation to eliminate interference data, so as to improve the 
efficiency and accuracy of data mining. Figure 1 shows the 
process of local discrete text data mining in high-dimen-
sional data sets.

According to Fig. 1, the association degree mining method 
is used to extract the features of data samples from local dis-
crete text data, and the association rules are used to solve 
the probability of data mining. Through the above steps, the 
description of the internal features of local discrete text data 
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Fig. 1   Flow chart of local discrete text data mining
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can be better realized, multi-objective optimization can be car-
ried out, and the data mining process can be completed.

2.1 � Discrete Text Data Feature Clustering

2.1.1 � Discrete Text Data Preparation

Discrete text data preparation refers to the definition, repre-
sentation, and processing of mining objects so that the data 
can be adapted to specific data mining requirements. In the 
actual process of data mining, to improve the mining effi-
ciency and reduce the impact of invalid data and interference 
data on the mining results, it is necessary to prepare the data 
first, and the processing quality of this link directly affects 
the data mining effect [9].

Discrete text data refers to data with discrete features, 
which usually have different states, different attributes, 
and other characteristics. Usually, the processing effect 
of discrete data is not as good as that of continuous data. 
Therefore, the discrete text data in the high-dimensional 
data space is processed. Before mining, it is first clustered 
to obtain target data in a high-dimensional data space [10, 
11]. This paper mainly uses fuzzy theory for data clustering, 
assuming that there is a data sample set �=

{
�1, �2,… , �n

}
 , 

where n represents the number of samples. Combine the 
association rules to extract the data with similar features 
in the data set, use W  to represent the data projection space 
normal vector, �k to represent the projection of the sample 
data �i in the data sample set, and obtain the data clustering 
center, which is represented by formula (1):

Among them, x2
i
 represents the density of each point in 

the data set; y2
i
 represents the distance distribution of each 

point in the data set; � represents the center point of the 
sequence; and � represents the cluster center.

The internal divergence of the sample data is further 
reduced according to fuzzy theory, which refers to the basic 
concept of fuzzy set or the theory of continuous membership 
function. From the point of view of practical applications, 
fuzzy theory is mainly applied to fuzzy systems, especially 
fuzzy control, and some fuzzy expert systems are applied 
to medical diagnosis and decision support. As fuzzy theory 
is still new from the point of view of theory and practice, 
more reliable practical applications will appear as the fuzzy 
field matures. The application of fuzzy theory is the most 
effective, and the most extensive field is fuzzy control. Fuzzy 
control in a variety of fields unexpected to solve the tradi-
tional control theory can not solve or difficult to solve the 
problem, and achieved some convincing results. The specific 
formula is as follows:

(1)R2 =

√
x2
i
(�, �) + y2

i
(�, �)

Among them, Ki(x) represents the central tendency of the 
data; xi represents the overall dispersion index; xj represents 
the medium and high value dispersion index; and S2 repre-
sents the data feature space.

Under the effect of formula (2), the data divergence prob-
lem is transformed into a minimization objective function, 
and the optimal clustering center of the data is obtained by 
solving it [12, 13]. The specific formula is as follows:

Among them, Fi(x) and Fj(x) both represent the feature 
aggregation of similar target data; and T  represent the num-
ber of iterations.

According to the calculation result of formula (3), the 
internal divergence of the sample data is minimized after 
the R′ value is obtained.

2.1.2 � Discrete Text Data Preprocessing

Based on the preparation of discrete text data, to further 
provide a reliable data foundation for data mining, we con-
tinue to preprocess the target data. Since discrete text data 
have a large number of unusable data without processing, it 
is necessary to transform these data in advance in the pre-
processing process, then the transformed data can adapt to 
the high-dimensional data space [14, 15]. In this process, 
an objective function �(f ) is established, which is used to 
express the dimension of the data. To adapt to the high-
dimensional space and maximize �(f ) , the specific formula 
is as follows:

Among them, Gr represents the support threshold; and 
ai represents the dimension of the high-dimensional space 
data item.

The conversion of high-dimensional converted data is 
mainly realized by the MTPIG (Multi-interval Discretization 
based on Term Presence and Information Gain) algorithm. 
The core idea of the algorithm is to treat the high-dimen-
sional space as a continuous space and divide the data in it 
[16, 17]. We first divide the attribute data in the continuous 
space to form an ordered subspace:

then calculate the probability of A attribute data appear-
ing in this subspace after division:

(2)�i(x) = Ki(x) ×
R2(xi, xj)

S2

(3)R� = S2
[
Fi(x),Fj(x)

]T

(4)𝜇(f )max =

{
Gr|ai ≤ a1 i = 1

Gr|ai−1 < ai ≤ ak 1 < i ≤ k

(5)Q(x) =
[
q1(x) + q2(x) +⋯ + qn(x)

]
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Among them, 1 represents that the A attribute data 
appears in the subspace, and 0 represents that the A attribute 
data does not appear in the subspace. Replace the internal 
divergence of the sample data with 1 or 0, thereby transform-
ing the attributes of the sample data to adapt to discrete text 
data mining in a high-dimensional space.

2.2 � Discrete Text Data Mining

Normally, the pre-processed data dimension can meet the 
requirements of high-dimensional space, but because part of 
the data is protected, it will also affect the discreteness of the 
data itself [18]. Therefore, this paper uses the information 
gain method to mine the pre-processed discrete text data to 
obtain complete and accurate data mining results [19, 20]. 
Let Hm denote the sample set containing m types of attribute 
data, and denote the information gain by �z . The calculation 
formula is:

Among them, Ω represents the number of best features of 
the data; and �m′ represents the information gain between a 
single feature and the entire data set.

Assuming that Ml represents the number of samples in 
Hm , the expected information required for data mining is 
expressed by formula (8):

Among them, Ci represents the attribute class; �(i) rep-
resents the attribute subset; and dj represents the probabil-
ity that the sample belongs to Ci . Considering the different 
attributes of the data, the high-dimensional space is divided 
into different subsets Y =

{
y1, y2, ..., ym

}
 , and the discrete 

text data of an attribute is selected arbitrarily in the subset, 
and it is mined accordingly. Firstly, the information encod-
ing of the attribute data in the subspace is obtained, and then 
the information gain of the data attribute is calculated [21]. 
At this point, the highest information gain is obtained by 
establishing the form of the objective function:

Among them, Hac represents the attribute mark threshold.
For the information gain calculated above and the maxi-

mum information gain under the constraint of the objective 
function, we can further mine the discrete text data in the 

(6)Aij =

{
1 if xi = x

j

0 otherwise

(7)�z =
∫
Ω
Hmf (xi, xj)dΩ

�m�

(8)�(dij) =

M∑
i,j=1

Ci
|||�

(i)(dj)
|||
2

(9)�max = 1 −
Hac

max(Hac) + �z

high-dimensional space, and establish a branch for each data 
attribute to form a decision tree to determine whether the 
data belong to the branch. If they belong, they will be clas-
sified into one class. If not, it will establish a subtree for fur-
ther data mining, until the final mining results are obtained.

2.3 � Multi‑Objective Optimization Discrete Text Data 
Mining Method

Through the above steps, discrete text data can be mined. To 
improve the effectiveness of data mining, discrete text data 
preparation, discrete text data preprocessing and objective 
function established in discrete text data mining are com-
bined to form a multi-objective optimization problem [22, 
23]. Under the condition of meeting multiple optimization 
objectives, the optimal mining of discrete text data can be 
realized. Based on the objective function formula established 
above, considering the characteristics of discrete data and 
the particularity of its high-dimensional space, an equation 
system is established:

To ensure the dimension of high-dimensional spatial 
data items, formula (4) is simplified. The optimal value of 
multi-objective optimization [24–26] is obtained by solv-
ing formula (10). Before solving the optimal value, specific 
constraints need to be set:

Herein, � represents the mining probability of data sam-
ples in the high-dimensional space; and L represents the 
frequency of occurrence of the objective function.

Under the constraint conditions shown in formula (11), 
the optimal value of multi-objective optimization is calcu-
lated [27, 28], and the formula is as follows:

According to the above analysis, the multi-objective opti-
mization of discrete text data mining is realized by combin-
ing multiple objective functions.

2.4 � Local Discrete Text Data Mining 
in High‑Dimensional Data Sets

It can be seen theoretically from the above analysis that the 
multi-objective optimization method can obtain the results 
of local discrete text data mining in high-dimensional data 

(10)

⎧⎪⎪⎨⎪⎪⎩

R� = S2
�
Fi(x),Fj(x)

�T
�(f )max = Gr�ai−1
�max = 1 −

Hac

max(Hac) + �z

(11)𝜎1 > ...𝜎L > 𝜎L+1(L = 1, 2, ...,N)

(12)Ni(k) =
‖‖R� × �max

‖‖2 × �(f )max
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sets. The following summarizes our specific data mining 
process:

Step 1: Use fuzzy theory to cluster data, and combine 
association rules to extract data with similar characteristics, 
establish a data divergence minimization objective function, 
and obtain the optimal clustering center in the data extrac-
tion results [29, 30];

Step 2: Based on the results of data preparation, establish 
an objective function �(f ) and obtain its maximum value 
�(f )max , which is the highest dimension of the data, so that 
the data can adapt to the high-dimensional space [31–33]; 
If the maximum value can be obtained, proceed to the next 
step; If the maximum value is not obtained, return to step 1;

Step 3: Establish the objective function again, calculate 
the information gain of the data attribute, and obtain the 
highest information gain;

Step 4: Combine multiple objective functions to form 
a multi-objective optimization mode, establish constraint 
conditions, and if the conditions are met, the optimization 
of local discrete text data mining is realized by finding the 
optimal solution [34, 35]. If the constraint conditions are not 
met, return to step 3 until the conditions are met.

3 � Experimental Analysis

To verify the practical value of the local discrete text data 
mining method in the improved dimension data space and 
to fully verify its theoretical and practical significance, a 
simulation experiment is conducted. In the experiment, the 
big data mining algorithm based on semantic relevance fea-
ture fusion (i.e., reference [5] method) and the data mining 
method integrating improved genetic algorithm and associa-
tion rules (i.e., reference [6] method) are used as comparison 
methods, and the data mining accuracy, mining time, and 
memory consumption are taken as experimental evaluation 
metrics. The specific experimental design and experimental 
results are analyzed as follows.

3.1 � Experimental Environment and Data Set

The data used in the experiment comes from the UCI data-
base, which is an open source database. The data needed 
for the experiment can be selected arbitrarily from the UCI 
database. Therefore, for this paper we selected some sam-
ples from the database as the data required by the experi-
ment, and divided them into five datasets, namely Monk, 
Letter, Vote, Banding, and Hypo, which were uniformly 
named dataset 1, dataset 2, dataset 3, dataset 4, and dataset 
5. Among them, dataset 1-dataset 4 was the training sample 
set, and dataset 5 was the test sample set. To ensure the 
unity of experimental conditions and to avoid the influence 
of differentiation on the accuracy of the experimental results, 

before mining the characteristics of local discrete text data, 
we first cluster the data. The experiment sets a total of 5 
groups of high-dimensional text data, with 200 samples in 
each group. It is required to cluster 5 data clusters and 20 
high-dimensional text data in each cluster. The 100 text data 
given by the experiment are clustered by different methods, 
the cluster results and the number of text data contained in 
each cluster are obtained, and the results are compared with 
the set results. Setting the difference threshold of all data 
sets to 0.01, we conduct multiple experiments in the experi-
ment to obtain the average value as the final experimental 
result. Under this condition, the detailed information of the 
experimental data set is given in Table 1.

The above experimental data were loaded in the hard-
ware environment with an Intel Core 8I7-10700F processor, 
iGame GeForce RTX 3060 Ultra WOC graphics card, and 
970 EVO Plus 500G NVMe M. 2 hard disk. The MATLAB 
software was used to process the experimental data.

3.2 � Analysis of Experimental Results

Under the above experimental environment settings, feature 
clustering was carried out on the data before data feature 
mining. Eight groups of high-dimensional text data were set 
in the experiment, with each group containing 400 samples, 
and five data clusters were required to be clustered, each 
cluster containing 80 high-dimensional text data. In this 
paper, the multi-objective soft subspace clustering method 
and data flow soft subspace clustering method are used to 
cluster the 400 text data presented in the experiment. After 
clustering, the data cluster results and the number of text 
data contained in each cluster were obtained, and the results 
were compared with the set results. Based on the experimen-
tal data in Table 1, the methods in this paper, reference [5], 
and reference [6] were compared. The comparison results 
are analyzed in detail below.

3.2.1 � Data Mining Accuracy Verification

To compare the data mining accuracy of the different meth-
ods, the accuracy was calculated as follows:

Table 1   Experimental data set information

Data set name Data volume/GB Number of 
data types/
piece

Number of data 
attributes/piece

Data set 1 1087 15 2
Data set 2 396 11 4
Data set 3 1024 24 4
Data set 4 843 19 5
Data set 5 650 13 3
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In formula (13), m represents the number of data mining 
items and k represents the actual number of data mining 
items; k′ represents the predicted number of data mining 
items. According to formula (13), different methods were 
used to compare the data mining accuracy, and the results 
are shown in Fig. 2:

According to the analysis of Fig. 2, under the condition 
of increasing data volume, the data mining accuracy of dif-
ferent methods shows a linear growth trend. When the data 
volume is 1600 GB, the data mining accuracy of this method 
is 61%, and the data mining accuracy of the reference [5] 
method and the reference [6] method are 34% and 41% 
respectively; when the data volume is 4000 GB, the data 
mining accuracy of this method is 95%, and the data mining 
accuracy of the reference [5] method and the reference [6] 
method are 55% and 75% respectively. It can be seen from 
the above result that the data mining accuracy of this method 
is significantly higher than that of traditional methods.

3.2.2 � Data Mining Time Verification

Using different methods to mine the local discrete text data 
in data set 1-data set 5, we compared the data mining time 
of different methods. Figure 3 shows the comparison results:

According to Fig. 3, the method in this paper has the 
shortest mining time for dataset 5, which is only 1.7 min; 
the method in Reference [5] has the shortest mining time for 
dataset 3, which is 6.0 min; and the method in reference [6] 
has the shortest mining time for dataset 4, which is 4.9 min. 
In addition, the data mining time of the proposed method 
for the five data sets is lower than that of the two traditional 
methods. Therefore, it can be seen that the proposed method 

(13)ZQL =
1

m

(
k − k�

)
× 100%

can achieve the research goal of fast mining of local discrete 
text data.

3.2.3 � Memory Consumption Verification

To better verify the good performance of the method in this 
paper, different methods are compared from the perspective 
of memory consumption. The comparison is shown in Fig. 4.

It can be seen from Fig. 4 that at the beginning of the 
experiment, the memory consumption of the three meth-
ods is at a low level. With the increase in the number of 
iterations, the memory consumption of different methods 
increases gradually. Among them, the memory volume 
increasing range of this method is the smallest, that is, the 
memory consumption of this method in local discrete text 
data mining is the smallest, followed by the method in refer-
ence [6], whereas the memory consumption of the method 

0 800 1600
0

20

40

60

80

100

Data volume / GB
2400 3200 4000

Reference [5] method

Method of this art icle

Reference [6] method

Fig. 2   Comparison results of data mining accuracy

Data set 1

Method of this article
Reference [5] method

2

4

6

8

10

D
at

a 
m

in
in

g 
tim

e/
m

in

Data set 2 Data set 3 Data set 4 Data set 5

0

12

Reference [6] method

Fig. 3   Comparison results of data mining time

M
em

or
y 

co
ns

um
pt

io
n/

M
B

1000

1500

2000

Number of iteration s/time

0

500

1 2 3 4 5

2500

Reference [5] method

Method of this article

6

3000
Reference [6] method

Fig. 4   Memory consumption comparison results



International Journal of Computational Intelligence Systems           (2022) 15:53 	

1 3

Page 7 of 8     53 

in reference [5] is the largest. Through comparison, it can 
be seen that the practical application value of this method is 
higher, which can save a great deal of system memory and 
improve the space accommodation.

In conclusion, compared with other methods, the local 
discrete text data mining method in high-dimensional data 
space has higher accuracy, shorter data mining time, mini-
mum memory consumption, and the highest application 
value.

4 � Discussion and Analysis

The data set was from the access records saved in the Web 
log of a website of a software certification training center 
on a certain day. The users of the website use the local dis-
crete text data mining method in the high-dimensional data 
space proposed in this chapter to perform secondary pro-
cessing on the search engine when conducting Web infor-
mation retrieval, accessing approximate Web page clusters. 
The purpose of the research is to recognize the browsing 
path of users through Web click flow, so as to predict the 
sequence of users browsing Web pages, and to sort the word 
segmentation dictionary of related topics accordingly, so as 
to obtain the order of similar Web page clusters in the next 
search. This can make it conform to the interests of users. 
Data mining is a method of effectively classifying the fea-
tures of data and excavating its internal correlation. It has 
been widely used in many scientific fields. The data min-
ing algorithm is simple, fast, scalable, and maintainable. 
Users can change the keyword database they are interested 
in according to their own needs, which is convenient for 
users to find the information they really care about and has 
high application value.

5 � Conclusion

In the era of big data, mining and applying effective infor-
mation with the explosive growth of data is the key link to 
improving the quality of data use. However, when facing 
special data types, traditional methods often cannot show the 
consumption of mining performance. Therefore, this paper 
proposes a local data mining method in high-dimensional 
data space. This method improves the efficiency of data min-
ing through discrete text data preprocessing, and improves 
the accuracy of local discrete text data mining through 
multi-objective optimization. The results show that the data 
mining accuracy of this method is relatively high, the data 
mining time is short, and the memory capacity consumed is 
the least. The application value of this method is the highest.

Although this method has achieved the preset goal, due 
to the real-time change of data in the big data environment, 

this feature will bring some difficulty to data mining. Next, 
this problem will be fully considered and the method in 
this paper will be further optimized to adapt to the big data 
environment.
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