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Abstract
Pre-production quality defect inspection is a crucial step in industrial manufacturing, and many traditional inspection strate-
gies suffer from inefficiency issues. This is especially true for tasks such as mechanical performance testing of steel products, 
which involve time-consuming processes like offline sampling, specimen preparation, and testing. The inspection volume 
significantly impacts the production cycle, inventory, yield, and labor costs. Constructing a data-driven model for predicting 
product quality and implementing proactive sampling inspection based on the prediction results is an appealing solution. 
However, the prediction uncertainty of data-driven models poses a challenging problem that needs to be addressed. This 
paper proposes an active quality inspection approach for steel products based on the uncertainty quantification in the predic-
tive model for mechanical performance. The objective is to reduce both the sampling frequency and the omission rate on the 
production site. First, an ensemble model based on improved lower and upper bound estimation is established for interval 
prediction of mechanical performance. The uncertainty of the specific value prediction model is quantitatively estimated 
using interval probability distributions. Then, a predictive model for the mechanical performance failure probability is built 
based on the prediction interval size and probability distribution. By determining an appropriate probability threshold, the 
trade-off between prediction accuracy and defect detection accuracy (recall rate) is balanced, enabling the establishment of 
an active sampling strategy. Finally, this functionality is integrated into the manufacturing execution system of a steel factory, 
realizing a mechanical performance inspection approach based on proactive sampling. The proposed approach is validated 
using real production datasets. When the probability threshold is set to 30%, the prediction accuracy and recall rate for failure 
mechanical performance samples are 75% and 100%, respectively. Meanwhile, the sampling rate is only 5.33%, while con-
trolling the risk of omission. This represents a 50% reduction in sampling rate compared to the inspection rules commonly 
used in actual production. The overall efficiency of product quality inspection is improved, and inspection costs are reduced.

Keywords Quality inspection · Active sampling · Mechanical performance prediction · Uncertainty quantification

1 Introduction

In the manufacturing industry, it is generally necessary to 
implement effective quality inspection procedures to prevent 
defective products from being delivered to customers [1]. 

High-quality products are crucial for the long-term com-
petitiveness of manufacturing enterprises. However, the 
increasing demand for product customization and complex-
ity has resulted in a significant increase in inspection vol-
ume. This has made the inspection process a bottleneck in 
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the production-to-delivery process [2]. Specifically, in tasks 
such as mechanical performance inspection of steel prod-
ucts, which involve time-consuming processes like offline 
sampling, specimen preparation, and testing, the inspection 
volume has a significant impact on production cycles, inven-
tory, yield, and labor costs [3, 4]. In the context of intelligent 
manufacturing, researching an advanced inspection strategy 
and solution to replace the traditional low-efficiency inspec-
tion model has become one of the keys for steel companies 
to improve quality and efficiency. Advanced quality inspec-
tion strategies and approaches not only reduce inspection 
costs but also bring overall manufacturing cost advantages 
[5, 6].

A comprehensive inspection can eliminate the possibility 
of defective products reaching customers. However, sam-
pling inspection can reduce inspection costs. To achieve a 
balance between cost and risk, it is necessary to analyze the 
impact of actual defect rate, inspection error rate, sample 
size, and unit inspection cost on the choice between full 
inspection and sampling inspection [7]. Considering that 
these impacts are closely related to the complex dynamics 
and stochastic behavior of manufacturing systems, using 
dynamic sampling inspection methods can find the optimal 
production and maintenance control strategies, as well as the 
correct sampling strategies, to reduce overall manufacturing 
costs [8]. However, even more complex sampling inspec-
tion rules cannot completely eliminate the risk of missed 
inspections. Mistakenly classifying qualified products as 
unqualified products increases the cost risk for manufactur-
ing companies, while releasing unqualified products poses 
a risk to customers and ultimately affects the reputation of 
manufacturing companies, with the latter’s overall cost being 
much higher than the former [5]. Therefore, the main chal-
lenge for time-consuming and labor-intensive product qual-
ity inspection processes, such as mechanical performance 
testing of steel products, lies in how to achieve accurate 
detection and assessment of product quality through more 
efficient inspection strategies (with fewer offline sampling 
quantities), striking a balance between cost and risk.

With the development of industrial big data, researchers 
are trying to build data-driven models for product quality 
prediction and actively use sampling inspection based on 
the prediction results to improve the efficiency of overall 
product quality inspection and reduce inspection costs [9]. 
The active sampling inspection strategy greatly reduces the 
inspection volume by only inspecting products with uncer-
tain prediction results (for steel production, this refers to 
products classified as unqualified and those whose qualifica-
tion cannot be determined) [10]. Therefore, the core of the 
active sampling inspection strategy lies in the accuracy and 
reliability of the quality prediction model. Due to the ability 
of neural networks to model nonlinear dependencies, they 
are widely used for product quality prediction [11–13]. In 

order to obtain better machine learning models, ensemble 
methods are used to combine models to ensure good predic-
tion results under different conditions. Moreover, the perfor-
mance of ensemble models largely depends on the selected 
fusion hyperparameters [14]. A more practical solution is 
to balance the prediction performance by considering the 
acceptance rate of misclassified products in different sce-
narios, between prediction accuracy and the accuracy of 
capturing defective products (recall rate) [12]. However, 
besides balancing the prediction performance by selecting 
different modeling methods based on prior knowledge, there 
is currently a lack of more intuitive and easy-to-implement 
general methods.

For steel production, both products classified as unquali-
fied by the quality prediction model and products that can-
not be highly classified as qualified need to undergo active 
sampling inspection. If the quality prediction model classi-
fies too many qualified products as ‘defective products’, the 
active sampling inspection strategy may lose its meaning 
because it cannot effectively reduce the sampling volume. 
Therefore, the main optimization objective for the mechani-
cal performance prediction model used in the active sam-
pling inspection strategy should be the ability to accurately 
classify ‘defective products’ (mechanical performance 
unqualified) with high certainty. However, quantifying the 
prediction uncertainty of data-driven models is a challenging 
problem [15, 16].

This paper proposes an active sampling inspection 
scheme for steel product quality based on the uncertainty 
quantification in mechanical performance prediction models, 
which can simultaneously reduce the sampling frequency 
and the rate of missed inspections on the production site. 
In this scheme, an ensemble model based on improved 
lower and upper bound estimation (LUBE) is established 
for interval prediction of mechanical performance, quanti-
fying the uncertainty of specific value prediction models 
through interval probability distribution estimation. Then, 
a prediction model for the mechanical performance failure 
probability is established based on the size of the prediction 
interval and the probability distribution. By analyzing the 
prediction accuracy of the model and the accuracy of cap-
turing defective products (recall rate), a probability thresh-
old for determining whether active sampling is needed is 
determined. Finally, this functionality is integrated into the 
manufacturing execution system of a steel factory to imple-
ment a mechanical performance inspection scheme based 
on active sampling strategy. The main contributions of this 
paper are as follows:

• Based on the improved LUBE interval prediction ensem-
ble algorithm, a prediction model for mechanical perfor-
mance failure probability in steel products is developed 
by incorporating interval center bias correction.
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• To establish an intuitive and easy-to-implement method 
for balancing model prediction accuracy and the accu-
racy of capturing defective products, the threshold for 
the unqualified rate can be adjusted, thereby improving 
the operability of the solution.

• Designing an active sampling inspection strategy based 
on the prediction model and integrating the developed 
model into the factory’s manufacturing execution sys-
tem can significantly reduce the sampling volume while 
achieving an excellent recall rate.

The organization of this paper is as follows: Sect. 2 presents 
a review of the related research work on the proposed solu-
tion. Section 3 describes the model methodology framework 
and the associated steps. Section 4 presents a case study with 
real production data. Section 5 discusses the application of 
the algorithm in an industrial production scenario. Section 6 
concludes the paper.

2  Related Work

2.1  Mechanical Property Prediction

Hot-rolled strip steel is a common metal sheet product. The 
steel billet, as the raw material, needs to undergo processes 
such as heating, rolling, and cooling to eventually be coiled 
into a cylindrical strip steel product. These strip steels need 
to be tested for dimensions, mechanical properties, surface 
quality and so on, to ensure that the products meet standards 
and customer requirements. Then, the traditional method 
for testing mechanical properties usually requires destruc-
tive testing, which involves applying force or strain on the 
specimen to measure performance indicators such as fracture 
point and yield point. This method requires a large number 
of samples, expensive experimental equipment, and has a 
long testing cycle and high costs. To address this issue, a 
mechanical property prediction method can be employed. 
This method utilizes existing material data and features and 
leverages mathematical models, statistics, or machine learn-
ing algorithms to establish a prediction model for estimating 
the mechanical properties of hot-rolled strip steel. Through 
this approach, the mechanical properties of the material can 
be rapidly and accurately predicted without the need for 
destructive testing. This enables quality control and optimi-
zation of the production process.

The relationship between the chemical composition 
and process parameters of hot-rolled strip steel is highly 
complex [17]. Despite decades of research on its mecha-
nisms by many scholars, our understanding of the internal 
mechanisms of steel is still not sufficient [18]. In 1998, 
Shiv et al. [19] first proposed using neural network algo-
rithms to predict the yield strength and tensile strength 

of steel. However, due to the black-box nature of neural 
networks, which lacks explanation and guarantees for pre-
diction results, their widespread application in practical 
engineering has been hindered to some extent. In 2000, 
Yang et al. [20] designed an integrated neural network 
model to predict the mechanical properties of steel materi-
als along with confidence intervals, which partially allevi-
ated users’ doubts about the predictions. In recent years, 
with the emergence of various new and more adaptive arti-
ficial intelligence algorithms, as well as the progress of 
digital transformation and storage technology in the steel 
industry, the storage of production data for hot-rolled strip 
steel has become more standardized, complete and secure. 
This has significantly reduced the difficulty of obtaining 
data and provided researchers at home and abroad with 
a large amount of production data. They have conducted 
extensive research on the prediction of the mechanical 
properties of hot-rolled strip steel using artificial intel-
ligence algorithms [21–23]. Existing experimental results 
have shown that modeling schemes using machine learning 
algorithms such as random forests [24], XGBoost [25], 
support vector machines [26], and logistic regression [27], 
as well as complex modeling schemes using deep learning 
algorithms such as multilayer perceptron neural networks 
[29], convolutional neural networks [30], and deep belief 
networks [31], have achieved good prediction results [28, 
32]. These prediction models have the potential to improve 
production efficiency and optimize quality control in the 
steel industry, providing valuable references for engineer-
ing design and decision-making.

However, in engineering applications, providing 
only point predictions is not sufficient, and the lack of 
uncertainty estimation hampers the practical application 
of advanced models. By considering the uncertainty of 
the model, steel companies can develop more effective 
inspection strategies. For example, they can determine the 
batches of hot-rolled strip steel that need to be sampled 
and inspected based on the uncertainty of the prediction 
results. For batches with high uncertainty, stricter inspec-
tion standards or increased sampling quantities can be 
applied to ensure product quality. Conversely, for batches 
with low uncertainty in the prediction results, more flex-
ible inspection strategies can be adopted to improve pro-
duction efficiency. Therefore, in the context of intelligent 
manufacturing, prediction algorithms based on uncertainty 
estimation and advanced inspection strategies are crucial 
for steel companies to achieve quality improvement and 
efficiency enhancement. Such approaches can help com-
panies better utilize the predictive capabilities of advanced 
models and optimize and make decisions based on uncer-
tainty, thereby improving production quality, reducing 
costs and increasing efficiency.
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2.2  Model Prediction Uncertainty

Over the past decade, machine learning methods have pen-
etrated nearly every scientific field and become a key part of 
a variety of real-world applications [33–36]. As the spread 
of machine learning methods continues, the confidence of 
their predictions becomes increasingly important. However, 
basic machine learning models cannot provide deterministic 
estimates and cannot tolerate excessively high or low con-
fidence levels. To address this issue, many researchers have 
focused on understanding and quantifying the uncertainty 
in machine learning model predictions [37]. They have 
proposed various methods to quantify the uncertainty of 
predictions, including interval prediction methods [38]. By 
using interval prediction, a better understanding and com-
munication of the uncertainty in prediction results can be 
achieved, providing more comprehensive information sup-
port for decision-making.

Currently, there are many different interval prediction 
methods available, each with different characteristics and 
applicability in various application domains and problems. 
The Delta method, proposed by Hwang and Ding, is a 
method that constructs intervals through nonlinear regres-
sion [39]. It is based on a Taylor series expansion of the 
regression function and linearizes the neural network model 
by minimizing a cost function based on errors and the sum 
of square errors to optimize a set of parameters. The stand-
ard asymptotic theory is then applied to the constructed 
neural network model to form the prediction interval. Delta 
uses a fixed target variance to form the prediction interval, 
while the mean-variance estimation method (MVEM) uses 
two neural networks for the mean and variance parts, respec-
tively [40]. Therefore, MVEM is simpler to implement and 
does not require computationally expensive derivatives 
or matrices (such as Hessian or Jacobian matrices) when 
constructing the prediction interval. However, this method 
assumes that the mean part of the neural network can accu-
rately estimate the true average of the target, which may not 
be accurate in practice, leading to prediction intervals that 
are higher or lower than the predefined confidence, result-
ing in lower interval coverage rates [41]. Bayesian methods 
are probabilistic models where all weight parameters are 
represented as probability distributions rather than having a 
fixed value in Bayesian neural networks [42]. Compared to 
non-Bayesian neural networks, Bayesian neural networks are 
generally more challenging to implement and have slower 
training computation speeds. Therefore, researchers have 
introduced the MC-Dropout method, which uses Dropout 
as a regularization term to compute prediction uncertainty 
[43]. However, this method is highly influenced by the accu-
racy of the assumed distribution of parameters. The Boot-
strap method is a resampling technique, also known as an 
ensemble method, that constructs high-quality prediction 

intervals by integrating multiple neural networks [44]. The 
ensemble intuitively represents the model’s uncertainty in 
predictions by evaluating the diversity of member predic-
tions. The LUBE method, proposed by A. Khosravi [45], is 
a method that directly predicts the upper and lower bounds 
of the interval. It trains the neural network by constructing a 
new cost loss function that does not assume point predictions 
as the interval center and is applicable to various real-world 
problems. Compared to other methods, the LUBE method 
can provide more intelligent prediction intervals, particu-
larly demonstrating advantages in quantifying uncertainty 
in the prediction of mechanical properties of hot-rolled strip 
steel. It can more accurately describe the range of predic-
tion results and help address uncertainty issues in practical 
applications.

2.3  LUBE Method

The basic idea of the LUBE method is to predict the upper 
and lower bounds of the target variable by training the 
model, rather than a single point estimate [45]. In LUBE, 
the output of the neural network consists of an upper limit 
and a lower limit, and the objective of the training is to mini-
mize the range of the output limits while ensuring that the 
true value falls within that range. By introducing the con-
cept of interval prediction, LUBE is able to provide more 
comprehensive prediction results. This is particularly useful 
for dealing with uncertainty issues, especially in industrial 
manufacturing and other fields where accurate prediction 
of physical properties and assessment of risks are crucial. 
Figure 1 illustrates the basic principle of LUBE.

In LUBE, the quality of the prediction interval should be 
evaluated from two perspectives: reliability and effective-
ness. The reliability is assessed by the prediction interval 
cover probability (PICP), which measures the probability 
that the true value falls within the predicted interval and 
is not less than the given confidence level (1 − �)% . The 
calculation of PICP is as follows:

where n represents the total number of samples, s > 0 is a 
weighting coefficient, ŷL

i
 and ŷU

i
 denote the lower and upper 

bounds of the predicted interval for the i-th sample, and yi 
refers to the true value of the i-th sample. Indeed, overly 
wide prediction intervals provide no valuable information 
as they do not convey any insights about the variability of 
the target. Therefore, there is a need for another approach 
to quantify the width of the prediction interval: the mean 
prediction interval width (MPIW), defined as follows:

PICP =
1

n

n
∑

i=1

ki

ki = sigmoid(s ⋅ (yi − ŷL
i
)) ⋅ sigmoid(s ⋅ (ŷU

i
− yi))
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If the target width is known, the MPIW can be standardized 
to facilitate objective comparison of prediction intervals 
developed using different methods. The normalized MPIW 
(NMPIW) is defined as follows:

Where r represents the difference between the maximum and 
minimum values of the true values in the sample set. Based 
on the coverage width, we can derive the coverage width-
based criterion (CWC):

where the constants � and � are two hyperparameters that 
determine the degree of penalty for prediction intervals with 
lower coverage probabilities. � corresponds to the desired 
confidence level associated with the prediction interval and 
can be set as 1 − � . The role of � is to amplify any minor 
differences between the PICP and �.

For samples where the prediction interval does not con-
tain their true values, further reducing the width of the pre-
diction interval for such samples does not affect the value 
of PICP. Therefore, when computing the loss function, the 
width of the prediction interval for samples where the true 
value is not included should not be further decreased. Pearce 
et al. [46] improved upon NMPIW and introduced the pre-
diction interval normalized average width (PINAW), which 
optimizes the average interval width only for samples where 
the prediction interval contains the true value.

MPIW =
1

n

n
∑

i=1

(ŷU
i
− ŷL

i
)

NMPIW =
MPIW

r

CWC = NMPIW(1 + e−�(PICP−�))

PINAW =
1

nr

n
∑

i=1

(ŷU
i
− ŷL

i
) ⋅ ki

L. Cheng et al. [47] introduced the consideration of whether 
the true value is at the center of the upper and lower bounds 
into a new penalty term, ensuring a more evenly distrib-
uted prediction interval around the true value. Therefore, in 
addition to considering PICP and PINAW, the quality of the 
center of the prediction interval is incorporated. The mean 
prediction interval center deviation (MPICD) is defined as 
follows:

3  Model and Method

The proposed proactive quality inspection method for strip 
steel’s mechanical performance mainly includes interval 
prediction of mechanical performance and prediction of 
nonconformity probability. In this section, we first intro-
duce how to improve the LUBE algorithm and construct an 
ensemble learning model for interval prediction of mechani-
cal performance based on the improved LUBE algorithm. 
Then, we describe how to derive the nonconformity prob-
ability of mechanical performance using the interval pre-
diction results, and ultimately establish an active sampling 
strategy.

3.1  The Improved Loss Function of LUBE

Due to the repetitive nature of manufacturing datasets, most 
of the samples have small center deviations in their predic-
tion intervals. As a result, the contribution of the MPICD in 
the loss function is relatively small and may not effectively 
regulate the prediction interval distribution. Therefore, it is 
necessary to introduce a gradient weight in the calculation 
of the loss to increase the contribution of samples where 

MPICD =
1

n

n
∑

i=1

(

ŷU
i
+ ŷL

i

2
− yi

)2

Fig. 1  The LUBE method 
predicts upper and lower bounds 
of the interval
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the true value is closer to the upper and lower bounds of the 
prediction interval. This adjustment can help improve the 
distribution of prediction intervals for the samples.

Based on the above analysis, this paper considers intro-
ducing the cosine function as the gradient weight in the cal-
culation of the loss function. The original interval of the 
mechanical performance values in the test set is mapped 
to the corresponding interval of the cosine function, i.e., 
[ymin, ymax] is mapped to [0,�] . The calculation method for 
the weight coefficient is as follows:

where yi represents the true mechanical performance of the 
i-th sample, ymax and ymin represent the maximum and mini-
mum values of the mechanical performance in the sample 
set, respectively. Squaring is performed to avoid negative 
values for the weight coefficient. To simultaneously control 
the width and center deviation of the prediction intervals 
for samples where the tensile strength is within the standard 
range, the weight coefficient is introduced into both parts 
of the loss function. The calculation method is as follows:

Then, a new form of CWC is derived:

3.2  Integrated Prediction Interval Model

Although the LUBE interval prediction method can pro-
vide prediction intervals for the mechanical performance of 

�i = cos
2

(

yi − y
min

y
max

− y
min

⋅ �

)

PINAW
new

=
1

n

n
∑

i=1

𝜓i(ŷiU − ŷiL)ki

MPICD
new

=
1

n

n
∑

i=1

𝜓i

(

ŷiU + ŷiL

2
− yi

)2

CWCnew = (PINAWnew +MPICDnew) ⋅ (1 + e−�max(0,((1−�)−PICP)2))

samples, it only considers the uncertainty introduced by the 
data and does not account for the uncertainty of the model 
itself. The uncertainty of the model can be viewed from two 
aspects:

(1) Imbalanced sample label distribution: In most indus-
trial manufacturing datasets, the distribution of label values 
in the samples is often imbalanced. This means that the pro-
portion of samples with extreme label values is very small, 
leading to a bias in the model’s training towards samples 
with larger proportions, resulting in biased predictions for 
different data.

(2) Different initialization parameters of the model: Due 
to the randomness of the initialization parameters, models 
trained with different initializations exhibit a certain level of 
uncertainty in predictions. This means that the same input 
may lead to different prediction results because the model’s 
interpretation of the data may differ in its initial state.

To address these uncertainties of the model, this paper 
adopts an ensemble method, training multiple neural net-
works with different initialization parameters through 
parameter resampling. During the training process of the 
sub-models, subsampling can be performed from the train-
ing set to obtain relatively balanced sub-datasets and train 
neural networks with each sub-dataset separately. By train-
ing multiple models, we can obtain an ensemble of neural 
networks that captures the diversity of the training data and 
mitigates the bias issue to some extent. The variance of the 
predictions from these neural networks can be used as an 
estimate of the model’s uncertainty. The structure of the 
ensemble model is illustrated in Fig. 2. Each sub-model is 
an independently trained neural network with different ini-
tialization parameters. During testing, the predictions from 
all sub-models can be aggregated, for example, by taking 
the average or calculating the standard deviation, to obtain 
the final prediction and estimate of the model’s uncertainty. 
The implementation of the ensemble method involves the 
following steps:

Step 1: Interval ensemble strategy

Fig. 2  The integrated model structure diagram
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In the ensemble learning method using LUBE as sub-
models, each sub-model’s predictions consist of upper 
and lower interval bounds. To integrate the intervals, we 
adopt the strategy proposed by Pearce et al. [46] to con-
struct an ensemble of m neural networks using the loss 
function as the criterion. Let ŷU and ŷL represent the upper 
and lower bounds of the prediction interval, respectively. 
The calculation of the variance for model uncertainty is 
as follows:

where ŷU
ij

 represents the upper prediction bound of the i-th 
predicted sample on the j-th neural network, and the calcula-
tion method for ȳL

i
 and �L

i
 is the same. According to the 

equation for confidence intervals in normal distribution, the 
upper and lower bounds of the ensemble model’s interval 
are calculated as follows:

where z represents the quantile of the interval, which 
depends on the specified confidence level. When the preset 
confidence level is 95%, z is equal to 1.96.

Step 2: Prediction result integration strategy and 
uncertainty

Since the uncertainty of the model includes the uncer-
tainty of the training data distribution and the uncertainty 
of the model parameters, it is necessary to randomly ini-
tialize the parameters of each model when building the 
prediction model. At the same time, the ensemble model 
is constructed by sub-sampling the training set. The sub-
sampling of the training set is performed using the boot-
strap method. The training steps are as follows:

• Randomly select n samples with replacement from 
the training sample set in a uniform manner to create 
a sub-dataset with a relatively balanced label distri-
bution. Then, establish a sub-model using this sub-
dataset and randomly initialize the initial parameters 
of the sub-model.

• Repeat the previous step for m times and train all mod-
els in parallel, resulting in m prediction models trained 
with different training samples.

• Use each model trained in the previous step to predict 
the test set samples separately. Take the average of 

ȳU
i
=

1

m

m
∑

j=1

ŷU
ij

𝜎U

i
=

√

√

√

√

1

m − 1

m
∑

j=1

(ŷU
ij
− ȳU

i
)
2

ŷU
i
= ȳU

i
+ z ⋅ (𝜎U

i
)2

ŷL
i
= ȳL

i
− z ⋅ (𝜎L

i
)2

the m prediction results as the final result, and use the 
variance as the model uncertainty.

3.3  Prediction of The Probability of Mechanical 
Performance Failure

Assuming that the mechanical performance of the steel sam-
ples within the prediction interval follows a normal distri-
bution, it can be denoted as X ∼ N(�, �2) . The probability 
density function is given by:

where x represents the mechanical performance, � repre-
sents the center value of the prediction interval, and �2 is the 
unknown variance. To predict the probability of mechanical 
performance failure for a given sample, we need to deter-
mine the probability density function of the mechanical 
performance within the prediction interval. Based on the 
specifications and requirements provided by metallurgical 
standards and manufacturers, the standard range of tensile 
strength [a, b] for the tested steel grade is determined, and 
the probability of the sample’s mechanical performance 
being non-compliant is calculated. The implementation steps 
are as follows:

Step 1: Correcting the prediction interval center value.

Using the ensemble learning model mentioned above, 
we obtain the upper bound ŷU and lower bound ŷL of the 
mechanical performance for the sample, as well as the center 
value of the prediction interval. However, in the process of 
collecting actual steel data, there may be an imbalance in 
the distribution of samples in the training set. The number 
of samples with tensile strength below the lower limit of 
the standard range is relatively small, causing the model to 
overestimate the mechanical performance of those samples 
with extremely low values. Then, the center value of the 
prediction interval is higher than the true value, leading to 
a large deviation. As the tensile strength increases and the 
number of samples increases, the model’s predictions gradu-
ally approach the true value, resulting in a smaller deviation 
that tends to zero. Additionally, the number of samples with 
tensile strength above the upper limit of the standard range is 
also relatively small, causing the model to underestimate the 
mechanical performance of those samples with extremely 
high values. This leads to the center value of the prediction 
interval being lower than the true value, with an increasing 
deviation in the negative direction.

Based on the above analysis, it can be concluded that there 
is a certain correlation between the center value of the pre-
diction interval and the true mechanical performance of the 
samples. Therefore, this paper considers using a regression 

(1)f (x) =
1

√

2��
e
−

(x−�)2

2�2
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chain model, as shown in Fig. 3, to treat the prediction interval 
center and the true mechanical performance of the samples as 
multiple targets for regression analysis. By fitting the deviation 
of the prediction interval center for the training set samples, 
we can predict the new interval center for the test set samples.

Step 2: Calculate the variance of the normal distribution.
Based on Step 1, we can obtain the mean � in Eq. (1), but 

the variance is unknown. Since the prediction interval of the 
sample is symmetric about the center value, the original nor-
mal distribution can be transformed into a standard normal 
distribution.

During the training of the ensemble learning model, a nomi-
nal confidence level is set, which allows us to determine 
the proportion of the prediction interval of the sample in 
the entire normal distribution interval, i.e., Pr(ŷL < X < ŷU) 
is known. Then, based on Eq. (2) and the probability table 
of the standard normal distribution, we can calculate the 
mechanical performance of the sample, i.e., ŷU−𝜇

𝜎
 . Based on 

the mean � and the upper bound of the interval ŷU , we can 
obtain the standard deviation � corresponding to the stand-
ard normal distribution.

Step 3: Calculate the probability of mechanical perfor-
mance failure for the sample.

After obtaining the mean and standard deviation of the 
mechanical performance normal distribution interval for the 
sample, we can derive the corresponding probability distribu-
tion function f(x). Based on the specifications and requirements 
provided by the metallurgical standards and the manufacturer, 
the standard range of tensile strength [a, b] for the tested steel 
grade is determined. Using the equation for calculating the 
probability of the normal distribution, we can calculate the 
probability of the mechanical performance of the sample being 
non-compliant as follows:

In summary, the process for predicting the probability of 
mechanical performance failure for the steel sample is 
shown in Fig. 4.

(2)X ∼ N(�, �2) → Y =
X − �

�
∼ N(0, 1)

Pr(a < X < b) = ∫
b

a

f (x)dx

3.4  Active Sampling Inspection Strategy 
for Mechanical Properties

Based on Sect. 3.3, the probability of mechanical perfor-
mance failure for the sample is calculated. Considering a 
set threshold for the probability of failure, each sample is 
evaluated to determine whether the calculated failure prob-
ability exceeds the threshold. If it exceeds the threshold, the 
sample is considered to have failed in terms of mechanical 
performance and requires proactive sampling inspection. If 
it does not exceed the threshold, the sample is considered to 
have passed the mechanical performance requirements and 
no further sampling inspection is necessary.

Fig. 3  The regression chain 
model

Fig. 4  The process for predicting the probability of mechanical per-
formance failure for the steel sample

Table 1  The binary classification confusion matrix

Predict positive class Predict 
negative 
class

True positive class TP FN
True negative class FP TN
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In this study, we incorporate the evaluation methods of 
recall and precision in a classification model to construct a 
corresponding confusion matrix by setting different proba-
bility thresholds. Table  1 represents the binary classification 
confusion matrix, where the true positive (TP) indicates the 
number of positive instances correctly predicted as positive, 
the false positive (FP) represents the number of negative 
instances incorrectly predicted as positive, the true negative 
(TN) represents the number of negative instances correctly 
predicted as negative, and the false negative (FN) represents 
the number of positive instances incorrectly predicted as 
negative.

To select the optimal threshold, we consider various 
metrics such as recall, precision, and sampling rate. Recall 
is defined as Recall = TP / (TP + FN), and precision is 
defined as Precision = TP / (TP + FP). In the steel judging 
process, it is crucial to correctly identify all samples with 
non-compliant tensile strength. Therefore, it is important 
to prioritize achieving a high recall rate. However, it is also 
necessary to ensure that the sampling rate does not exceed 
the original 10% sampling rate in order to avoid significant 
cost increases. The algorithm implementation is shown in 
Algorithm 1.

Algorithm 1  Probability Threshold Optimization

4  Experiments and Results

4.1  Dataset Introduction

The proposed method is experimentally tested and analyzed 
using the QSTE420TM steel grade as an example. Table 2 
is the statistics of relevant information of the dataset, the 
specified range for the tensile strength performance of this 
product is 620 MPa (upper limit) and 480 MPa (lower limit). 
The total number of samples in the dataset is 2124. A test set 
of 300 samples is obtained through random sampling, while 
the remaining 1824 samples are used as the training set. In 
addition, to make the LUBE model have good accuracy and 
prediction stability, while taking into account the computa-
tional efficiency of the model to a certain extent, we set the 
number of sub-training set samples used in each sub-model 
training to 300.

4.2  Model Structure and Parameters

The improved LUBE, serving as the basic unit of the ensem-
ble model, has a neural network structure with the number 

Table 2  QSTE420TM Data 
Details

Variable name Maximum value Minimum value Average value

C 0.0877 0.0579 0.0704
Si 0.0027 0.0412 0.0105
Mn 0.5859 0.4432 0.4956
P 0.0237 0.0042 0.0124
S 0.0109 0.0016 0.0050
Nb 0.0055 0.0005 0.0028
V 0.0066 0.0012 0.0029
Ti 0.063 0.0394 0.0499
Oven temperature 1256.8961 1198.5366 1230.4045
Final rolling temperature 864.19 902.892 882.5862
Coiling temperature 651.443 589.562 620.7414
Finished product thickness 10.003 2.804 6.9302
Tensile Strength 595 452 510.8798
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of layers, number of neurons per layer, and activation func-
tions as shown in Table  3. To prevent overfitting, reduce 
redundancy in the neural network and enhance the model’s 
robustness, Dropout regularization is incorporated at each 
layer’s connections with a probability of 0.75.

During model initialization, the maximum iteration count 
is set to 2000. Considering the number of samples in the 
training set, the batch size is set to 256 for improved training 
efficiency. To achieve more stable convergence in the later 
stages of training, the ‘LearningRateScheduler’ is used to 
dynamically adjust the learning rate of the model. The initial 
learning rate is set to 0.01, and the decay factor is set to 0.5. 
For hyperparameters in the loss function, appropriate selec-
tion is necessary to balance the accuracy and width of the 
prediction interval. In interval prediction, the nominal con-
fidence level 1 − � represents the desired interval coverage 
probability, indicating the probability of the true value being 
within the predicted interval is 1 − � . A common choice is 
setting � to 0.05, as it strikes a balance between interval 
width and prediction accuracy. Regarding hyperparameters 
s and � in the model’s loss function, this paper adopts a grid 
search approach to determine their optimal values.

4.3  Comparison of Improvement Effects of Loss 
Function

After improving the loss function of the LUBE model, the 
changes in various parameters during the model training 
process are shown in Fig. 5. It can be observed that as the 
number of iterations increases, the parameters gradually 
converge. This indicates that the model gradually learns the 

Table 3  Neural Network Structure

Neural network layer Number of neurons Activa-
tion 
function

Input layer 15
Hidden layer 1 64 ReLU
Hidden layer 2 32 ReLU
Hidden layer 3 8 ReLU
Output layer 2

Fig. 5  Changes in parameters of the LUBE model training process 
after the loss function is improved

Fig. 6  Prediction and true interval value of tensile strength of test set samples before (left) and after (right) improvement
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optimal parameter configuration during the training process 
to minimize the loss function.

The comparison of the prediction performance on the test 
samples between the models trained with the original loss 
function and the new loss function is shown in Fig. 6. Com-
pared with the original loss function, this paper introduces 
the NMPICD loss term and obtains the PICP of 96.33%, 
the PINAW of 0.249, and the NMPICD of 10.06. These 
improvements indicate that the predicted interval centers 
are closer to the true values of the mechanical performance. 
Meanwhile, from Table 4, it can be observed that com-
pared to the pre-improvement model, there are significant 
improvements in the test set’s the PICP, the PINAW and the 
NMPICD.

4.4  The Effect of the Integrated Approach

After optimizing the loss function for the LUBE model, 
multiple sub-models are trained using different initialization 
parameters. Figure 7 illustrates the PICP and the MPICD for 

different numbers of sub-models in the ensemble model. It 
can be seen that as the number of sub-models increases, the 
PICP of the ensemble model gradually increases and reaches 
100%, while the MPICD decreases. When the number of 
sub-models exceeds 20, the model achieves a 100% PICP 
and the lowest MPICD. Therefore, this study selects 20 sub-
models for the ensemble model.

After constructing the ensemble interval prediction 
model, the model predicts the test set samples, and the 
results are shown in Table  5. Compared to a single model, 
the ensemble model achieves a 100% PICP without signifi-
cantly increasing the PINAW. Additionally, it reduces the 
PINAW, resulting in higher precision of the predicted inter-
vals for the samples.

4.5  Failure Probability Prediction

(1) Interval center correction based on regression chain
The interval center is corrected using a regression chain 

model, and the results are shown in Fig. 8. It can be observed 
that by fitting the MPICD, the original prediction interval 
center is adjusted by adding the MPICD, resulting in a new 
interval center that closely aligns with the true value of the 
sample’s tensile strength.

Samples with tensile strength located in the middle of 
the standard range, specifically with true tensile strength 
between 510 and 590 MPa, do not exhibit ideal results when 
using a cubic polynomial to fit the deviation of the predic-
tion interval center values. This is also evident in Fig. 8, 
where these samples show some degree of prediction inter-
val center deviation. However, since the true tensile strength 
of these samples is significantly distant from the upper and 

Table 4  Neural network structure

Model PICP PINAW MPICD

Original model 95.56% 0.262 11.43
Improved model 97.32% 0.251 9.12

Fig. 7  The number of integrated model sub-models and model results

Table 5  Comparison of evaluation indicators between the integrated 
model and the single model

Model PICP PINAW MPICD

Single model 97.32% 0.251 9.12
Integrated model 100% 0.259 8.48

Fig. 8  Interval center distribution of errors
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lower limits of the standard range, the presence of some 
prediction interval center deviation and the resulting distri-
bution bias in the prediction intervals would not affect the 
steel classification.

The prediction interval center deviations before and after 
statistically fitting the deviation of the prediction interval 
center values for samples with true tensile strength below 
510 MPa and above 580 MPa are presented in Table 6. 
After applying the regression chain to correct the predic-
tion interval center, significant improvements are observed 
for samples with extreme true tensile strength values. The 
interval center deviation is reduced from 16.91 to 3.46 MPa, 
indicating the remarkable effectiveness of the interval center 
correction method based on regression chain.

(2) Failure probability calculation
Figure 9 illustrates the distribution of the prediction inter-

val after the correction for a specific sample. The original 
prediction interval center value is 520.11 MPa, while the 
corrected prediction interval center value is 508.27 MPa. 
The upper and lower limits of the interval are 568.21 MPa 
and 472.01 MPa, respectively. Based on the principle of a 
nominal confidence level of 95%, the normal distribution 

parameters for this sample’s prediction result are � = 508.27 . 
Additionally, there is a 95% probability that the predicted 
result falls within the range of 472.01 MPa to 568.21 MPa.

Given that the normal distribution mean � is 508.27 MPa, 
the probability of the interval [472.01MPa, 568.21MPa] 
under this normal distribution is 95%. Consequently, the 
mechanical performance interval of this sample can be 
considered to follow a normal distribution with a mean of 
508.27 MPa and a standard deviation of 19.78. By calcula-
tion, the probability of the sample’s tensile strength being 
below 480 MPa or above 620 MPa is:

This implies that the probability of the sample’s mechanical 
performance not meeting the specifications is 3.5%.

4.6  Active Sampling Threshold Calculation

In determining the probability threshold, the evaluation 
method of recall and precision is used in the classifica-
tion model to select the optimal threshold. In this context, 
positive class samples represent actual samples with non-
compliant mechanical performance, while negative class 
samples represent actual samples with compliant mechani-
cal performance. Predicted positive class represents sam-
ples with predicted non-compliant performance probability 
greater than the probability threshold, while predicted nega-
tive class represents samples with predicted non-compliant 
performance probability less than the probability threshold. 
The precision and recall at different probability thresholds 
are illustrated in Fig. 10.

In Fig. 10, the x-axis represents the probability thresh-
old ranging from 30% to 90%, while the y-axis represents 

Pr(X < 480‖X > 620) = 0.035

Table 6  Model comparison MPICD (MPa)

Ensemble 
interval 
prediction 
model

16.91

Regression 
chain predic-
tion model

3.46

Fig. 9  Normal distribution of sample interval center and tensile 
strength Fig. 10  Precision and recall under different probability thresholds



International Journal of Computational Intelligence Systems           (2024) 17:74  Page 13 of 15    74 

the percentages of precision, recall, and sampling rate. The 
solid line represents the variation of precision with increas-
ing probability threshold, the dashed line represents the 
variation of recall with increasing probability threshold and 
the bar chart represents the variation of sampling rate with 
increasing probability threshold.

In the steel classification process, it is crucial to pri-
oritize correctly identifying all non-compliant samples 
with regards to tensile strength. Therefore, a high recall 
rate should be ensured. Then, it is essential to maintain a 
sampling rate no higher than the original 10% sampling 
rate to avoid significant cost increases. From Fig. 10, it 
can be observed that to achieve a high recall rate, the 
probability threshold should be set as small as possible. In 
the test dataset, there are a total of 12 non-compliant sam-
ples with regards to tensile strength. When the probability 
threshold is set to 30%, the recall rate reaches 100%, indi-
cating that all non-compliant samples are correctly identi-
fied without any false negatives. Moreover, the number 
of samples taken is 16 coils, resulting in a sampling rate 

of only 5.33%, which is lower than the original sampling 
rate.

Based on the analysis above, setting the probability 
threshold to 30% is recommended. When a sample’s non-
compliant performance probability exceeds the threshold, 
it is classified as a non-compliant sample. By setting the 
probability threshold to 30%, all non-compliant samples 
with regards to tensile strength can be identified to avoid 
false negatives, while reducing the number of samples 
taken and minimizing costs.

5  Industrial Applications

The mechanical performance active sampling detection 
model proposed in this paper has been implemented in 
the manufacturing execution system of a large steel mill. 
Figure 11 illustrates the logical diagram of the mechani-
cal performance active sampling detection module within 
the platform. This module acquires real-time data from the 

Fig. 11  Logic diagram of the 
active sampling and testing 
module for mechanical proper-
ties under the platform
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message bus regarding the completion of coil rolling. Sub-
sequently, the data processing stage retrieves real-time data 
on chemical composition, production process, and historical 
coil rolling data, which are then processed into the required 
data structure for the model. These data are then fed into the 
model for local modeling and prediction, yielding the prob-
ability of non-compliant mechanical performance. When the 
predicted probability exceeds the set probability threshold, 
the detection department initiates active sampling testing. 
For qualified samples, the sampling process will no longer 
be needed, and the results of performance predictions can 
be directly used to judge steel, thus greatly reducing the 
frequency of physical sampling and improving the efficiency 
of product inspection.

6  Conclusions

This study proposes a data-driven proactive inspection 
scheme for steel product quality, addressing the inefficiency 
of traditional quality inspection strategies. By construct-
ing an integrated model for predicting the mechanical per-
formance interval and quantifying prediction uncertainty, 
accurate predictions of the probability of non-compliance 
are achieved. Compared to the traditional inspection rules 
used in actual production, this scheme reduces the sampling 
rate by 50%, resulting in a sampling rate of only 5.33% in 
practical applications, while ensuring controlled risks of 
false negatives. These results demonstrate that our proactive 
sampling strategy achieves satisfactory quality inspection 
outcomes in practical applications.

This research significantly improves the efficiency of 
product quality inspection, reduces production lead time, 
inventory, and quality disputes, and brings substantial sav-
ings in terms of labor costs. The scheme of this paper also 
provides guidance and inspiration for future research. For 
example, this scheme can be extended to the determination 
of multiple quality indicators to achieve a more comprehen-
sive quality assessment. In addition, the model in this paper 
can also be applied to quality inspection in other fields, such 
as automobiles, aviation, etc., and has broad application 
prospects and promotion value.
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