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Abstract
The energy transition to a cleaner environment has been a concern for many researchers and policy makers, as well as communi-
ties and non-governmental organizations. The effects of climate change are evident, temperatures everywhere in the world are 
getting higher and violent weather phenomena are more frequent, requiring clear and firm pro-environmental measures. Thus, 
we will discuss the energy transition and the support provided by artificial intelligence (AI) applications to achieve a cleaner and 
healthier environment. The focus will be on applications driving the energy transition, the significant role of AI, and collective 
efforts to improve societal interactions and living standards. The price of electricity is included in almost all goods and services 
and should be affordable for the sustainable development of economies. Therefore, it is important to model, anticipate and under-
stand the trend of electricity markets. The electricity price includes an imbalance component which is the difference between 
notifications and real-time operation. Ideally it is zero, but in real operation such differences are normal due to load variation, lack 
of renewable energy sources (RES) accurate prediction, unplanted outages, etc. Therefore, additional energy has to be produced 
or some generating units are required to reduce generation to balance the power system. Usually, this activity is performed on 
the balancing market (BM) by the transmission system operator (TSO) that gathers offers from generators to gradually reduce or 
increase the output. Therefore, the prediction of the imbalance volume along with the prices for deficit and surplus is of paramount 
importance for producers’ decision makers to create offers on the BM. The main goal is to predict the imbalance volume and 
minimize the costs that such imbalance may cause. In this chapter, we propose a method to predict the imbalance volume based on 
the classification of the imbalance sign that is inserted into the dataset for predicting the imbalance volume. The imbalance sign 
is predicted using several classifiers and the output of the classification is added to the input dataset. The rest of the exogenous 
variables are shifted to the values from previous day d − 1. Therefore, the input variables are either predicted (like the imbalance 
sign) or are known from d − 1. Several metrics, such as mean average percentage error (MAPE), determination coefficient R2 
and mean average error (MAE) are calculated to assess the proposed method of combining classification machine learning (ML) 
algorithms and recurrent neural networks (RNN) that memorize variations, namely long short-term memory (LSTM) model.
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1 Introduction

Energy transition implies a global effort to shift from tra-
ditional conventional or fossil fuel-based energy to RES 
or sustainable energy alternatives. The integration of a 

higher volume of RES, namely the installed power of the 
PV systems and wind power plants, is a key component of 
the energy transition, as they ensure a cleaner environment 
that would rely less on coal and gas and more on wind and 
solar energy [1, 2]. AI has a significant role in supporting 
the energy transition and predicting imbalance volume and 
electricity prices [3, 4]. Replacing coal and gas is expensive 
and faces many barriers (such as unemployment), but more 
efforts should be involved to reduce annual deaths from car-
bon dioxide emissions [5, 6]. AI will further enhance the 
smart grid concept that is one of the pillars of the security 
of the electricity supply [7]. Among many applications, a 
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brief selection is described in the following paragraphs. AI 
supports a smoother integration of RES into the meshed 
power systems [8]. AI has the capacity to handle historical 
data, learn from the previous patterns, predict the output of 
various RES (solar, wind-based power plants) and assist grid 
operators in dispatching volatile generation, maintain system 
stability and mix RES with other sources [9]. AI also opti-
mizes the operation of these systems by predicting energy 
generation, managing energy storage and minimizing down-
time. Moreover, flexibility usage is optimized by AI means, 
adjusting demand and supply accordingly [10]. AI enhances 
the management and control of the power system. It analyses 
real-time data from smart meters and regulators, monitor-
ing the grid performance, identifies anomalies or faults, and 
optimizes the power flows. AI algorithms enable dynamic 
grid balancing, where RES generation is matched with 
demand in real time, reducing reliance on fossil fuel-based 
backup generation [11]. AI has the potential to revolutionize 
the energy sector by optimizing energy generation, transmis-
sion, distribution and consumption—thus, the entire chain 
is revitalized by AI. It monitors and automatically controls 
grid operations to prevent outages and reduce downtime. AI 
facilitates predictive maintenance of energy infrastructure, 
such as power plants, transformers and transmission lines. 
By analysing real-time data provided by sensors and histori-
cal maintenance records, AI algorithms predict equipment 
failures, schedule maintenance activities and optimize asset 
management strategies [12].

The electricity price forecasting is facilitated by analysing 
the historical energy market data, trends, other exogenous 
factors, such as inflation, interest rate and other related prices 
 (CO2 certificates, oil and gas prices), hydrology, market con-
ditions and regulatory policies, to predict energy prices and 
traded volumes [13, 14]. This prediction of prices provides 
a valuable estimation to the energy market participants, 
such as utilities companies, traders and suppliers to make 
informed decisions regarding energy procurement, planning 
and investment [15]. Performant price predictions also lever-
age an effective integration of RES by offering insights into 
the economic viability of RES projects. Demand response 
(DR) programmes are further enhanced by AI that provides 
tools for analysing historical consumption data and extract-
ing patterns, and analysing weather data and market price 
signals. It can provide personalized recommendations to 
consumers based on their pattern and preferences on how 
to reduce energy consumption and shift usage to off-peak 
hours [16]. AI-powered systems automate and optimize the 
control of electric devices and households’ appliances to 
minimize energy waste [17]. By predicting electricity prices, 
identifying adequate time-of-use (ToU) tariff rates [18] and 
assessing consumers’ behaviour, AI identifies opportunities 
for load shifting, rescheduling flexible appliances, optimal 
charging and discharging schedules of the energy storage 

systems, direct load control and DR implementation, maxi-
mizing the cost savings while supporting grid stability and 
energy efficiency [19]. It helps consumers, prosumers and 
storage facilities owners maximize the economic value of 
storage assets, support RES integration and improve grid 
resilience [20].

Moreover, the policy and investment decisions are 
improved by AI that provides insights into the long-term 
planning and investment decisions associated with the 
energy transition [21]. By identifying the most favourable 
regions or power systems nodes for storage and RES devel-
opment, optimizing investment strategies and supporting the 
achievement of energy transition goals [22]. Furthermore, 
AI through digital twin and blockchain technologies sustains 
the transition to a cleaner, more sustainable energy future. It 
identifies energy-saving and market opportunities in public 
and private buildings, industries and individual consumers. 
By analysing data, AI algorithms detect patterns and anom-
alies, recommend energy-efficient measures and optimize 
system performance. This leads to reduced energy waste and 
lower carbon emissions [23]. Overall, the integration of AI 
technologies in the energy sector holds great potential for 
improving energy efficiency, reliability and sustainability 
[24]. Smarter and more resilient power systems that meet 
the growing global energy demand are enhanced by means 
of AI technologies [25]. A brief image of the AI applications 
helpful in energy transition is presented in Fig. 1.

On a timeline, the balancing market (BM) is the last 
stage for creating offers from generating units to increase/
decrease the output so as to balance the system and adjust 
the difference between notifications and real-time operation. 
On long and mid-term, both producers and suppliers sign 
contracts to sell/buy electricity at lower prices [26, 27]. the 
long-term contracts regulated market (LTCRM) is character-
ized by standard products that are rigid especially for RES 
generation that can be better predicted closer to the real-time 
operation [28, 29]. These products impose fixed intervals 
and quantities that can be combined so as to cover the entire 
supplying interval. However, significant differences exist 
between requirements in terms of consumption/generation 
and the contracted quantities. These differences (about 40% 
of the traded electricity) are settled on the day-ahead market 
(DAM) [30]. As the electricity is traded in 24 h, more accu-
racy is expected from the prediction models [31]. Therefore, 
both suppliers and producers are expected to create more 
precise bids/offer to trade the electricity on DAM [32, 33], 
usually at higher prices than prices on LTCRM. On this mar-
ket, the market price is a uniform price; therefore, the most 
expensive unit of electricity gives the price for all transac-
tions on DAM. If a market participant offers a price higher 
than the market price, he will fail to trade on DAM. The risk 
of trading failure on DAM is usually considered 25–30%. 
Another chance to trade and not to create an imbalance is the 
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intraday market (IDM) that is similar to DAM [34]. There 
can be several IDM, three, four or six sessions between 
DAM and real-time operation [35]. For balancing purposes, 
generators are required to offer to increase the output, the 
remaining capacity that was not traded on DAM/IDM and to 
reduce the output, the entire capacity up to zero or minimum 
technical power. The risk of no trading on BM is higher 
(65–75%); therefore, there is a lower probability to trade on 
BM than on DAM. On BM, usually, the prices are higher 
than on DAM/IDM and market participants should avoid 
being in imbalance [36]. The power system imbalance is 
characterized by sign, volume (MWh—or the lack of energy) 
and prices for deficit/surplus. If the system is in deficit, addi-
tional energy has to be produced by generators and they are 
paid as they bid. Therefore, the market price is a pay-as-bid 
price mechanism [37]. Similarly, if the system is in surplus, 
the output of generating units has to be reduced. The differ-
ence that has to be adjusted is the imbalance volume and it 
influences the sign and the price of imbalance. However, 
several events and changes in the power system landscape 
influenced the wholesale electricity markets and balancing 
market. Events like COVID-19 and conflict in Ukraine and 
changes such as smart energy hubs and energy communities 
[38, 39], including higher RES penetration, have led to a 
highly unpredictable economic environment.

Several studies investigated the imbalance volume fore-
casting methods using ML and DL. A UK case study for 
short-term net imbalance volume forecasting through ML 
and DL was proposed [40]. In recent years, the dynamic 

nature of energy markets has made price forecasting increas-
ingly vital. This trend is further amplified by the introduc-
tion of new roles and business models like aggregating and 
energy flexibility trading, especially as the European elec-
tricity markets continue to open up. The ability to predict 
energy price trends and flows becomes now crucial for busi-
ness success. Additionally, the growing use of RES, which 
are inherently volatile and intermittent, presents further 
challenges by potentially causing significant imbalances 
that could destabilize the overall system. To mitigate power 
imbalances, forecasting the volume of these imbalances is 
beneficial for both system operators, who can reduce miti-
gation costs, and market participants, who can maximize 
profits and manage risks more effectively. This research pro-
posed a DL algorithm to predict the net imbalance volume 
in the UK market, comparing it with a traditional gradient 
boosting trees regression and ARIMA models [40]. The pri-
mary contributing variables for these models were the his-
torical values of net imbalance volume. The DL model pro-
vided a root mean squared error (RMSE) of 200 and mean 
absolute error (MAE) of 152 MWh. In contrast, the gradient 
boosting trees model shows an RMSE of 203 and MAE of 
154 MWh, compared to an ARIMA model with 226 and 173 
MWh, respectively. Moreover, methods for predicting load 
using LSTM and genetic algorithms providing a comparison 
of the ML algorithms are implemented in [41, 42], LSTM 
for univariate household energy forecasting in [43], ensem-
ble learning approach for demand forecasting in [44] and 
LSTM for predicting wind generation in [45]. Additionally, 
a survey of LSTM and related models in wind energy predic-
tive analytics was provided [46]. These methods are versa-
tile and can be implemented for various purposes including 
transaction frauds detection [47], detecting phishing [48], 
customer satisfaction [49], stock price prediction [50], etc.

The energy transition is not just a technical shift, but a 
critical response to the escalating impacts of climate change, 
necessitating an urgent move from fossil fuels to RES. This 
transition, while essential, presents significant challenges, 
especially in integrating a higher volume of variable power 
sources such as solar and wind. These challenges underscore 
the need for innovative solutions to manage energy genera-
tion variability and ensure a stable supply. In this context, 
the economic and social impacts of moving away from con-
ventional energy sources cannot be understated. Transition-
ing to RES involves navigating economic implications, like 
the cost of replacing coal and gas, and addressing potential 
unemployment in traditional energy sectors. Simultaneously, 
this transition has the potential to significantly reduce annual 
deaths caused by carbon dioxide emissions, highlighting its 
importance beyond environmental concerns. AI emerges as a 
pivotal tool in this landscape. Its role extends beyond forecast-
ing and balancing to facilitating the integration of smart grids, 
optimizing RES use and enhancing the efficiency of energy 

Fig. 1  AI applications in energy transition
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distribution and consumption. This includes AI’s capability 
to support complex tasks such as electricity price forecasting, 
which directly influences decisions made by energy market 
participants and affects the economic viability of RES projects. 
AI’s impact is also profound in the realm of DR programmes. 
These programmes, powered by AI, lead to more efficient 
energy use and support the integration of RES. AI enables 
personalized energy consumption strategies, optimizing cost 
savings and grid stability. Furthermore, AI plays a critical role 
in informing long-term policy and investment decisions related 
to the energy transition. By identifying optimal locations for 
RES and storage and optimizing investment strategies, AI sup-
ports the overarching goals of the energy transition.

Emerging technologies like digital twins and blockchain 
further enhance the potential of AI in the energy sector. These 
technologies identify energy-saving opportunities and optimize 
system performance across various sectors, leading to reduced 
energy waste and lower carbon emissions. Understanding the 
dynamics of different electricity markets, such as the BM, 
DAM and IDM, is crucial. AI’s role in these markets includes 
aiding in navigating market complexities, minimizing imbal-
ances and reducing risks associated with electricity trading. 
Lastly, the backdrop of recent global events and changes in the 
energy landscape, such as the COVID-19 pandemic and geopo-
litical conflicts, add layers of complexity to the energy market. 
These developments make the need for advanced AI-driven 
solutions even more pronounced. By exploring these facets, this 
paper underscores the multi-dimensional and evolving nature of 
the energy transition, highlighting the critical role of AI in navi-
gating its challenges and opportunities. This approach paints a 
comprehensive picture of the research context, emphasizing the 
significance of the problem being addressed. To synthesize the 
findings, Table 1 highlights the key characteristics of previous 
studies, focusing on their differences and constraints.

Table 1 provides a condensed view of the wide range of 
studies, highlighting their focus areas, differences and con-
straints. Based on the context provided by the previous work, 
several limitations in the existing approaches to predicting elec-
tricity market trends and imbalance volumes can be identified. 
The following major limitations relevant to our proposal are 
identified. (a) Complexity in BM dynamics: the BM involves 
complex interactions and decisions. Previous works did not 
adequately capture this complexity, especially in terms of the 
decision-making process of producers in creating offers on the 
BM. (b) Inadequate handling of exogenous variables: prior 
methods did not efficiently incorporate exogenous variables, 
which can affect the accuracy of the predictions. (c) Reliance 
on single forecasting techniques: relying solely on either ML 
classifiers or traditional forecasting methods did not provide the 
comprehensive analysis required for accurate imbalance volume 
prediction. Our proposal aims to address these limitations by 
using a combination of classification ML algorithms and RNN, 
particularly with the memory capabilities of LSTM models. 

Our approach is designed to enhance the accuracy of imbalance 
volume predictions by incorporating both the classification of 
imbalance signs and the memorization of variations in the data.

Compared with the previous research, the main contribu-
tion of the current work consists of combining ML algo-
rithms (such as: eXtreme gradient boosting (XGB), light 
gradient boosting model (LGBM), random forest (RF) and 
multi-layer perceptron (MLP)) to perform classification 
of the sign and RNN to predict the imbalance volume. Its 
novelty lies in its proposal of a specific method to predict 
electricity market imbalances using a combination of ML 
algorithms and RNN, specifically the LSTM model. This 
approach is innovative in several ways:

1) Combining classification and prediction models: The 
method involves predicting the imbalance sign (positive 
or negative) using various classifiers. This prediction is 
then integrated into a dataset for forecasting the volume 
of the imbalance. This dual-step approach (classifica-
tion followed by prediction) is a novel way to handle the 
complexity of electricity markets.

2) Use of LSTM in electricity market prediction: The appli-
cation of LSTM models, which are adept at memorizing 
and utilizing time-series data, to predict electricity mar-
ket imbalances is a forward-thinking approach. LSTM's 
ability to remember long-term dependencies makes it 
particularly suitable for this task where past data signifi-
cantly influences future outcomes.

3) Incorporation of exogenous variables from the previous 
day: The method involves shifting certain exogenous vari-
ables (market data: prices and quantities from DAM and 
BM; and operational data: total generation and its break-
down on sources—both renewable and non-renewable, 
total consumption, exchange power with neighbouring 
countries) to values from the previous day (d − 1). This 
indicates a unique approach to incorporating historical 
data, assuming that the very recent past (day before) has a 
significant influence on the current day’s market conditions.

4) Focus on BM dynamics: The emphasis on predicting 
imbalances in the BM and understanding how produc-
ers and the TSO interact in this market is particularly 
relevant for ensuring a stable and efficient energy supply.

5) Aiming at sustainable energy development: The pro-
posed method aligns with broader goals of sustainable 
development, highlighting the importance of affordable 
electricity and the role of AI in advancing cleaner, more 
efficient energy systems.

This combination of advanced predictive modelling, spe-
cific focus on energy market dynamics and alignment with 
sustainable development goals makes the proposed method 
an innovative contribution to the field of energy market 
analysis and AI applications in environmental sustainability. 
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The current paper consists of several sections. In Sect. 2, 
the input data analysis is performed considering the data-
set created from scratch from different open data sources. 
In Sect. 3, a method is proposed to first classify the power 
system sign and then predict the imbalance volume. The 
results are presented in Sect. 4, discussions in Sect. 5 and 
conclusion in the final section.

2  Input Data Analysis

A data set that consists of the following variables is cre-
ated: date—Date, hour—Hour, total imbalance volume—
Total_Imb, electricity price on DAM—Price_DAM, traded 
volume of electricity on DAM—Q_DAM, total consump-
tion in Romania—Consumption, total generation in Roma-
nia—Generation, generation based on coal—Coal_gen, 
generation based on oil and gas—Oil&Gas_gen, hydro-
based generation—Hydro_gen, nuclear based generation—
Nuclear_gen, wind generation—Wind_gen, PV genera-
tion—PV_gen, biomass generation—Biomass_gen, sold or 
exchange, either import or export—Exchange, imbalance 
price for surplus—ImbPrice_s, financial neutrality for sur-
plus—FinNeutrality_s, imbance for deficit—ImbPrice_d, 
financial neutrality for deficit—FinNeutrality_d, forecast 
of the solar energy for DAM—GenSolarDAM, forecast of 
the solar energy for IDM—GenSolarIDM, forecast of the 
wind energy for DAM—GenWindDAM, forecast of the wind 
energy for IDM—GenWindIDM, imbalance sign—ImbSign. 
The data extraction interval started from 1st of February 
2021 until 31st of August 2022, as the records from ENTSO-
E were available from 1st of February 2021. From the three 
public data sources, 21 exogenous variables are extracted 
plus 1—the imbalance volume—as target.

The first two hourly variables: Price_DAM and Q_DAM 
were scraped from the OPCOM website1 using two Python 
libraries: BeautifulSoup and Selenium [51], the next ten 
variables recorded at 10-min interval were downloaded from 
Transelectrica website,2 then the last nine variables recorded 
at 15-min interval were downloaded from ENTSO-E web-
site.3 The three data sets recorded at different time intervals 
were merged using date and hour columns. The flowchart of 
the data pre-processing is presented in Fig. 2. Figure 3 shows 
the hourly average prices for deficit/surplus and imbalance 
during the analysed interval.

Moreover, the moving average of the total imbalance is dis-
played in Fig. 3, showing an opposite variation of the prices 
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and volume. The prices for both surplus and deficit were higher 
when the imbalance was negative, and the system was in defi-
cit. Additionally, Fig. 3 shows two more interesting insights:

– The prices were higher at peak hours, in the morning and 
in the evening.

– On average, the deficit price was always higher than the 
surplus price; therefore, the market participants would 
prefer to be balanced or on the surplus side.

The average imbalance volume per day type and hour is 
depicted in Fig. 4, where 1–5 is Monday–Friday, 6 Saturday 
and 0 Sunday. The negative values are more present during 
the weekdays and less on the weekend days.

The variations of hourly average consumption, generation 
based on oil, gas and hydro, price on DAM and imbalance 
volume are shown in Fig. 5.

Figure 5 displays the variation of the imbalance volume 
that reflect the link between peak hours when the consump-
tion is usually higher and the deficit volumes that are notice-
able at 8 and 9 in the morning and during evening (between 
18 and 21).

Figure 6 shows the evolution of the imbalance volume 
(a) and prices (b) and (c) in the analysed interval. One can 
notice the shape of the prices with a narrow variation until 
November 2021, when the prices significantly increased for 
both deficit and surplus cases. The prices started to increase 
when the lockdowns were removed and after the war has 

Fig. 2  Flowchart of the input 
data pre-processing

Fig. 3  Hourly average prices for deficit/surplus and imbalance during the analysed interval
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started in the Black Sea region, increasing the pressure on the 
economy. On the other hand, the imbalance volume evolution 
shows more spikes when the prices were lower. Furthermore, 
one can notice more spikes in 2021 on the positive axis, while 
in 2022, more spikes were encountered on the negative axis.

3  Method

Both machine learning algorithms and recurrent neural 
networks are trained to accurately predict the imbalance 
volume. First, the imbalance sign (negative 0 or positive 

1) is predicted using several classification algorithms, such 
as: eXtreme gradient boosting (XGB), light gradient boost-
ing model (LGBM), random forest (RF) and multi-layer 
perceptron (MLP). eXtreme gradient boosting is a perfor-
mant ML algorithm that belongs to the family of gradient 
boosting methods. It was proposed by Tianqi Chen in 2014 
and proved its efficiency gaining a widespread utilization 
[52]. It is based on an ensemble learning technique in 
which multiple weak learners (such as decision trees) are 
used to obtain a predictive model by incorporating several 
optimization processes, and is faster and more accurate 
than its competitors [53, 54]. Light gradient boosting is 

Fig. 4  Average imbalance volume per day type and hour

Fig. 5  Average variations of hourly total consumption, generation based on oil, gas and hydro, price on DAM and imbalance volume
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also a popular ML algorithm, proposed more recently (in 
2017) by Microsoft. Like XGB, LGBM belongs to the 
family of gradient boosting methods, but it brings exclu-
sive feature bundling and native flexibility to the categori-
cal features that make it particularly performant and scal-
able especially for large datasets, improving the training 
speed and memory usage [55, 56]. Random forest is also 
a well-known ensemble learning technique proposed by 
Leo Breiman in 2001 [57]. It combines the predictions of 
multiple individual decision trees that can be parallelized 

to create a better output. RF trains multiple decision trees 
on different data subsets using the bootstrapped sampling 
technique [58]. It combines the predictions to obtain a 
better robustness avoiding overfitting. Other advantages of 
RF are handling high-dimensional datasets, outlier robust-
ness and effectiveness [59]. Multi-layer perceptron is a 
type of artificial neural network (ANN) and is one of the 
well-known model architectures in DL. It consists of mul-
tiple hidden layers of interconnected neurons. They have 
associated weights that are updated and during training 

Fig. 6  Evolution of the imbalance volume (a) and prices (b) and (c) in the analysed interval
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through the process of forward and backpropagation. The 
backpropagation is an optimization algorithm to further 
adjust the loss function and minimize the prediction error 
[60]. To improve its performance, regularization, dropout, 
batch normalization, activation functions and advanced 
optimization algorithms can be used [61].

First, the three datasets are merged using date and hour 
columns. The classification result obtained with one of the 
above-mentioned classifiers is inserted into the merged 
dataset that includes the predicted sign after the classifica-
tion process. Then, a multivariate stacked LSTM model is 
applied to predict the total imbalance volume. The flowchart 
of the proposed method is depicted in Fig. 7. LSTM is a 
recurrent neural network (RNN) proposed by Sepp Hochre-
iter and Jürgen Schmidhuber in 1997 [62]. RNNs provide 
feedback connections to process sequential data by main-
taining hidden states that represent information from previ-
ous time steps (the so-called memory). It may encounter the 
vanishing gradient problem, having difficulties to capture 
long-term dependencies in sequential data. By LSTM, the 
vanishing gradient problem is avoided using a complex gat-
ing mechanism that allows the RNN to selectively remember 
or forget specific data in time [63, 64].

The LSTM setup to predict the total imbalance volume 
is shown in Table 2. The first step consists of splitting a 
multivariate sequence into samples defining the procedure 
split_sequences with two parameters. The second step con-
sists of defining the input sequence that has to be an array. 
The third step is to choose a number of time steps that is 
one of the split_sequences parameters. The fourth step is 
to call the procedure split_sequences. The fifth step con-
sists of defining the sequential model, including the number 
of features or variables (as the model is multivariate). The 
proposed model is trained using the fit procedure and the 
prediction is obtained with predict procedure.

4  Results

The number of deficit and surplus cases is rather balanced; 
therefore, the dataset is feasible for processing without 
SMOTE, ADASYN or other methods to artificially balance 
the target. Therefore, accuracy is also a metric that can be 
taken into account. For classification, the AUC score is consid-
ered and the best classifier is in this case RF, closely followed 
by LGBM and XGB (AUC = 0.79 XGB, AUC = 0.82 RF, 
AUC = 0.7 MLP, AUC = 0.8 LGBM). The confusion matrix for 
each algorithm is presented in Fig. 8. It compares the accuracy/
errors and has two diagonals: the first diagonal should contain 
the highest values, whereas the second diagonal should contain 
the lowest values (or errors) to obtain a performant prediction.

The two heatmaps with (a) and without (b) the imbal-
ance sign (ImbSign) variable are presented in Fig. 9. The 
total imbalance is highly correlated with the imbalance sign 
(0.84), inversely moderately correlated with the price on 
DAM—PriceDAM ( – 0.43), inversely weakly correlated 
with the imbalance price for deficit ImbPrice_d ( – 0.27) 
and ImbPrice_s surplus ( – 0.23).

The imbalance sign feature is inserted into the model to 
predict the total imbalance volume. The training interval 
starts on 1st of November 2021 and the prediction is daily 
performed to obtain the hourly forecast (as in Fig. 10).

We test the prediction model for two intervals:

– The first 4 days in March 2022: 1st–4th of March 2022 
to show the results in detail (as in Appendix A, Fig-
ure 13).

– The first 4 days in April 2022: 1st–4th of April 2022 
to show the results in detail (as in Appendix A, Fig-
ure 14). Table 3 provides the performance metrics at 
the daily level, entire months (March and April, 2022) 
and 8-month interval (January–August 2022).

Fig. 7  Flowchart of the pro-
posed method
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Usually, several performance metrics are calculated as 
they provide more insights regarding the results. The fol-
lowing metrics were calculated:

• Mean absolute error (MAE) is a commonly used metric 
to assess the performance of the predictive model. It also 
measures the average deviation between the predicted 
and the actual values (as in Eq. (1)). However, MAE 
does not involve squaring the errors like RMSE, making 

MAE less sensitive to outliers and large errors. Particu-
larly, MAE calculates the absolute differences between 
the predicted and the actual values, showing the absolute 
differences.

(1)MAE =
1

T

T∑

h=1

|||
yh − ̂yh

i

|||

Table 2  Steps to perform LSTM for predicting total imbalance volume

The sequential model has two LSTM layers with 50 neurons on each layer. The activation function of these two layers is relu. The output layer 
(Dense) activation function is linear. Adam is the chosen optimizer, and the loss is calculated with mse. The last two steps consist in fitting the 
model (by training) and performing prediction being necessary to reshape the input
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• Root mean squared error (RMSE) measures the average 
deviation between the predicted values and the actual 
values as in Eq. (2). RMSE is especially useful as it 
penalizes large errors more than small errors due to the 
squaring operation (root).

• Mean absolute percentage error (MAPE) calculates the 
percentage difference between the predicted and the 
actual values (as in Eq. (3)). The absolute percentage 
differences are important to avoid the issue of positive 

(2)MAE =
1

T

T∑

h=1

|||
yh − ̂yh

i

|||

and negative errors that cancel each other out. MAPE 
is useful because it provides a relative measure of the 
forecast performance, which ensures a better comparison 
across various time series and datasets.

• Coefficient of determination ( R2 ) evaluates how a regres-
sion model fits the data. It represents the proportion of 
the variance in the dependent variable that is predictable 
from the independent variables. Therefore, it assesses the 
goodness of fit of the regression model to a certain dataset 

(3)MAPE =
1

T

T∑

h=1

||
|
yh − ̂yh

i

||
|

|
|y

h|
|

× 100%.

Fig. 8  Confusion matrix for each classification algorithm (RF, XGB, LGBM, MLP)



International Journal of Computational Intelligence Systems           (2024) 17:80  Page 13 of 22    80 

as in Eq. (4). It can also be written using the ratio between 
SS

residual
 and SS

total
 , where SS

residual
 is the sum of squares 

of the residuals or the sum of squared differences between 
the actual and the predicted values; and SS

total
 is the total 

sum of squares, which is the sum of squared differences 
between the actual and the mean of the dependent variable.

(4)R2
= 1 −

∑T

h=1

�
yh − ̂yh

i

�2

∑T

h=1

�
yh − yh

�2
= 1 −

SS
residual

SS
total

.

Fig. 9  Heatmaps with (a) and 
without (b) imbalance sign 
variable
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The graphical results (total imbalance volume actual—
blue vs. forecast—orange) testing the prediction for the 
first 4 days in March are depicted in Fig. 11.

Additionally, the training interval spanned from 1st of 
November 2021 until 31st of March 2022 and we tested the 
results for the first 4 days of the next month (April, 2022) 
to better validate the prediction output.

The graphical results (total imbalance volume actual—
blue vs. forecast—orange) testing the prediction for the 
first 4 days in April are depicted in Fig. 12.

From Fig. 12, one can notice that on the 1st, 2nd and 4th, 
there was visible improvement of the prediction, whereas on 
the 3rd of April, the improvement was moderate. In the first 
cases, the proposed prediction model was able to anticipate 
valley and spikes and the differences between prediction and 
actual values were rather small. For April, the training inter-
val increased by 31 days that led to a similar performance. 
Therefore, increasing the training interval did not signifi-
cantly improve the results. The numerical results in terms 

of prediction metrics are synthetically provided at the daily, 
monthly and 8-month interval (January–August 2022) level 
in Table 3.

5  Discussion and Comparison

This table presents a comparative analysis of performance 
metrics for two scenarios labelled “Without imbalance sign” 
and “With imbalance sign” across different dates in 2022. The 
metrics used are MAE, RMSE, MAPE and R2 (coefficient of 
determination). For each date, the performance of the pro-
posed is evaluated using these metrics both in the presence 
(“With”) and absence (“Without”) of the imbalance sign. The 
data shows a clear trend of improvement in all metrics when 
the imbalance sign is present, as indicated by lower MAE, 
RMSE and MAPE values and higher R2 values in the “With” 
column. This suggests that the imbalance sign being consid-
ered has a positive impact on the performance of the process 

Fig. 10  Training interval for predicting the total imbalance volume

Table 3  Prediction metrics with 
and without imbalance sign as 
input

Interval MAE RMSE MAPE R2

Without With Without With Without With Without With

1st of March, 2022 1.352 0.762 1.560 0.946 0.109 0.039 0.965 0.998
2nd of March, 2022 1.642 0.823 0.855 0.946 0.107 0.025 0.951 0.981
3rd of March, 2022 0.872 0.588 1.073 0.798 0.043 0.025 0.961 0.994
4th of March, 2022 0.905 0.446 0.901 0.547 0.036 0.025 0.977 0.991
March, 2022 1.205 0.546 1.901 0.920 0.136 0.035 0.975 0.992
1st of April, 2022 1.366 0.747 1.575 0.927 0.110 0.038 0.974 0.988
2nd of April, 2022 1.372 0.739 1.583 0.918 0.111 0.038 0.909 0.968
3rd of April, 2022 1.359 1.332 1.568 1.536 0.110 0.107 0.969 0.970
4th of April, 2022 1.217 0.747 1.404 0.927 0.098 0.038 0.918 0.978
April, 2022 1.284 0.686 1.482 0.851 0.103 0.035 0.926 0.968
Jan.–Aug. 2022 1.037 0.725 1.428 0.987 0.112 0.063 0.939 0.982
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Fig. 11  Forecast of the imbalance volume for 1st–4th of March with (right) and without (left) imbalance sign

Fig. 12  Forecast of the imbalance volume for 1st–4th of April with (right) and without (left) imbalance sign
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or model. In the following paragraphs, each interval (daily, 
monthly and 8-month interval) is discussed and compared:

5.1  Daily‑Level Analysis (1st–4th of March and April 
2022)

• MAE: There is a consistent decrease in MAE in the 
“With” case, indicating improved accuracy. For exam-
ple, on the 1st of March, MAE decreases from 1.352 to 
0.762.

• RMSE: The RMSE values are generally lower in the 
“With” scenario, suggesting better predictive accuracy. 
On the 4th of March, RMSE dropped from 0.901 to 0.547.

• MAPE: The “With” case shows a reduction in MAPE 
values, indicating more accurate predictions relative 
to actual values. The reduction is notable on the 1st of 
March, from 0.109 to 0.039.

• R2: Higher R2 values in the “With” case across all days 
indicate better model fit or explanatory power. On the 1st 
of March, R2 increased from 0.965 to 0.998.

5.2  Monthly‑Level Analysis (March and April 2022)

• MAE: For both March and April, the “With” case 
shows a significant reduction in MAE. In March, MAE 
decreases from 1.205 to 0.546.

• RMSE: The “With” scenario has consistently lower 
RMSE values in both months, suggesting improved 
model performance.

• MAPE: The “With” scenario demonstrates a decrease 
in MAPE for both months, indicating greater prediction 
accuracy.

• R2: There is an increase in R2 in the “With” case for both 
months, pointing to a better fit of the model to the data.

5.3  Overall Interval Analysis (Jan.–Aug. 2022)

• MAE: The overall MAE is reduced in the “With” case 
(from 1.037 to 0.725), indicating better accuracy over the 
longer period.

• RMSE: The “With” scenario sees a decrease in RMSE 
(from 1.428 to 0.987), suggesting improved overall pre-
dictive performance.

• MAPE: The reduction in MAPE in the “With” case 
(from 0.112 to 0.063) points to more accurate predic-
tions over the longer term.

• R2: The R2 value is higher in the “With” case (0.982 vs. 
0.939), indicating a stronger model performance.

Therefore, the results indicate a clear trend of improved 
performance in the "With" scenario across all metrics and 
time frames. This improvement is especially pronounced in 

the R2 values, which suggest a better fit of the model or 
process being evaluated. The consistent reduction in MAE, 
RMSE and MAPE in the "With" case suggests that the inter-
vention or factor applied in this scenario (the imbalance sign 
classification as input feature) contributes significantly to 
enhanced accuracy and predictive performance of the pro-
posed method. This trend is consistent across both short-
term (daily) and long-term (monthly and interval) analyses.

6  Conclusion

AI applications bring an invaluable assistance in the energy 
transition towards clean environment. They are widely 
applied to large-scale systems, being reliable in monitor-
ing and controlling the power grid to optimize its operation 
states. Additionally, they have proved useful to prosumers, 
consumers, storage facilities and RES owners, having a 
major impact on their business models. Optimization algo-
rithms, predictive models, digital twin technologies and 
blockchain have led to a paradigm shift. The conventional 
flows from large power plants to end consumers using trans-
mission and distribution infrastructure are no longer the only 
way to ensure the security of supply. More distributed energy 
resources (DER) have emerged, bringing new challenges and 
opportunities, such as the local electricity market and rev-
enue stacking. Mixing DER and AI, residential consumers 
and commercial enterprises, industry and agriculture benefit 
from cheaper electricity and more energy independence.

Knowing that the imbalance volume brings benefits to the 
producers and assist them in creating strategies in trading on 
the BM, in this paper, we build a dataset by merging three 
datasets from three websites (OPCOM, Transelectrica and 
ENSTO-E). The input data was analysed in the context of 
post-COVID-19 era and war in the Black Sea region. First, the 
imbalance sign was predicted using four classifiers. The pre-
dicted input variable is inserted into the dataset to predict the 
imbalance volume using a multivariate stacked LSTM model.

Several metrics were used to assess the results. The model 
was trained using data recorded from 1st of November, whereas 
the testing intervals took into account the first 4 days from March 
and April 2022. In March, MAE decreased on average from 1.20 
to 0.54 (almost 55%) and R2 increased from 0.95 to 0.99 proving 
that the proposed solution outperforms the approach without 
considering the imbalance sign as an input feature. Addition-
ally, in April, MAE decreased from 1.28 to 0.68, whereas the 
coefficient of determination increased from 0.92 to almost 0.97, 
showing that the prediction model is more accurate. Regard-
ing the performance metrics between two scenarios, referred 
to as “With imbalance sign” and “Without imbalance sign”, 
observed from January to August 2022, it highlights that in the 
“With” case, there is a significant improvement in accuracy, as 
evidenced by the reduction in the MAE from 1.037 to 0.725. 
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Similarly, the RMSE decreases from 1.428 to 0.987 in the 
"With" scenario, suggesting enhanced predictive performance. 
Additionally, the MAPE in the “With” case shows more accurate 
long-term predictions, dropping from 0.112 to 0.063. Finally, 
the R2 value, which indicates the strength of the model’s per-
formance, is higher in the “With” case (0.982) compared to the 
“Without” scenario (0.939). Overall, these improvements across 

all metrics in the “With” scenario point to better accuracy, pre-
dictive performance, and method strength.

Appendix A

See Figs. 13, 14.

Fig. 13  Forecast of the imbal-
ance volume for 1st–4th of 
March (a)–(d). (a) 1st of March 
2022, without (up) and with 
(down) Imb_Sign. (b) 2nd of 
March 2022, without (up) and 
with (down) Imb_Sign. (c) 3rd 
of March 2022, without (up) 
and with (down) Imb_Sign. (d) 
4th of March 2022, without (up) 
and with (down) Imb_Sign
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Fig. 13  (continued)
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Fig. 14  Forecast of the imbal-
ance volume for 1st–4th of 
April (a)–(d). (a) 1st of April 
2022, without (up) and with 
(down) Imb_Sign. 2nd of April 
2022, without (up) and with 
(down) Imb_Sign. (c) 3rd of 
April 2022, without (up) and 
with (down) Imb_Sign. (d) 4th 
of April 2022, without (up) and 
with (down) Imb_Sign
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