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Abstract
The emergence and increasing prevalence of Artificial Intelligence (AI) systems in 
a growing number of application areas brings about opportunities but also risks for 
individuals and society as a whole. To minimize the risks associated with AI systems 
and to mitigate potential harm caused by them, recent policy papers and regulatory 
proposals discuss obliging developers, deployers, and operators of these systems to 
avoid certain types of use and features in their design. However, most AI systems 
are complex socio-technical systems in which control over the system is extensively 
distributed. In many cases, a multitude of different actors is involved in the pur-
pose setting, data management and data preparation, model development, as well as 
deployment, use, and refinement of such systems. Therefore, determining sensible 
addressees for the respective obligations is all but trivial. This article discusses two 
frameworks for assigning obligations that have been proposed in the European Com-
mission’s whitepaper On Artificial Intelligence—A European approach to excellence 
and trust and the proposal for the Artificial Intelligence Act respectively. The focus 
is on whether the frameworks adequately account for the complex constellations of 
actors that are present in many AI systems and how the various tasks in the process 
of developing, deploying, and using AI systems, in which threats can arise, are dis-
tributed among these actors.
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1 Introduction

The emergence and increasing prevalence of AI (Artificial Intelligence) systems 
in a growing number of application areas brings about opportunities but also risks 
for individuals and society as a whole. To minimize the risks associated with AI 
systems and to mitigate potential harm caused by them, recent policy papers and 
regulatory proposals discuss obliging developers, deployers, and operators of these 
systems to avoid certain types of use and features in their design that bring about 
“risks or negative consequences for individuals or the society” (European Commis-
sion, 2021c, p. 1) by threatening the realization of ethical values, the consideration 
of ethical principles, and fundamental rights (Datenethikkommission, 2019; Euro-
pean Commission, 2019, 2020, 2021c; HLEG-AI, 2019).

However, most AI systems are complex socio-technical systems in which control  
over the system is extensively distributed. In many cases, a multitude of different 
actors is involved in the purpose setting, data management and data preparation, 
model development, as well as deployment, use, and refinement of such systems. 
And, as Barocas and Selbst (2016), Danks and London (2017), and others demon-
strate, threats to the realization of ethical values, the consideration of ethical princi-
ples, and fundamental rights can manifest during all these tasks. Therefore, deter-
mining sensible addressees for the respective obligations is all but trivial.

This article discusses two frameworks for assigning obligations that have been 
proposed in the European Commission’s (EC) 2020 whitepaper On Artificial Intel-
ligence—A European approach to excellence and trust (European Commission, 
2020) and the EC’s proposal for the Artificial Intelligence Act (AI Act) (European 
Commission, 2021c) respectively. The EC’s whitepaper On Artificial Intelligence 
proposes a capability-based approach for assigning obligations arguing that “the 
actor(s) who is (are) best placed to address” the respective issue should be obliged 
to do so (European Commission, 2020). On the contrary, the AI Act argues that 
the “majority of all obligations” should fall on the person or body “placing [the AI 
system] on the market or putting it into service under its own name or trademark” 
(Veale & Zuiderveen Borgesius, 2021) and thus focuses on rather fixed addressees.

While the two proposals argue that their respective framework for assigning obli-
gations is appropriate (European Commission, 2020, p. 22,  2021c, p. 31), neither of 
them engages in a comparative analysis or in-depth discussion of both frameworks 
and their respective advantages and disadvantages. Therefore, the rationale behind 
the shift from the capability-based reasoning of the EC’s whitepaper On Artificial 
Intelligence to the reasoning based on fixed addressees in the AI Act is neither read-
ily evident, nor does it follow from one of the proposals.1

Therefore, this article attempts to evaluate both frameworks to assess if the 
EC’s shift from one proposal to the other is normatively appropriate. The focus 
is on whether the respective frameworks adequately account for the complex 

1 The AI Act explicitly builds on the whitepaper On Artificial Intelligence in several passages (Euro-
pean Commission, 2021c, pp. 1, 5, 7–9). However, it does not address the different frameworks regarding 
assigning obligations.
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constellations of actors that are present in many AI systems and how the various 
tasks in the process of developing, deploying, and operating AI systems, in which 
threats to the realization of ethical values, the consideration of ethical principles, 
and fundamental rights can arise, are distributed among these actors.

To do so, Sect. 2 provides an overview of the different tasks that exist in the pro-
cess of developing, deploying, and operating AI systems and the actors involved in 
performing these tasks. Section 3 sets out the two frameworks proposed by the EC 
for assigning obligations to these actors in more detail. Section 4 links the threats 
posed by AI systems to the various tasks in the process of developing, deploying, 
and operating AI systems. Based on these analyses, Sect. 5 discusses the merit of 
the shift from the capability-based framework outlined in the EC’s whitepaper On 
Artificial Intelligence to the framework based on fixed addressees outlined in the 
AI Act. Section 6 concludes by summarizing the article’s results and outlining the 
unresolved challenges. Furthermore, it sets out how further regulation and future 
research can support addressing these challenges.

2  AI Systems as Complex Socio‑technical Systems

The EC defines AI systems in a very broad sense with a relative openness regarding 
the technical approach of the system and its application context (European Com-
mission, 2020, p. 2, 2021a, p. 1, 2021c, p. 39). However, most of the threats to the 
realization of ethical values, the consideration of ethical principles, and fundamental 
rights as well as technical features discussed in current policy papers and regula-
tory proposals concern machine learning-based AI systems with a narrow scope of 
application.2 Here, especially systems that make decisions or provide the basis for 
decisions (for instance, in the form of predictions or recommendations) that concern 
individuals or groups are regarded as ethically relevant.3

AI systems based on machine learning that make decisions or provide the basis 
for decisions consist of several components. As Krafft et al. (2020) note, especially 
algorithms of two types are involved: one algorithm that infers “decision rules 
from data” and another one that “merely uses these decision rules to score or clas-
sify cases.” The algorithm of the first type, “the learning method,” and “the deci-
sion rules generated from it” constitute the core of such ADM systems, whereas the 
“scoring or classification algorithm, in contrast, is usually rather simple as it merely 
applies the trained statistical model” (Krafft et al., 2020, p. 3).

To “learn from experience” (Russell & Norvig, 1995, p. 518) requires capabilities 
to “collect, store, and process digital data […] and to utilize vast data sets to train 

2 Such AI systems based on machine learning need to be distinguished from knowledge-based “expert 
systems,” in which problem-specific knowledge of experts is formalized, allowing to automate rule-based 
decisions “on narrowly defined tasks” (Russell & Norvig, 1995, p.  255). The statements made in this 
article about the constellation of actors involved in the development, deployment, and use of AI systems 
based on machine learning do not necessarily apply to expert systems.
3 Many arguments and direct quotations in this article refer to these systems exclusively and therefore 
use the term “algorithmic decision-making system” or “ADM system” instead of “AI system.”.
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and feed machine learning algorithms that rely upon feedback loops to improve their 
own performance” (Yeung, 2019, p. 21). Indeed, most of the recent resurge in AI 
is based not on the novelty of theoretical models—many of which were “theorized 
and developed decades […] ago”—but on the availability of data and the capabil-
ity to handle and process it at scale (Keller et al., 2018, pp. 7–8). For instance, as 
Quan and Sanderson (2018) note, natural language processing (NLP) would “not be 
possible without millions of human speech samplings, recorded and broken down,” 
provided as training data. The capabilities to handle and process data as necessary 
became available, not least due to the proliferation of more potent hardware. Keller 
et al. (2018, pp. 7–8) elaborate that “storage technology is now mature enough to 
store and shift vast amounts of training data [and that] the development of GPUs for 
graphics and gaming applications have made massive parallelized computing sig-
nificantly cheaper than when neural networks were invented.”

While some dominant actors, such as Amazon, Google, or Microsoft, and some 
public actors as intelligence agencies have the capacities to build large-scale AI sys-
tems entirely on their own, i.e., without purchasing external expertise, pre-trained 
models, data, or hardware resources, most actors do not. However, cloud comput-
ing platforms make those resources accessible and affordable to the many. Further-
more, as Keller et al. (2018, p. 8) note, “access to open source tools and frameworks 
for creating AI systems also play a part in the current wave of excitement. Tensor-
flow, Torch and Spark are examples of open source software libraries which […] 
have made the creation of AI systems – especially during research and development 
– significantly easier.” Besides offering tools to develop and train AI systems, some 
providers of machine learning infrastructure also offer pre-trained machine learning 
models that can be incorporated into applications allowing to “score and classify 
new content right away” available (Microsoft, 2018). While some actors offer a mul-
titude of services in the fields of hardware access, data preparation, model building, 
and production, there are also large numbers of specialized actors who only offer 
one or few services in one of these domains (Dhinakaran, 2020).

Thus, AI systems based on machine learning are often not monolithic applications 
developed by one actor or group of actors. Instead, they are complex socio-technical  
systems consisting of various technical components that are potentially developed,4 
managed, and operated by various independent actors or groups of actors. For 
instance, in the case of an AI system that aims to identify risk factors in patients’ 
health records by detecting patterns learned from patient data, several tasks need to 
be considered: developing the underlying NLP capabilities, providing and prepar-
ing health records as training data, building a model that recognizes patterns based 
on this data, and using the system to classify or score unknown health records. All 
these tasks might be addressed by different actors. Moreover, due to business inter-
ests or strict data protection regulations related to health records, involved actors 
could be inclined not to share relevant information about the respective components 

4 Or, in case of data: generated or collected.
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of the system they control or engage with. Regarding the data perspective, this chal-
lenge in healthcare is described well by Kemppainen et al. (2019).56

As Sect. 4 describes in detail, threats to the realization of ethical values, the con-
sideration of ethical principles, and fundamental rights can originate in various of 
these tasks. In some cases, they are even rooted in more than one of them. This 
raises the question of which of these actors are sensible addressees for obligations in 
AI regulation.

3  Two Frameworks for Assigning Obligations to Actors in AI Systems

Most recent European policy papers and regulatory proposals targeting AI systems 
recognize the system’s considerable formative power. They view the introduction of 
AI systems as an opportunity to “stimulate new kinds of innovations that seek to fos-
ter ethical values” and to “improve individual flourishing and collective wellbeing” 
(HLEG-AI, 2019, p. 9). Yet, they also acknowledge the risks that AI systems pose 
for the realization of ethical values, the consideration of ethical principles, and fun-
damental rights (European Commission, 2020). Here, recurring motives are risks for 
the respect for human decisions, self-determination, and agency; control over per-
sonal data; non-discrimination and fairness; accountability; technical robustness and 
safety; the rule of law; welfare systems; and democracy (see Datenethikkommission, 
2019; European Commission, 2019, 2020; HLEG-AI, 2019). Therefore, they propa-
gate the creation of a regulatory framework that allows harnessing the potential of AI 
systems while simultaneously mitigating the risks associated with them. Developing 
such a framework requires addressing regulatory challenges that are familiar from 
other contexts as well as regulatory challenges that are specific to AI. For instance, a 
challenge common to the regulation of AI systems as well as the regulation of many 
other computer systems is the involvement of many actors in development processes, 
which makes it difficult to hold individual actors accountable (Nissenbaum, 1994). 
On the contrary, a challenge specific to AI systems is the continuous learning “‘in 
the wild,’ that is, in uncontrolled real-world conditions” after deployment (Vallor & 
Bekey, 2017, p. 341).

The AI Act is a proposal for the regulation of artificial intelligence introduced by 
the EC seeking “to lay down harmonised rules for the development, placement on 
the market and use of AI systems” (Veale & Zuiderveen Borgesius, 2021, p. 2). The 
whitepaper On Artificial Intelligence is a document that sets out policy options on 
how to achieve “the twin objective of promoting the uptake of AI and of addressing 
the risks associated with certain uses of this new technology” (European Commis-
sion, 2020, p. 1). Both the AI Act and the whitepaper propose a risk-based approach 
to regulating AI, i.e., to apply different governance measures depending on a risk 

5 The well-publicized case of “Watson Oncology,” for example,exhibits many of these characteristics 
(Ross & Swetlitz, 2018; Strickland, 2019).
6 Pleasenote that the constellations of actors involved in AI systems are not uniform.Therefore, the fea-
tures of the outlined case are not generalizable. It servesfor illustrative purposes only.
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level assigned to the application based on its application area, features, and pur-
pose. While AI systems that are considered to pose an unacceptable risk are outright 
prohibited, especially in the case of high-risk applications and limited risk applica-
tions,7 a large proportion of suggested measures take the form of obligations for reg-
ulated actors (European Commission, 2020, 2021c; Veale & Zuiderveen Borgesius, 
2021).8 However, given the multitude of actors involved in the development, deploy-
ment, and operation of many AI systems, there are different approaches to assigning 
obligations to these actors.

The EC’s whitepaper On Artificial Intelligence proposes a capability-based 
approach to assigning obligations. The whitepaper states that in the EC’s view, 
“each obligation should be addressed to the actor(s) who is (are) best placed to 
address” the respective issue (European Commission, 2020, p. 22).9 However, the 
whitepaper does not outline how to determine which actor involved in an AI sys-
tem is best placed to address an issue in detail (Borutta et  al., 2020, p. 6). It just 
illustrates the approach by suggesting that “[f]or example, while the developers of 
AI may be best placed to address risks arising from the development phase, their 
ability to control risks during the use phase may be more limited [in which case] 
the deployer should be subject to the relevant obligation” (European Commission, 
2020, p. 22). Further elaborations regarding the addressees of obligations only con-
cern the geographic scope of the proposed regulation. They do not further specify 
by which criteria regulators should determine which actor is best placed to address 
a specific risk (Borutta et al., 2020; European Commission, 2020, p. 22).10 In the 
proposal for the AI Act, the EC departs from this view. It moves away from deter-
mining addressees of regulatory measures by evaluating their capability. Instead, it 
attempts to assign obligations to well-defined and clearly identifiable actors. Here, 
the focus is on “providers” and, to a lesser degree, “users” as the main addressees of 
obligations (Veale & Zuiderveen Borgesius, 2021). The EC defines “providers” as 
“a natural or legal person, public authority, agency or other body that develops an AI 
system or that has an AI system developed with a view to placing it on the market or 
putting it into service under its own name or trademark, whether for payment or free 

7 For further information on the risk-based approach and the classifications in the respective proposals, 
see European Commission (2021c, pp. 3, 6, 13) and European Commission (2020, p. 17).
8 According to the AI Act, AI systems of two categories are considered high-risk. These are products 
“already covered by certain Union health and safety harmonisation legislation (such as toys, machinery, 
lifts, or medical devices)” (Veale & Zuiderveen Borgesius, 2021, p. 9), on the one hand, and AI systems 
for the use in further specified sensitive areas, on the other hand. Such sensitive areas are, for instance, 
biometric identification, law enforcement, and the administration of justice and democracy (European 
Commission, 2021a, 2021c).
9 The whitepaper excludes questions of (civil) liability from this line of reasoning, arguing that it is not 
a premature judgement of question concerning “liability to end-users or other parties suffering harm 
and ensuring effective access to justice, which party should be liable for any damage caused” (European 
Commission, 2020, p. 22).
10 Such a criterion could be, for example, bearing the (least) cost for addressing a given risk (least (or 
cheapest) cost avoider approach, cf. Calabresi, 2008).
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of charge,”11 and “users” as “any natural or legal person, public authority, agency 
or other body using an AI system under its authority, except where the AI system 
is used in the course of a personal non-professional activity” (European Commis-
sion, 2021c, pp. 39–40). With its approach to assign obligations to fixed addressees, 
the AI Act circumvents the necessity to engage with the possibly ambiguous setup 
of competencies and capabilities of actors involved in developing, deploying, and 
operating AI systems. However, Article 28 of the AI Act defines exceptions to this 
approach. According to Article 28, distributors, importers, users, and third parties 
are considered providers under the AI Act if “(a) they place on the market or put into 
service a high-risk AI system under their name or trademark; (b) they modify the 
intended purpose of a high-risk AI system already placed on the market or put into 
service; (c) they make a substantial modification to the high-risk AI system” (Euro-
pean Commission, 2021c, Art. 28).

4  On the Roots of Threats Posed by AI Systems

As stated in Sect. 1, AI systems can pose threats to the realization of ethical values, 
the consideration of ethical principles, and fundamental rights. This section sets out 
several types of these threats that AI systems pose and traces their roots back to the 
various tasks in the process of developing, deploying, and operating AI systems and 
the actors involved in performing these tasks.12 The list does not aspire to be exhaus-
tive but merely demonstrates that these threats to the realization of ethical values, 
the consideration of ethical principles, and fundamental rights can arise in the vari-
ous tasks outlined in Sect. 2.

4.1  Purpose Setting

Some of the threats that AI systems pose are rooted in the setting of the system’s 
purpose. The most salient issues discussed in the scholarly literature are use cases 
that are problematic from an ethical perspective, regardless of specific design deci-
sions. First and foremost, these are AI systems for intentionally malign purposes 
such as “Prioritizing targets for cyber attacks using machine learning,” “State use 
of automated surveillance platforms to suppress dissent” (Brundage et al., 2018), or 
attempting to mask intentional discrimination with ostensibly objective algorithms 
(Barocas & Selbst, 2016). Furthermore, while some use cases cannot be classified 
off-hand as based on malign intent, they nevertheless are posited at least at the edge 
of moral dubiousness because the prospect of deploying such a system raises severe 

11 The focus on providers can be explained in part by the fact that the AI Act draws heavily on existing 
European product safety regulation Veale and Zuiderveen Borgesius (2021).
12 While the list is loosely oriented to the sequence of a development process, this is not meant to sug-
gest that the development processes of most AI applications are linear. Often, prototypes are taken into 
an early deployment and subsequently evaluated and further refined during their use “in the wild.”.
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ethical concerns regardless of specific design decisions. Prime examples of such 
systems are, for instance, lethal autonomous weapons systems (Horowitz, 2016).13

The AI Act addresses some of these purposes already by assigning them to an 
“unacceptable risk” category. Within this category, the AI Act does not assign obli-
gations to specific actors involved in the development, deployment, and use of the 
system but operates with “outright or qualified prohibitions” for respective applica-
tions. The current proposal for the AI Act “contains four prohibited categories, three 
prohibited in their entirety (two on manipulation, one on social scoring); and the 
last, ‘real-time’ and ‘remote’ biometric identification systems prohibited except for 
specific law” (Veale & Zuiderveen Borgesius, 2021, p. 3). In these cases, the frame-
work discussed in this article does not apply.

4.2  Data Management and Data Preparation

Many of the most controversially discussed threats posed by AI systems based on 
machine learning have their roots in data management and data preparation. This is 
because the data used for training an AI system severely impacts how it determines 
its decisions later on. As Barocas and Selbst (2016) explain, “the data that func-
tion as examples […] train the model to behave in a certain way.” Data preparation 
in this context “involves preparing, labeling, and cleaning the data to be used for 
models” (Dhinakaran, 2020). The main issues that can arise here can be divided into 
four categories: (1) the use of inaccurate data, (2) the use of nonrepresentative and 
insufficient data, (3) data containing pre-existing societal biases, and (4) the use of 
unsecured, protected data.

In many cases in which inaccurate data leads to AI systems posing threats to the 
realization of ethical values, the consideration of ethical principles, and fundamental 
rights, inaccurate labeling is at the core of the problem. According to Barocas and 
Selbst (2016), “labeling examples is the process by which the training data is manu-
ally assigned class labels” and further that “the labels applied to the training data 
must serve as ground truth” for the system. Thus, inaccurate labels lead to a skewed 
ground truth. For instance, in the field of AI systems for medical image classifica-
tion, “[i]mage labels are annotations performed by medical experts such as radiolo-
gists” (Willemink et al., 2020). Inaccurate training data (or, more specifically, inac-
curate labels in the training data) here come about if medical experts categorize and 
annotate images incorrectly. Inaccurate data can also be deliberately injected into 
training data to manipulate an AI system’s decisions. For instance, in recommender 
systems, inaccurate recommendations (e.g., fake product recommendations) made 
by users can shift the recommendations that a system provides. As Milano et  al. 
(2020) note, “providing inaccurate or irrelevant recommendations directly harms a 
user by reducing the utility that they derive from the recommended option.” Other 
forms of harm can occur if attackers manipulate the training data of AI systems  
that are applied in other domains.

13 For a vivid illustration of the issue of morally problematic use cases and the importance of ethically 
sound purpose setting, see Keyes et al. (2019).
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Besides inaccurate data, nonrepresentative data and data containing pre-existing 
societal biases (Friedman & Nissenbaum, 1996) play a crucial role in the threats 
that AI systems pose, and that can be attributed to the preparation and management 
of data. Many of the threats that are discussed under the heading “algorithmic bias” 
fall in this category. Nonrepresentative data here refers to data sets that omit to suf-
ficiently take certain groups into account. For instance, image recognition software, 
in many cases, is trained with pictures of predominantly light-skinned persons. In 
an illustrative case, the error rates for identifying individuals of an image recog-
nition tool developed by Amazon differed extensively between population groups, 
particularly lighter- and darker-skinned individuals. It mislabeled especially darker-
skinned women disproportionately often (Arbel, 2019). From an ethical perspec-
tive, the problem is exacerbated by that “[e]rrors of this sort may befall historically 
disadvantaged groups at higher rates because they are less involved in the formal 
economy and its data-generating activities, have unequal access to and relatively less 
fluency in the technology necessary to engage online, or are less profitable custom-
ers or important constituents and therefore less interesting as targets of observation” 
(Barocas & Selbst, 2016). Furthermore, they conclude that this does not only affect 
the “quality of individual records of members of these groups be poorer as a conse-
quence, but these groups as a whole will also be less well represented in datasets, 
skewing conclusions that may be drawn from an analysis of the data.”

The same issues can arise even if the data is representative, i.e., reflects the over-
all population, but is insufficient in its extent regarding a certain group. For instance, 
from a technical perspective, the error of image recognition software would deliver 
equally problematic results if the training data was representative of the overall pop-
ulation, but the sample of persons with a given skin color would be minuscule in the 
overall population. It can be expected that the error rate in recognition of images of 
persons with that skin color would be higher than in other groups, not because it is 
underrepresented in the training data in that it “deviates from the actual population 
statistics” (Danks & London, 2017), but that that there is insufficient training data 
for a certain subset of the population to achieve high-quality outcomes, leading to 
differential treatment of different population groups.

Moreover, even if the training data is accurate, the data sample is representative 
of the overall population, and there are sufficient datasets concerning all relevant 
subgroups, it can still be skewed regarding a moral standard, leading to biased deci-
sions if used as training data for AI systems. Such issues arise “if particular groups 
([e.g.,] based on race, religion, ethnicity etc.) have historically suffered disadvan-
tage” (Yeung, 2019, p. 32), and this fact is reflected in the data. For instance, several 
cases show that AI systems used in hiring processes often disfavored women and 
racial minorities even if the applicants from these groups had “credentials other-
wise equal to other applicants” because the training data was based on historical 
hiring practices and mirrored existing discrimination (Barocas & Selbst, 2016; see 
also Dastin, 2018; Lowry & Macpherson, 1988; Yeung, 2019). In these cases, AI 
systems replicated and reinforced historical biases and perpetuated “injustice against 
disadvantaged groups and associated stereotypes and stigmatization” (Yeung, 2019, 
pp. 32–33), even though the data was neither incorrect nor misrepresenting the sta-
tus quo. Instead, the underlying problem in these cases is that the “relevant moral 
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standard”—the equal or fair treatment of women and racial minorities—“is different 
from the current empirical facts” (Danks & London, 2017, p. 4693).

Additionally, making decisions on individual human beings requires working 
with some form of personal data. Here, especially personally identifiable informa-
tion can lead to privacy issues. Moreover, the prioritization, classification, associa-
tion, or filtering of individuals by AI systems can create sensitive insights, even if 
originally less sensitive data is used as an input. In such cases, “[p]ersonal harms 
emerge from the inappropriate inclusion and predictive analysis of an individual’s 
personal data” (Crawford & Schultz, 2014, p. 94). In a prominently discussed case, 
the retail chain Target used customer data to make predictions on whether custom-
ers were pregnant. It then forwarded this information to marketers to target the 
respective customers with relevant products, even in cases where the customers did 
not announce their pregnancy publicly yet (Duhigg, 2012; Hill, 2012). In essence, 
Target’s actions “resulted in the unauthorized disclosure of personal information” 
(Crawford & Schultz, 2014). Thus, AI systems bring about novel privacy-related 
issues, such as the “predictive privacy harms” (Crawford & Schultz, 2014) from the 
Target case.

4.3  Model Development

Also, activities during the development of an AI system’s decision model can cause 
threats to the realization of ethical values, the consideration of ethical principles, 
and fundamental rights. While many process steps are associated with model devel-
opment (see Dhinakaran, 2020), most of the threats discussed in the pertinent litera-
ture concern the setting of target variables or feature selection.

The setting of target variables is partly determined by the purpose of the AI 
Application. Hence, the threats posed by AI systems outlined under “Purpose Set-
ting” can manifest here if problematic purposes are operationalized as target vari-
ables in model development. However, target variables are not only determined 
by the purpose of an application. Target variables also contain further require-
ments to the output of a system that are of ethical relevance. Among these are, 
for instance, fairness metrics that determine how and to what degree fairness is 
considered in the differential treatment of various groups. As Binns (2017) points 
out, there are various metrics for, e.g., fairness, “including; ‘accuracy equity’, 
which considers the overall accuracy of a predictive model for each group; ‘con-
ditional accuracy equity’, which considers the accuracy of a predictive model for 
each group, conditional on their predicted class; ‘equality of opportunity’, which 
considers whether each group is equally likely to be predicted a desirable out-
come given the actual base rates for that group; and ‘disparate mistreatment’, a 
corollary which considers differences in false positive rates between groups.” To 
complicate matters, the different measures are often “mathematically impossible 
to satisfy simultaneously except in rare and contrived circumstances, and there-
fore hard choices between fairness metrics must be made before the technical 
work of detecting and mitigating unfairness can proceed” (Binns, 2017; see also 
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Kleinberg et al., 2016). Failure to recognize and act on such concerns during the 
model development thus can cause severe issues concerning fairness, other ethi-
cal values, principles, or fundamental rights.

The process of “feature selection” refers to the process of making choices 
about what attributes in data sets to observe and subsequently fold into an anal-
ysis (Barocas & Selbst, 2016). It can pose threats to the realization of ethical 
values, the consideration of ethical principles, and fundamental rights if features 
concern morally or legally sensitive attributes and make them a determining fac-
tor in a system’s decision-making model. This can either manifest in the selec-
tion of a feature that directly represents sensitive attributes as race or gender or 
via proxy information that serve as a placeholder for such attributes (Danks & 
London, 2017, p. 4696). As Crawford and Schultz (2014, p. 100) note, by using 
proxies, AI systems can “circumvent anti-discrimination enforcement mecha-
nisms by isolating correlative attributes that they can use as a proxy” for pro-
tected attributes.

Moreover, if data that causally relates to relevant variables is challenging to 
obtain, models can take correlating data into account as a proxy for unavailable data. 
This creates the risk of sensitive data being used where it “might be capable of serv-
ing as an informational proxy for a morally unproblematic, though hard to meas-
ure, variable or feature” (Danks & London, 2017, p.  4696). In some cases, these 
variables “have a very high degree of predictive value ([i.e.,] statistical relevance)” 
(Yeung, 2019, p. 27). For this reason, using sensitive attributes as features can be 
appealing to users even if they are morally problematic. However, individuals that 
AI systems make decisions on still have a “legitimate interest in not being evalu-
ated and assessed based on considerations that are not causally relevant to the deci-
sion” (Yeung, 2019). As a result, the interests of operators and those affected by 
AI systems may differ extensively, leading to conflicts between different stakeholder 
groups.

Furthermore, as Barocas and Selbst (2016) point out, many cases discussed in 
pertinent literature suggest that model developers often settle for proxies which 
serve as a “highly imperfect basis upon which to predict” other features of an indi-
vidual that are causally relevant for a decision. Prominently discussed cases are, for 
instance, the use of skin color as a proxy for the likelihood of an individual having a 
criminal record (Barocas & Selbst, 2016; Strahilevitz, 2008) and gender as a proxy 
for traits that correlate with job performance (Danks & London, 2017).

Other threats posed by feature selection arise because, in many contexts, not all 
groups are equally represented in the set of selected features. Barocas and Selbst 
(2016) elaborate: “Members of protected classes may find that they are subject to 
systematically less accurate classifications or predictions because the details neces-
sary to achieve equally accurate determinations reside at a level of granularity and 
coverage that the selected features fail to achieve.”

While the sources of the discussed issues are already rooted in the training data, 
feature selection can fail to take these issues of the training data into account. If 
the selection of problematic features is unavoidable, the model can integrate mecha-
nisms that counter or offset adverse outcomes of an AI system’s decisions. Here, 
fairness metrics can also play a role here.
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4.4  Deployment, Use, and Refinement

Lastly, threats that AI systems pose can also be rooted in the way they are deployed, 
used, and refined. Regarding AI systems’ deployment, especially its embedding in 
its socio-technical environment can be a cause of concern. In the technical domain, 
poor technology-environment design can bring about malfunctions, leading to erro-
neous decision-making with potentially severe consequences for affected individu-
als. Similarly, the deployment of an AI system into a social environment with char-
acteristics differing from the ones assumed during its development can cause threats 
to individuals or society. For instance, Friedman and Nissenbaum (1996) observe 
that a mismatch between users and system design can occur if “the population using 
the system differs on some significant dimension such as expertise or cultural back-
ground from the population assumed as users in the design” and lead to biased sys-
tem behavior. This holds true also for AI systems. Recalling the threats that can arise 
in data preparation and data management illustrates why: while a training data set 
might not be biased relative to a standard of statistical distribution in one context, it 
might be in another (Danks & London, 2017, pp. 4692–4693). Therefore, the threats 
described above, especially the ones stemming from regard to data preparation and 
data management, can unexpectedly occur if a system is deployed in a context that 
it was not designed for. Control mechanisms put in place for the intended context of 
use may fail in a different context.

Moreover, the continuous (re-)development, refinement, and feedback loops 
between users, developers, and the system give room to novel types of threats. A 
continuous expansion of training data and, building on that, a constantly evolving 
decision-making model require a continuous evaluation of the ethical soundness of 
AI systems over time. Even if an AI system is considered unobjectionable or harm-
less at one point in time, an evolvement of the system can lead to model instability 
and performance degradation (Cheatham et al., 2019).

Especially in security-related contexts, “asymmetric feedback” can be a source 
of performance degradation in systems that integrate continuous learning (O’Neil, 
2016). Asymmetric feedback emerges if the setting that a system is placed in only 
allows for unilateral feedback. For instance, as Zweig et al. (2018, p. 193) note, “a 
criminal offender who is not released on bail on the recommendation of an ADM 
system has no way to prove that he would not have recidivated.” In the case of a 
binary decision like this, the system thus only can get feedback on one type of 
decision and only learn from one type of mistake, leading to over-specialization in 
one direction while not recognizing and reacting to mistakes in the other direction 
(Zweig et al., 2018).

Another way cause for performance degradation of AI systems is learning from 
interactions with human actors that—intentionally or unintentionally—feed the sys-
tem problematic input. An often-cited case illustrating this issue is the chatbot “Tay,” 
released by Microsoft in 2016 to be shut down after only one day, because the model 
“quickly turned offensive and abusive after interacting with Twitter users” (Neff & 
Nagy, 2016, p. 4921). While the abusive behavior of the bot did not directly stem 
from the developer’s actions—it “echoed the racism and harassment that was fed 
into it” (Neff & Nagy, 2016) by social media users—the developers were accused 
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of being accountable for not considering the possibility of such a performance deg-
radation and putting “in place additional safeguards and testing procedures” (Wolf 
et al., 2017).

However, while the intervention of human actors can be necessary to deal with 
erroneous or biased AI systems, and overriding or intervening in decisions can be 
necessary, it can also be a source of further bias. As Cheatham et al. (2019) note, 
“human judgment can also prove faulty in overriding system results,” leading to a 
biased or otherwise unethical decision and, potentially, feeding these decisions as 
new input data into the system. This, in turn, can result in future replication, i.e., 
similar—and similarly problematic—decisions made by the AI system.

Conversely, “automation bias” (cf. Skitka et  al., 2000)—a tendency to trust or 
rely on technical artifacts to a higher degree than is warranted—can also be prob-
lematic as it leads to operators of automated systems paying “insufficient attention 
to monitoring the process and to verifying the outputs of the system” (Simon et al., 
2020, pp.  12–13). This issue can be exacerbated if operators receive insufficient 
training to adequately assess an AI system’s output as well as its reliability and do 
not “recognize when systems should be overruled” (Cheatham et al., 2019).

5  Discussion

Based on the analyses in the previous sections, this section discusses the merit of the 
shift from the capability-based framework outlined in the EC’s whitepaper On Arti-
ficial Intelligence to the framework based on fixed addressees outlined in the AI Act. 
The evaluation of the frameworks rests on determining to what extent they are able 
to deal with three challenges that are derived from the findings in previous sections.

5.1  Ambiguity Regarding Which Actors Are Best Placed to Address Risks 
or Negative Consequences

It is inherently ambiguous which actor is best placed to address threats posed by AI 
systems. The EC’s proposal that “each obligation should be addressed to the actor(s) 
who is (are) best placed to address any potential risks” (European Commission, 
2020) therefore cannot be translated into practice straightforwardly. This is the case 
even if not only the risk or negative consequence itself but also its root of a threat 
posed by an AI system is in plain view. This is because identifying the root of a 
threat does not directly provide any information on who is best placed to address it. 
If, for instance, an AI system has proven to be biased and problematic features of the 
training data have been identified as the source of the issue, it can be resolved within 
the remit of different actors.

Firstly, the actors engaged in data preparation and data management can modify, 
replace, or delete data points in the training data that—in their aggregate—have shown 
to be biased. Secondly, the actors engaged in model development “can use a bias in 
the algorithmic processing to offset or correct for the data bias, thereby yielding an 
overall unbiased system” (Danks & London, 2017, p. 4695). Thirdly, the deployment 
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and use of an AI system can be adjusted by “restrict[ing] the scope of operation for 
the system in question so that there is no longer a mismatch in system performance 
and task demands” or, in case of decision support systems, by the user “deliberately 
employ[ing] a compensatory bias” instead of taking action “solely on the basis of 
the algorithm output” (Danks & London, 2017, p. 4695). Thus, in a capability-based 
framework, this ambiguity creates the need for regulatory bodies to further specify 
which actors should be addressed. Approaches such as the cheapest cost avoider prin-
ciple could reduce this ambiguity by providing clear criteria. However, such a princi-
ple can only be applied to individual cases and does not provide generalizable rules for 
assigning obligations.

On the contrary, the AI Act’s framework appears to be appropriate to address the 
challenge of assigning obligations to actors without regulatory gaps arising due to 
ambiguous addressees of obligations. By disentangling obligations from capability 
or judgments on who is “best placed,” the proposal for the AI Act allows assigning 
obligations without engaging with the actor constellations in individual AI systems 
and the respective actor’s capabilities. Yet, while the AI Act’s approach results in 
clearer attribution of obligations, these are not strictly linked to the actual causes 
and solutions of the respective problems. Therefore, the actors addressed by the AI 
Act need to establish this link by identifying actors within the respective system that 
are capable of, e.g., providing documentation or securing ethically relevant technical 
features of the system and ensuring that these actors support them in fulfilling their 
obligations. Therefore, the question of which actor is capable of or best placed to 
address a threat posed by an AI system is not irrelevant in the framework underlying 
the AI Act. Addressing this issue is merely delegated from the regulatory authority 
to providers of AI systems.

However, the AI Act recognizes that providers cannot fulfill their obligations 
under some circumstances. As noted in Sect. 3 of this article, Article 28 determines 
that if distributors, importers, users, or third parties modify the intended purpose of 
a high-risk AI system or make substantial modifications to it, they take the role of 
the provider of that AI system henceforth. All obligations of the original provider 
are transferred to them (European Commission, 2021c, Art. 28). Here, the AI Act 
does not strictly follow the framework of fixed addressees but engages in redefining 
roles and reassigning obligations based on specific actions by involved actors. This 
deviation from assigning obligations based on a framework based on fixed address-
ees poses similar challenges as the challenges for the capability-based framework 
mentioned above: ambiguities arise, which are hard to address due to the complexity 
and lack of uniformity of AI systems. Smuha et al. (2021, p. 28) raise the question 
if there are “cases in which a user may legitimately ‘misuse’ a particular AI system 
to protect fundamental rights (could the user then change the intended purpose of an 
AI system without incurring the obligations of a provider under Article 28) [and, if 
so] who decides these thresholds?” Furthermore, as Ebers et al. (2021, p. 597) note, 
in the case of AI systems that are “used for many different purposes (general-use AI 
systems), there may be circumstances where such an AI technology gets integrated 
into a high-risk system, without the provider having any or only limited influence 
over the compliance obligations of high-risk AI systems.” Here, the question arises 
if such an integration is considered misuse or in accordance with the purpose of the 
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system.14 These ambiguities can be illustrated revisiting the example of applying 
a multi-purpose NLP system in a healthcare setting introduced in Sect.  2. Which 
obligations the AI Act assigns to the provider of the system and which it assigns 
to the user of the system depends on various factors. First, while this circumstance 
has been criticized (see, e.g., Ebers et  al., 2021, p.  594), applying AI systems in 
sensitive contexts such as healthcare does not automatically qualify this system as 
a high-risk system. Therefore, the obligations to providers, users, and other actors 
defined in chapter 2 of the AI Act do not apply by default. However, if the purpose 
of the system meets the criteria defined in Annex II and Annex III of the AI Act (see 
Sect. 3), the AI Act assigns additional obligations for high-risk AI systems to the 
respective actors. For instance, if the AI system is a medical device, it would meet 
the criteria defined in Annex II. If this is the case, by default, the majority of obliga-
tions falls on the provider, and only a few requirements are assigned to the user (e.g., 
ensuring “that input data is relevant in view of the intended purpose of the high-risk 
AI system” and monitoring “the operation of the high-risk AI system on the basis 
of the instructions of use”) (European Commission, 2021c, Art. 29). However, two 
further factors determine this attribution of obligations. On the one hand, in the case 
of healthcare data, providers will often not have access to the relevant data (e.g., 
patient records) to fulfill their obligations (Kemppainen et al., 2019). Based on the 
distribution of control over the data between user and provider, the obligation to 
“ensure that input data is relevant in view of the intended purpose of the high-risk 
AI system” is assigned to one or the other (European Commission, 2021c, Art. 29). 
On the other hand, the question of whether integrating a multi-purpose AI system in 
a high-risk application is to be considered a modification of the purpose of the sys-
tem or a misuse of the system remains relevant. As mentioned above, if either is the 
case, the entirety of obligations originally assigned to the provider would be instead 
assigned to the user (European Commission, 2021c, Art. 28).

5.2  The Insufficient Informational Basis for Addressing Threats Posed by AI 
Systems

To address threats to the realization of ethical values, the consideration of ethi-
cal principles, and fundamental rights posed by AI systems, involved actors need 
an informational basis to do so. For instance, if model developers are supposed 
to decide on whether to integrate a compensatory bias in an AI system’s decision 
model to account for an initial bias in the training data, they need a solid informa-
tional basis provided by the actors responsible for data collection, preparation, and 
management on relevant features of the respective datasets. Thus, the feasibility of 
meeting obligations is often dependent on receiving information from actors who are 
better placed to assess features of technical components, use cases, and application 

14 In its reply to the AI Act, Google makes a similar argument claiming that the rules for shifting obli-
gations from providers to other involved actors lack clarity and that “companies will be forced to take a 
conservative position, imposing a significant chilling effect on the release of general-use APIs and OSS 
until the issue is resolved in the courts” (Google, 2021, p. 4).
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contexts (Digital Europe, 2021, p.  5). However, the more independent actors are 
involved in developing, deploying, and operating an AI system, the less likely it is 
that the necessary information transfer will occur.

Moreover, recent trends in the development of AI systems stand in the way of the 
necessary disclosure and consideration of information flowing in both directions: 
from the collection and management of training data, over model development, to 
deployment and use as well as the other way around. This flow of information is 
often limited due to the involved actors’ business interests. While algorithms and 
data are non-rivalrous goods, openly sharing them can still lead to a “loss of advan-
tage over competitors” (Keller et  al., 2018, p.  11). If little information is shared 
about the training data or algorithms used to train an AI system’s decision model, 
it becomes increasingly difficult for actors who integrate the model into end-user 
applications or actors who deploy and operate them to react adequately to ethically 
problematic properties of the system.

Conversely, actors who are involved in managing training data or developing 
decision models in many cases lack or cannot fully account for information on soci-
etal features of the context of use of an end-user application in order to adjust the 
AI system to this context and, e.g., avoid bias (see Friedman & Nissenbaum, 1996). 
This is because the context of use is often deliberately not fully defined to allow 
components of a system to be used in more than one application context. Pre-trained 
models are a prime example of this. Empirical research has already linked existing 
pre-trained models to bias (Webster et al., 2020) as well as security-related issues 
(Gu et al., 2019). It needs to be emphasized, however, that the problem is not limited 
to the use of pre-trained models but is more general.

While the proposal for the AI Act requires providers of AI systems of “high-risk” 
category to “establish a sound quality management system, ensure the accomplish-
ment of the required conformity assessment procedure, draw up the relevant docu-
mentation and establish a robust post-market monitoring system” (European Com-
mission, 2021c, p. 31), it refrains from defining the scope of information obligations 
among the other actors involved in the system. The information and documentation 
obligations are directed primarily at providers. Nevertheless, establishing a structure 
for sharing information among the involved stakeholders is, in practice, a prereq-
uisite for providers to fulfill the AI Act’s obligations. For instance, if providers of 
the system are not themselves directly in charge of data management, data prepara-
tion, or model development, they can hardly establish a quality management system 
(European Commission, 2021c, Art. 17), provide technical documentation (Euro-
pean Commission, 2021c, Art. 11), or ensure adequate data governance (European 
Commission, 2021c, Art. 10) without entering into an intensive exchange of infor-
mation with the actors in charge of the respective tasks. This is because, as Digital 
Europe (2021, p. 5) notes, questions such as “what is relevant and representative at a 
given time when developing the AI system will vary based on the use case,” and in 
many cases, providers need to rely on users to assess use cases. Thus, to ensure that 
it is feasible to fulfill their obligations, providers need to ensure that development 
practices (e.g., the use of pre-trained models) or business practices (e.g., restricting 
access to resources such as data or algorithms) do not obstruct necessary informa-
tion sharing between the involved actors.
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The capability-based framework—as presented in the whitepaper On Artificial 
Intelligence—does not define any requirements for information sharing among 
involved actors or between the involved actors and regulatory authorities. Neverthe-
less, the approach is affected by insufficient data-sharing practices because whether 
or not a given actor possesses access to information determines if it is well placed to 
address a threat posed by an AI system. For instance, actors in model development 
could be well posited to address a given bias that results from skewed training data 
by integrating a compensatory bias. However, one could only meaningfully describe 
these actors as well-positioned to address the respective issue if information about 
the relevant features of the training data is shared with them. Actors controlling 
data could refrain from sharing such information, for instance, based on business 
interests (Keller et  al., 2018) or, as described in the healthcare case, due to data 
protection regulation. Therefore, a capability-based approach applied in practice 
needs to spell out either an information-sharing ruleset or it needs to evaluate actual 
information-sharing practices on a case-by-case basis to determine which actor is 
best placed to address an issue. Both approaches would involve a major regula-
tory burden if applied by regulatory authorities to prevent regulatory gaps due to 
ambiguous addressees of obligations. The elaborations in the whitepaper On Artifi-
cial Intelligence do not engage with this issue and therefore leave this central issue 
unaddressed.

Thus, the framework introduced in the proposal for the AI Act based on fixed 
addressees avoids further central problems that occur in the capability-based frame-
work proposed in the whitepaper On Artificial Intelligence. While it does not provide 
a clear path to how information sharing should be structured among the involved 
actors, it establishes a well-defined, clearly identifiable actor—the provider—who is 
the main addressee of most obligations. Thereby, the proposal for the AI Act makes 
it possible to delegate the micromanagement of information sharing without allow-
ing regulatory gaps due to ambiguous addressees of obligations to arise.

5.3  Systemic, Cumulative Effects of AI Systems

Finally, some threats to the realization of ethical values, the consideration of ethical 
principles, and fundamental rights posed by AI systems are not rooted in one specific 
application, let alone individual actions during the process of developing, deploy-
ing, and operating it. Most importantly, these are issues concerning the “cumula-
tive effect from widespread and systematic reliance on algorithmic decision-making 
[which] could erode and destabilize the core constitutional, moral, political, and 
social fabric upon which liberal democratic societies rest and upon which our shared 
values are rooted” (Yeung, 2019, pp. 41–42). For instance, the use of AI systems by 
social networks has been criticized for increasing political polarization (see, e.g., 
Hao, 2021), whereas the use of AI systems by health insurances is being critically 
examined regarding whether individually justified differentiations can lead to a loss 
of solidarity in society (see, e.g., Datenethikkommission, 2019). Furthermore, the 
capacity of AI systems to make inferences about individual’s intimate aspects of 
life and decisions that determine their future based on data that individuals produce 
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by going on with their everyday life “may have a corrosive chilling effect on our 
capacity to exercise our human rights and fundamental freedoms” (Yeung, 2019, 
p. 36).1516

The question of who bears responsibility for the systemic, cumulative effects of 
the widespread use of AI systems for society is not addressed by either framework. 
In the case of the AI Act, this might be caused by that it is modeled after EU product 
law, especially regulation concerning product safety (Veale & Zuiderveen Borgesius, 
2021, p. 3). Thus, irrespective of which framework is applied, further policy consid-
erations are required to address threats to the realization of ethical values, the consid-
eration of ethical principles, and fundamental rights that fall outside the scope of the 
respective framework.

6  Conclusion

Currently, a broad range of academic literature and numerous (European) policy 
papers, as well as regulatory proposals, discuss how AI systems can and should be 
regulated. Within this discourse, one key challenge that is discussed is how to deter-
mine which of the actors involved in developing, deploying, and operating AI sys-
tems should be obliged to address threats to the realization of ethical values, the con-
sideration of ethical principles, and fundamental rights such systems can pose. The 
present article contributes to this discourse by discussing the appropriateness of the 
frameworks to assign such obligations to involved actors proposed by the EC in the 
whitepaper On Artificial Intelligence and the proposal for the AI Act, respectively.

To do so, this article first provides an overview of the different tasks that exist 
in the process of developing, deploying, and operating AI systems and the actors 
involved in performing these tasks (Sect. 2). Then, it introduces the frameworks to 
assign obligations outlined in the EC’s whitepaper On Artificial Intelligence and the 
AI Act, respectively (Sect. 3). Subsequently, the article links the threats posed by AI 
systems to the various tasks in the process of developing, deploying, and operating 
AI systems (Sect. 4). Finally, it discusses challenges for the two frameworks and the 
merit of the shift from the capability-based framework outlined in the EC’s whitepa-
per On Artificial Intelligence to the framework based on fixed addressees outlined in 
the AI Act (Sect. 5).

The capability-based framework—targeting actors who are “best placed” to 
address threats—suffers from the fact that one threat, for instance, bias against a 
protected group, can have various roots and paths to resolve. Therefore, which 
involved actor is most capable of or best placed to address a threat posed by an AI 
system remains highly subjective. Furthermore, threats posed by AI systems often 
do not emerge as a result of one actor’s activity but due to an insufficient flow of 

15 For a more exhaustive discussion, see Yeung (2019).
16 Systemic, cumulative effects of AI systems are not listed in Sect. 4, as Sect. 4 attempts to trace the 
roots of threats back to the various tasks in the process of developing, deploying, and operating an indi-
vidual AI system.

               Page 18 of 236



(2022) 1: 6Digital Society

1 3

information among several involved actors. An actor who, in theory, is capable of 
addressing a threat posed by an AI system does, in practice, often not have access to 
information that allows it to recognize this circumstance and react adequately to it. 
Both concerns can lead to a diffusion of responsibility as they give involved actors 
leeway to reject obligations to address a specific threat assigned to them. Therefore, 
if the capability-based framework for regulating AI systems is applied, it would 
require extensive micromanagement of regulatory authorities in assigning obliga-
tions. As there are no more tangible proposals dealing with the challenges identified 
in Sect. 5, the capability-based framework, as outlined in the whitepaper On Arti-
ficial Intelligence, does not provide an appropriate path to assigning obligations to 
actors involved in developing, deploying, and operating AI systems. While provid-
ing additional criteria for what “best placed” means in practice could reduce ambi-
guity, it would not reduce the need for extensive micromanagement by regulatory 
authorities.

The framework based on fixed addressees outlined in the proposal for the AI 
Act is less affected by both challenges: the ambiguity regarding which actor is best 
placed to address a given threat posed by an AI system, and the insufficient infor-
mational basis for actors to address such threats. By obliging actors who place a 
product on the market to ensure that it meets a given set of criteria, this framework 
avoids the necessity for regulators to engage in-depth with the actor constellations 
within a given AI system, as the obligations are simply assigned to a well-defined 
and clearly identifiable actor. The responsibility to gather the necessary informa-
tion and ensure certain system properties, even in ambiguous setups, is delegated 
to these actors. By relying on this framework, the proposal for the AI Act resolves 
some of the core problems of earlier policy papers and regulatory proposals and is 
thus more appropriate in this crucial respect.

However, in cases in which providers are not in charge of the whole process 
of developing, deploying, and operating AI systems, they might need to rely on 
additional actors involved in an AI system to cooperate to fulfill obligations such 
as establishing a quality management system (European Commission, 2021c, Art. 
17), providing technical documentation (European Commission, 2021c, Art. 11), or 
ensuring adequate data governance (European Commission, 2021c, Art. 10). To do 
so, providers need to identify actors capable of providing information and carry-
ing out modification and oblige them to do so. In practice, this could result in that 
it is unfeasible for providers to cooperate with actors who rely on engineering and 
business practices that are common in the development, deployment, and operation 
of AI systems but are incompatible with such requirements. Affected could be, for 
instance, the use of pre-trained models or business practices built around disclosing 
little information about the training data.

Yet, since the proposal for the AI Act categorizes the AI systems in question as 
posing a high risk or bringing about negative consequences for individuals or the 
society, the higher weighting of ensuring that no regulatory gaps arise over specific 
engineering and business practices is only consequential. Accordingly, the EC’s shift 
from a framework focused on capability to a framework focused on fixed addressees 
is appropriate in that it ensures that there is a well-defined and identifiable actor that 
obligations can be assigned to.
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Nonetheless, just like capability-based approaches for assigning obligations, the 
AI Act’s framework based on fixed addressees aims at addressing threats posed by 
individual AI systems. It does not consider cumulative effects of AI systems result-
ing from a “widespread and systematic reliance on algorithmic decision-making” 
(Yeung, 2019). Thus, irrespective of the selected framework, this issue must be 
addressed through alternative policy considerations. Moreover, it is important to 
note that how a regulatory proposal deals with the challenge of determining sensible 
addressees for the respective obligations is by no means the only factor that deter-
mines its appropriateness. Both the proposal for the AI Act as well as the whitepaper 
On Artificial Intelligence have been criticized for other reasons, as, e.g., the appro-
priateness of the risk categorization, the appropriateness of risk-based approach in 
general, a wide scope for interpretation, an extensive bureaucratic burden, relying 
heavily on (self-) conformity assessments and proportionality assessments, and (fur-
ther) regulatory blind spots (see, e.g., Borutta et al., 2020; Hoffmann, 2021; Smuha 
et al., 2021; Veale & Zuiderveen Borgesius, 2021). Therefore, this article should be 
understood as a contribution to the discourse on the respective proposal’s appro-
priateness regarding the framework for assigning obligations to actors involved in 
developing, deploying, and operating AI systems and not as an exhaustive assess-
ment of the respective proposals.

Future research and regulation can address some of the outlined issues for assign-
ing obligations in AI regulation. Regarding the capability-based framework, devel-
oping criteria for what “best placed” means in practice is crucial. This could help to 
explore whether a more elaborate form of the framework would be a feasible alter-
native approach to assigning obligations. The AI Act, however, has to be comple-
mented by further regulation. The EC is already planning to address (civil) liability 
issues “related to new technologies, including AI systems” that it did not address in 
the AI Act such as “revisions of the sectoral safety legislation and changes to the 
liability rules” (European Commission, 2021b, p. 1). Future research should, there-
fore, investigate to what extent the frameworks and concepts discussed in this article 
can be transferred to this context. Furthermore, the EC needs to address cumulative 
effects of AI systems on society with additional regulation.
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