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Abstract
Decisions made by legal adjudicators and administrative decision-makers often 
found upon a reservoir of stored experiences, from which is drawn a tacit body of 
expert knowledge. Such expertise may be implicit and opaque, even to the decision-
makers themselves, and generates obstacles when implementing AI for automated 
decision-making tasks within the legal field, since, to the extent that AI-powered 
decision-making tools must found upon a stock of domain expertise, opacities may 
proliferate. This raises particular issues within the legal domain, which requires a 
high level of accountability, thus transparency. This requires enhanced explainabil-
ity, which entails that a heterogeneous body of stakeholders understand the mecha-
nism underlying the algorithm to the extent that an explanation can be furnished. 
However, the “black-box” nature of some AI variants, such as deep learning, remains 
unresolved, and many machine decisions therefore remain poorly understood. This 
survey paper, based upon a unique interdisciplinary collaboration between legal 
and AI experts, provides a review of the explainability spectrum, as informed by a 
systematic survey of relevant research papers, and categorises the results. The arti-
cle establishes a novel taxonomy, linking the differing forms of legal inference at 
play within particular legal sub-domains to specific forms of algorithmic decision-
making. The diverse categories demonstrate different dimensions in explainable AI 
(XAI) research. Thus, the survey departs from the preceding monolithic approach 
to legal reasoning and decision-making by incorporating heterogeneity in legal log-
ics: a feature which requires elaboration, and should be accounted for when design-
ing AI-driven decision-making systems for the legal field. It is thereby hoped that 
administrative decision-makers, court adjudicators, researchers, and practitioners 
can gain unique insights into explainability, and utilise the survey as the basis for 
further research within the field.
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1 Introduction

In conceptual terms, the legal domain can be thought of as a database of stat-
utory rules, the administrative and judicial decisions shaped by these rules, in 
addition to a body of meta-rules encompassing theories, procedures, and hierar-
chies of authority, all of which are continuously updated and made enforceable 
through institutions (government, courts, administrative tribunals, etc.), collec-
tively designated with the task of regulating behaviour through transparent and 
rational legal decision-making. Whilst the legal domain is governed by human 
agents, recent developments in artificial intelligence (AI) algorithms suggest that 
the technology is — or may soon be — able to augment, or even replace, admin-
istrative decision-making and legal adjudication across a number of diverse legal 
fields. Attempts to implement AI within the legal field have a long pedigree, and 
legal implementation of AI technology remains a highly active field of research. 
Much of this research aims to render the law more comprehensible, manageable, 
useful, accessible, or even predictable, in terms of its outputs (Surden, 2019). 
Indeed, the legal domain possesses a number of characteristics which render it 
amenable to AI-driven developments, including, but not limited to: engagement 
with diverse categories of knowledge; large numbers of similar decisions (in cer-
tain fields of law); explicit styles, and standards of justification; different modali-
ties of reasoning; specialised repositories of knowledge; and a variety of task ori-
entations that together make legal AI an especially interesting and challenging 
target for developers (Rissland et al., 2003).

The attempt to capture, and replicate, the modalities of legal reasoning has 
therefore proven itself to be an enduring objective of AI application (Rissland 
et al., 2003). Research in the AI and Law domain has focused on modelling both 
the factual basis underpinning legal decision-making, in addition to the nexus 
between legal facts and the rules of law, the latter understood as the aggregate 
of “legal sources”, including both legislation and case law (i.e. previous deci-
sions made in similar cases). Within the legal domain, however, there is signifi-
cant divergence in terms of how legal reasoning is implemented, a phenomenon 
not hitherto addressed in the literature. The specific affordances of legal reason-
ing are dependent upon the overarching legal system, in tandem with the area of 
specialisation in question. Thus, each category of legal specialisation, e.g. crimi-
nal, administrative, or private law, is characterised by different legal institutions, 
a different evidentiary threshold, and different procedural rules. Such functional 
divergence generates divergence in modes of legal reasoning, from rule-based 
inductive argumentation, to narrative-based holistic approaches. Therefore, in 
their reasoning processes, criminal courts differ markedly from administrative 
tribunals [49]. Secondly, these elements can vary significantly across countries, 
most notably between jurisdictions adhering to the common law (most notably 
the USA, England, Canada, and Australia), the civil law (e.g. France, Germany, 
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Italy), or even a mixed common/civil law system (e.g. Scotland, South Africa, 
Israel), whose traditions in turn ascribe differing values to, for example, judicial 
inquiry or rules derived from prior cases. Each of these elements — the field 
of law, the legal system, the procedural setup of the decision-making process, 
the legal institutions, and secondary rules pertaining to decision-making proce-
dure — collectively impact on the utilisation of AI to better support, augment, 
or automate legal decision-making. Consequently, as practical AI applications in 
law expand, and are exported across different fields of law and jurisdictions, there 
is an inherent risk that systems trained or developed in one area of law, or one 
jurisdiction, characterised by a particular mode of legal reasoning, may be blind 
to the differing structures, or contexts, of putatively similar domains in which 
they are later applied.

This risk is compounded by the direction of current technological advances in 
AI modelling, and the difficulties of explaining individual model outcomes to legal 
professionals. Traditionally, symbolic AI approaches have been used for modelling 
legal reasoning. Symbolic AI is based upon rules created by human agents. Thus, 
symbolic AI differs from machine learning, whereby an algorithm learns rules as 
it establishes correlations between inputs and outputs. TAXMAN (McCarty, 1976) 
was the first system to implement this form of legal reasoning model, utilising a 
theorem-proving approach to corporate tax law issues. It was succeeded by HYPO 
(Ashley, 1989), CATO (Aleven, 1997), and IBP, or Issue-Based Prediction (Bour-
cier, 2003). All of these systems operated within highly formalised and tightly delin-
eated areas of the law. However, attempts to deal with more complex legal domains, 
and areas of law where rules are more likely to conflict, or be subject to regular 
change, require comparatively advanced methodologies; hence, more complex sys-
tems are required to analyse, and represent, legal reasoning and legal knowledge in 
such domains. In recent years, a stream of research has thus been directed towards 
the prediction of case outcomes using algorithms applied to large legal datasets 
(Aletras et al., 2016; Chen & Eagel, 2017). These efforts are founded upon machine 
learning, as opposed to symbolic AI, and therefore use an algorithm to establish 
rules from correlations that emerge within large datasets. Concerns have been raised 
in relation to the development, deployment, updating, and interpretability of such 
models (Górski et  al., 2021). Nonetheless, concerns over explainability have not 
hampered the rise of highly opaque decision-making systems, such as Deep Neu-
ral Networks (DNNs) which have experienced remarkable growth, including in the 
legal domain, where DNNs have been used to extract legal information by learning 
from example texts (Chalkidis & Kampas, 2019; Lippi et al., 2019). Furthermore, 
it follows that explainability, legally situated in the duty to ensure that decisions are 
capable of explanation, becomes more difficult to compass when models are applied 
across different legal domains and jurisdictions.

Similarly, the newer generation of legal AI models often demonstrates robust 
performance, yet their outputs remain comparatively unclear and “black-boxed” due 
to the enormous “parameter space” at play within the systems. This leads to a sig-
nificant problem when applied in the legal field, where applications of AI require 
that outcomes are justifiable (Brożek et al., 2023) and generated in conformity with 
pre-established and identifiable norms and legal reasoning (Antoniou et al., 2022). 
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Indeed, lack of suitable explanation has been a significant barrier to the adoption 
of such technologies by both public bodies and private law firms. Despite attempts 
to develop practical solutions (see, for example, Branting, 2003), significant prob-
lems remain, which retard the development of fully explainable AI to the legal arena 
(Bibal et al., 2021). Given the rapid developments in AI and Law, and the growing 
gap between performance and explainability, the struggle to ensure that AI systems 
remain trustworthy, rationally explicable, and ethically defensible has thus emerged 
as a key issue.

One response to this problem is the turn to Explainable AI (XAI), an emerg-
ing body of research specifically focused on understanding how AI systems make 
decisions and how to make these decisions more interpretable, and explainable, to 
humans (Brożek et al., 2023). In the legal domain, applications of XAI still remain 
limited, but proponents have argued that XAI can aid judges who want to rely on 
algorithms for decision support, litigants who want to persuade judges that their use 
of algorithms is lawful, and defendants who want to question AI-based administra-
tive decisions (Palmirani et al., 2012). The turn to XAI in itself, however, does not 
necessarily eclipse the above-mentioned critiques of AI applications in law since, 
as has been postulated, XAI models may run the risk of propagating “translation 
errors” if applied indiscriminately across substantively variegated legal systems 
and sub-fields. Further, it has been postulated that the development of methods for 
explaining black box AI should be eschewed in favour of creating models that are 
interpretable ab  initio through their transparent design. Further, that the focus on 
post facto explanation is likely to perpetuate bad practice and may potentially propa-
gate harm (Rudin, 2019).

Such caveats should be borne in mind when compassing the present article, which 
offers a novel approach to surveying explainability — understood as the ability to 
provide a legally cogent explanation — in AI and Law research, through paying par-
ticular attention to the underlying legal reasoning processes and procedures upon 
which the research articles are founded. By unpacking the current state of the art, 
in light of the different legal sub-domains and procedures that the research relates 
to, this survey seeks to illuminate the potential problems generated by indiscrimi-
nately applying algorithmic models to legal administrative decision-making (such 
as that encountered in the asylum domain), and courtroom adjudication. Further, it 
aims to highlight the benefits of applying appropriate AI models to particular legal 
sub-fields and modes of legal reasoning, whilst correctly situating these algorithmic 
models as a product of interdisciplinary research.

The present article thus seeks to address limitations in previously published sur-
veys (Alikhademi et al., 2022; Atkinson & Bench-Capon, 2019), centrally the failure 
to account for the heterogeneous nature of reasoning, adjudication, and administra-
tive decision-making across legal sub-domains. To reiterate, in recent years a sig-
nificant number of papers have concerned themselves with explainability and legal 
reasoning processes as part of the general turn to AI. This remains the focus of the 
instant survey. However, whilst previous overviews have been conducted both at the 
general level (Evans et al., 2022; Guidotti et al., 2018; Islam et al., 2022; Schwalbe 
& Finzel, 2023; Tjoa & Guan, 2020; Zhang et  al., 2022) and, in connection with 
specific sub-domains (Alikhademi et  al., 2022; Atkinson & Bench-Capon, 2019; 
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Matulionyte & Hanif, 2021), up-to-date systematic reviews on AI and Law — par-
ticularly those which are alive to the heterogenous nature of legal reasoning — 
remain scarce. Thus, in an attempt to address the lacuna, the present article provides 
a systematic survey reaching across a range of legal sub-domains and, on this basis, 
sets out a legally coherent systematisation of the field. In so doing, the authors take 
inspiration from the taxonomy of explanation strategies in AI and Law developed by 
Atkinson et al. (2020), but further develop their work to bring attention to the link 
between different forms of legal procedure and legal reasoning, on the one hand, and 
the variegated models of AI, on the other. The main aims and contributions of the 
article are therefore summarised as follows:

1. Based on a systematic survey, the article establishes a novel taxonomy, linking 
the differing forms of legal inference, adjudication, and administrative decision-
making to specific forms of algorithmic decision-making.

2. The paper provides an interdisciplinary discussion — encompassing both legal 
and technical perspectives — to develop understandings of the intrinsic relation-
ship between differing modes of legal reasoning, in light of algorithmic develop-
ments, evaluation measures, and challenges.

3. Based upon the survey, the article outlines a number of key XAI challenges 
within the legal domain, which have yet to be adequately addressed. Specifically, 
the authors identify ongoing ambiguity around the concepts and metrics used to 
evaluate the explainability of AI models.

4. The paper outlines future research directions, in particular the necessity for fur-
ther research addressing the need to make DNN models more transparent and 
understandable by actors in the legal domain.

The remainder of the survey paper is organised as follows. The conceptual back-
ground is explained in Section 2. Section 3 presents the survey methodology. In Sec-
tion 4, a taxonomy of commonly encountered XAI categories is presented. Lastly, 
the future research directions of the findings of this study, and its conclusions, are 
presented in Section 5.

2  Conceptual Background: Explainability in AI and Explanations 
in Law

In order to proceed with the instant literature survey and analysis, it is necessary 
to first establish a common point of understanding on what the term explainabil-
ity means, both in the context of AI and within the legal domain. Notably, the 
instant survey uncovered no commonly accepted definition of this term within 
either discipline. Rather, explainability is used to signify a variety of different 
phenomena. This section discusses the differences — and potential trade-offs 
— between explanatory demands in the context of AI development, and explain-
ability as understood in the legal domain. The sophistication of AI-powered sys-
tems has lately increased to such an extent that almost no human intervention 
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is required for their design and deployment. However, when decisions derived 
from these ubiquitous AI systems give rise to significant social effects (as when 
applied to medicine, law, defence, and other sensitive domains) there is a coun-
tervailing requirement to comprehend how AI algorithms arrive at their decisions 
(Burrell, 2016). It is notable that early AI systems were comparatively interpreta-
ble, since the majority of them used logic-based symbolic AI. These models were 
inherently transparent and explainable, having been derived from a set of human-
generated rules. However, over the course of the past 20 years, the shift from 
symbolic AI to machine learning has led to the rise of more opaque decision-
making systems. These models are fundamentally “black-boxed”, the method by 
which the algorithm arrives at its decisions having been based on correlations 
between features which are not logically derived, and frequently not apprehensi-
ble to humans. This is especially so with models utilising Deep Neural Networks 
(DNNs) (Barredo et  al., 2020). In law, the inability to apprehend the reasoning 
behind the algorithm’s recommendations can significantly disadvantage those 
affected by the recommendations. Furthermore, opaque models can undermine 
citizen’s sense of fairness and trust, particularly when used by the government, 
legal firms, and in the field of criminal justice, where these can undermine a 
defendant’s ability to present a cohesive defence (Deeks, 2019). As a result of 
these issues, a new research field — explainability in AI, also known as Explain-
able AI (XAI) — has emerged, which seeks to address the opacity of black-box 
AI models, and provide human-understandable explanations. Explanation itself is 
a malleable concept, however, and has been studied extensively by philosophers, 
particularly by researchers in the philosophy of science and those working in the 
field of science and technology studies (STS) (Sørmo et  al., 2005). In the con-
text of AI, explanations are generally interpreted in two different ways (Aamodt, 
1991). One interpretation deals with explanation as part of the reasoning process 
itself, and the other interpretation deals with usage, and with functional aspects, 
attempting to make the reasoning process, its output, or the application of the 
result understandable to the user. Further, providing explanations relative to AI 
models is guided by four principle functions:

1. An AI system should supply evidence, support, or reasoning for each output.
2. An AI system should provide explanations that its users can understand.
3. Explanation accuracy. An explanation should accurately reflect the process the 

AI system used to arrive at the output.
4. Knowledge limits. An AI system should operate only under the conditions it 

was designed for, and refrain from providing an output when it lacks sufficient 
confidence in the result.

Applied within the legal field, the principles are modified by the requirement 
to demonstrate that the system operates in conformity with overarching proce-
dural regulations, most notably that pertaining to General Purpose AI Systems 
(GPAIS) (Council of the European Union, 2021; Gutierrez et al., 2023), in addi-
tion to norms of rationality and appropriateness (Rosengrün, 2022). Across the 
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majority of developed legal jurisdictions, decision-makers are required to provide 
a reasoned explanation for an administrative or judicial decision (though juries 
are not required to provide reasons). Such explanations serve as justification for 
the exercise of authority and discretion that is instantiated by the decision itself. 
In contrast to such legal explanations, which aim at justification, AI explainability 
aims at technical comprehension: it refers to the ability to explain the inner work-
ings of a system (Barredo et al., 2020). Hence, a difference in principle has devel-
oped between legal explanations (justification of decision-outcome) and AI expla-
nation (causal understanding of how the AI produced its decision). It is important 
to keep this in mind, and not to confuse the two kinds of explanation. For exam-
ple, a legal standard for the explanation (justification) of administrative decision-
making exists across all main jurisdictions in Europe. But this standard of justi-
fication is not one that demands an exhaustive causal explanation of the decision 
outcome. The authors discovered, when surveying a diverse sample of national 
jurisdictions (Germany, France, Denmark, and the UK) and regional frameworks 
(EU law and European Human Rights law), that whilst explanatory requirements 
differ slightly amongst these jurisdictions, they still conform to a general princi-
ple that does not extend into causal explainability (Palmer & Cohen, 2022). Legal 
explainability is, in other words, not coterminous with technical explainability 
and vice versa, though it may be of central importance for a legal decision-maker 
to apprehend the technical features of an automated decision-making model. Fur-
ther, in the context of research on the use of AI to support, augment, or auto-
mate legal decision-making, there is good reason to focus on the interaction of 
these two forms of explanation. Taking into account the needs of data scientists, 
explainability is important in order to enhance system robustness (Longo et al., 
2020), and to enable more accurate diagnostic analysis, which can in turn help 
to forestall bias, unfairness, and discrimination (Mehrabi et  al., 2021; Wachter 
et  al., 2021). Turning from field-specific differences with regard to explainabil-
ity, the surveyed literature was notable for methodological divergence. Indeed, 
XAI methods may be categorised into three major classes: intrinsic explainabil-
ity (Belle & Papantonis, 2021), post hoc explanations (Barredo et al., 2020), and 
example-based explanation methods (Adadi & Berrada, 2018). The resulting 
taxonomy of XAI methods is shown below in Fig.  1. An intrinsically explain-
able method is typified by the fact that users can understand the decision-making 
process, or the basis of the technique, without additional information. Typical 
intrinsic methods include linear regression, logistic regression, k-nearest neigh-
bour, rule-based learners, general additive models, Bayesian models, and deci-
sion trees (Burrell, 2016). Second, post hoc XAI methods approximate the behav-
iour of an algorithmic model by extracting relationships between feature values 
and predictions (Barredo et  al., 2020). Thus, they are able to achieve explain-
ability of opaque models without sacrificing system performance. Examples of 
post hoc explainability methods include attention mechanism, text explanation, 
visual explanation, local explanation, explanation by simplification, and feature 
relevance (Belle & Papantonis, 2021). Post hoc methods based upon feature rel-
evance and visual explanations also generate sub-classes, including Local Inter-
pretable Model-Agnostic Explanations (LIME) (Ribeiro et  al., 2016), Shapley 
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Additive explanations (SHAP) (Lundberg & Lee, 2017), class activation mapping 
(CAM) (Zhou et  al., 2016), Gradient-weighted class activation mapping (Grad-
CAM) (Selvaraju et al., 2017), and Similarity Difference and Uniqueness method 
(SIDU) (Muddamsetty et al., 2022). Third, example-based explanation techniques 
select particular instances of the data set to explain the behaviour of the machine 
learning model. The difference between this, and post hoc methods, is that the 
example-based explanation methods interpret a model by selecting instances of 
the data set and not by acting on features or transforming the model (Adadi & 
Berrada, 2018).

So far, the discussion has considered field-specific modes of explainability and 
divergent categories of explanatory methods. A further theme which emerged from 
the review was the trade-off between explainability (or interpretability) and perfor-
mance. Interpretability-versus-performance is a common and long-standing theme, 
based around the proposition that performance may be measured as a function of 
accuracy, and that the two are inversely related. High levels of interpretability are 
achieved at the cost of accuracy (and vice versa). From Fig.  2, it may be further 
observed that the very first models, such as rule-based models, logistic regres-
sions, and decision trees, were intrinsically interpretable, enjoying a high degree 
of explainability, but marked by low performance. In contrast, more recent mod-
els, based on deep learning, are highly accurate though less interpretable. Future 
XAI models should ideally aim for high interpretability alongside high perfor-
mance. However, for the moment, the trade-off between explainability and accuracy 
remains.

Fig. 1  A categorisation of the principal state-of-the art XAI methods encountered in the literature



1 3

Digital Society             (2024) 3:1  Page 9 of 33     1 

The above offers a common point of departure for the substantive review. In sum-
mary, the need for explainability developed alongside a shift from symbolic AI to 
machine learning. Explainability is moreover subject to differing interpretations 
across the disciplines, linked to either the reasoning process or usage/functional 
aspects. More specifically, the four general principles for explainability typically for-
warded in AI (justification, understandability, accuracy, and suitability) are modified 
by the legal domain requirements to demonstrate that the system operates not only 
in conformity with overarching procedural regulations, but to norms of rationality 
and appropriateness. From a legal vantage point, explanation thus relates primarily 
to justification, whereas in AI explainability also aims at technical comprehension 
[30]. Hence, a difference in principle has developed between legal explanations (jus-
tification of decision-outcome) and AI explanation (causal understanding of how the 
AI produced its decision). The surveyed literature was further notable for methodo-
logical divergence. Indeed, XAI methods, it was shown, may be resolved into three 
major classes: intrinsic explainability (Belle & Papantonis, 2021), post hoc expla-
nations (Barredo et  al., 2020), and example-based explanation methods. Lastly, a 
theme which emerged from the review was the trade-off between explainability (or 
interpretability) and performance. Having laid out the most salient dimensions of 
explainability, the subsequent section presents the survey methodology, before dis-
cussing how different approaches to explainability contribute to understanding and 
systematising the surveyed literature.

3  Survey Methodology

In order to operationalise the survey methodology, the authors followed the Pre-
ferred Reporting Items for Systematic Literature Reviews and Meta-Analyses 
guidelines (PRISMA) (Moher et al., 2009). PRISMA is an evidence-based guide-
line comprising a minimum set of items for reporting systematic reviews and 
meta-analyses. The guidelines contain clear and robust steps for identifying and 

Fig. 2  The trade-off between 
explainability and performance, 
adapted from Barredo et al. 
(2020)
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analysing potential research works in order to standardise reporting of System-
atic Literature Reviews (SLR). However, methodological elaboration necessarily 
begins by detailing the search protocol procedure followed. In order to identify 
potential articles, the authors initially conducted a free text search on Google 
Scholar, capturing relevant search keywords for the comparatively comprehensive 
searches subsequently performed on article databases. The literature covered the 
period 2000 until 2022, which (as shown in Fig. 3) accounts for a period of sin-
gular development in AI and Law research. The literature search was conducted 
using the following keywords: “explainable artificial intelligence”, “(XAI)”, 
”XAI in Law”, ”AI in Law”, and ”Legal Reasoning”. Secondly, a scoping study 
of all of the literature databases was effected, which resulted in the identification 
of a total of five relevant electronic databases: specifically, Scopus, IEEEXplore, 
Springer, the Association for Computing Machinery (ACM) digital library, and 
Jstor, all of which yielded relevant publications. Finally, the authors conducted 
a literature search on each individual database using the search protocol, supra. 
Inclusion and exclusion criteria were applied during the literature search. The 
inclusion criteria were published between 2001 and 2022, peer-reviewed arti-
cles, discussing XAI methodologies in law or evaluating methods, and challenges 
relating to XAI in Law, published as conference papers or in academic journals. 
The criteria for exclusion from the literature search were XAI articles that were 
not related to law, or to XAI domains, and articles that were not published in 
any peer-reviewed conference proceedings or journals. The steps involved in this 
process were identification, screening, eligibility assessment, and inclusion. The 
flow diagram of the above process is illustrated in Fig. 4, adapted from “Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses” (PRISMA) diagram 
(Moher et al., 2009).

The relevant articles having been identified, these were combined, and dupli-
cates were removed using Mendeley Reference Manager (Elston, 2019). The authors 
finally identified 137 articles which were selected as eligible for review. All searches 
were carried out in spring 2022. The subsequent review and discussion is detailed 
within the next section. However, prior to discussion it is worth noting, per Fig. 1, 

Fig. 3  Annual frequency of XAI and Law-themed academic publications
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that research on the topic of XAI and law does not display an even chronological 
distribution. Rather, the topic remained relatively overlooked until 2018, when 
the graph shows a marked increase. This is reflective of more general trends in AI 
research and it is notable that the increasing focus on AI explainability within the 
legal field lags behind that of AI potential — and AI functionality within the legal 
field — and may be suggestive of an emerging understanding of the need to address 
opacity as a function of the shift to machine-learning technologies.

4  XAI and Law: Explanatory Categories

As stated, supra, this section elaborates upon the findings of the literature survey, 
commencing with a brief discussion of the key debates and areas of discursive uncer-
tainty, before moving to a review of the divergent explanatory categories encoun-
tered within the surveyed works. During the course of the survey a series of techni-
cally grounded challenges were identified. Whilst it is necessary to treat of these key 
discursive areas, it should be reiterated that the focus of the current survey is upon 
the emergent interactions of explainable AI and heterogeneous legal sub-domains. 
Discussion of technical challenges related to data size, AI training, algorithmic fair-
ness, and stakeholder evaluation criteria are necessarily included, albeit that they 

Fig. 4  Flow diagram of the research article selection process, adapted from Moher et al. (2009)
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sit on the periphery of the instant study. Firstly, it was noted that scalar challenges 
have emerged with the advent of legal “big data”. These relate to volume, variety, 
velocity, and veracity (Antoniou et al., 2018). Such challenges complicate attempts 
to ground AI in the legal domain, leading to practical difficulties relating to (a) the 
handling of large data volumes (Antoniou et al., 2022; Devins et al., 2017); (b) the 
combination of streaming data with existing legal knowledge; (c) the integration of 
data from different sources and different formats; (d) the determination of prove-
nance and qualitative improvement of available data; and (e) the effective combina-
tion of legal reasoning and analytic techniques. Further areas of concern were noted 
in relation to the embedding of legal concepts and language during AI development. 
Whilst domain-specific word embeddings and legal transformer models (LexGLUE) 
(Chalkidis et al., 2021) have routinely been employed, having been pre-trained using 
a large corpus of cases from the European Court of Human Rights (EctHR), Court 
of Justice of the European Union (CJEU), and Supreme Court of the Unite States 
(SCOTUS), it is noted that a number of similar models do not adequately capture 
the essential semantic content of legal text rendered in domain-specific documents 
(e.g. legislation and case law) since they were trained on generic corpora, e.g. Wiki-
pedia articles, news stories, or randomly scanned web pages. Further challenges 
were noted in relation to algorithmic fairness, bias, and discrimination (Mehrabi 
et al., 2021). As has been exhaustively discussed in the extant literature, unfairness, 
bias, and discrimination metastasize across the body of XAI research, constituting 
a major challenge to the use of algorithms and automated decision-making systems 
across legal domains. Furthermore, with regard to end-user requirements, there is a 
lack of agreement over the necessary contours of stakeholder desiderata. Each stake-
holder group privileges individual desiderata, including usability, understandability, 
trust, verification, fairness, morality, and accountability. However, the central aim of 
legal XAI is limited to satisfying the desiderata of legal stakeholders (Langer et al., 
2021). Thus, having discussed the key debates, the focus of the survey discussion 
converges upon the central emergent plane of explainability — specifically the abil-
ity to render an explanation — and legal logic.

Explanations are an essential and inherent feature of the legal domain (Ashley 
& Rissland, 2003). Not only is argumentative reason-based discussion inherent in 
legal reasoning, but all parties have the right to an explanation when a decision is 
rendered in a court of law (Greenstein, 2022). In brief, proper justice requires deci-
sions based on sound rationales. Symbolic AI and logic-based methods (intrinsically 
interpretable XAI methods) have been applied to model legal reasoning in the law 
domain and are well-suited to such applications, as they are highly interpretable 
by nature. However, differing methods have been used for modelling in the litera-
ture and these are categorised into four different types: rule-based legal reasoning, 
case-based legal reasoning, argumentation-based reasoning, and evidential (for the 
purposes of explainability “evidential” legal reasoning relates to the fundamental 
inferential processes of legal reasoning). There is also a fifth category composed of 
hybrid approaches.

Having reviewed the collected articles utilising the survey methodology 
described, this section provides a novel categorisation and discussion of the litera-
ture relative to the modes of legal reasoning employed, as shown in Fig. 5. Thus, 
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the focus shifts to look at different categories of XAI methods used for modelling 
legal reasoning, and expounds upon the legal explainability — as opposed to causal 
explainability — of AI models. There are proliferating potentialities for the imple-
mentation of explainable AI in the legal domain. In a legal setting, this may be reac-
tive and litigation-led, such as creating a decision tree that accurately reconstructs 
the decisions of a self-driving car’s opaque algorithms in a product liability case, or 
the ways in which a probabilistic genotyping algorithm decides whether a suspect’s 
DNA is included in a mixed DNA sample. These systems attempt to approximate 
the predictions made by an underlying model, whilst being interpretable (Richmond, 
2021). Comparatively prosaic uses may involve the deployment of machine learning 
algorithms in administrative legal agencies, tasked with parsing and summarising 
voluminous bodies of documentation. Finally, proactive uses of AI may allow justice 
systems to implement machine learning to help them conduct courtroom adjudica-
tions and administrative decision-making. Such cognate iterations in the administra-
tive law setting may also require judges to review an agency’s use of machine learn-
ing algorithms. Finally, in the criminal justice setting, judges themselves may be the 
ones using those algorithms in order to predict recidivism. Whatever the features of 

Fig. 5  Categories of legal rea-
soning approaches encountered 
across XAI and law publications 
(2000–2022)

Fig. 6  Classification of modes of legal reasoning



 Digital Society             (2024) 3:1 

1 3

    1  Page 14 of 33

the legal landscape, it is once more reiterated that an appreciation of the nuanced 
nature of legal procedure, its connection to multifarious forms of legal reasoning (as 
depicted in Fig. 6), and the potentials of different forms of AI application, all drawn 
from the survey of selected papers, may facilitate the future selection and develop-
ment of specific forms of explainable AI. Discussion begins with the first category, 
rule-based legal reasoning.

4.1  Rule‑Based Legal Reasoning

Legal reasoning describes the fundamental process by which a legal expert makes 
legal judgements using rules. Legal reasoning is a rule-guided activity, and allows 
for the application of legal rules to case interpretations. This type of reasoning is 
known as rule-based reasoning, and it can also be carried out by rule-based expert 
systems. The reasoning process is based on a series of if–then rule statements that 
are used to explain particular patterns in the given domain, such as legal norms (El 
Ghosh et al., 2017).

Rule-based systems remain the most prevalent legal AI systems. They model 
deductive reasoning, applying a rule of law to a given problem in order to obtain an 
answer A. The system declares A, based on the principle of law articulated by the 
legal authority that mandates it. The process of determining which rules should be 
applied — and how these should be interpreted — lies at the heart of legal reason-
ing (Mowbray et al., 2023). Such rule-based systems consist of three essential com-
ponents: a set of rules (rule base), a fact base (knowledge base), and an interpreter 
for the rules (inference engine). Rules that reflect the content of knowledge-based 
sources are thereby applied, and matched with a set of facts, to deduce the conclu-
sion using an inference engine.

Several rule-based legal systems have been discussed in the literature, whose 
explanations conform to the standard expert system form of “how, why, and what-
if” explanations (Dattachaudhuri et  al., 2021; Di Porto & Zuppetta, 2021; Kliegr 
et al., 2021). Such approaches were pioneered by MYCIN (Buchanan & Shortliffe, 
1984), which reasoned by performing a form of logical inference on human read-
able symbols, and was able to provide a trace of its inference steps. More recently, 
authors proposed a theoretical framework of legal rule-based system for the crimi-
nal domain, named CORBS (El Ghosh et  al., 2017). The system is founded on a 
homogeneous integration of a criminal domain ontology with a set of logic rules 
(Liu et al., 2021). Thus, CORBS stands as a unified framework that supports effi-
cient legal reasoning. The framework relies upon a novel inference engine — the 
Semantic Rule Index — which can identify candidate rules alongside corresponding 
semantic rules, if any, and an inference controller that is able to guide the executions 
of queries and reasoning. Similarly, in Islam and  Governatori (2018), the authors 
presented a rule-based (pre- and post-) reporting system (RuleRS) architecture to 
integrate databases — in particular relational databases (databases structured to rec-
ognise relations between stored items of information) — with a logic-based reasoner 
and rule engine, to assist in decision-making or create reports according to legal 
norms. The proposed system was demonstrated in a case study based on an online 
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child care management System, ChildSafeOMS, to automate the early identification 
of children at risk. The authors claim that the resulting RuleRS provides an efficient 
and flexible solution to the problem at hand by using defeasible inference. Thus, to 
summarise, it has been shown that AI-instantiated forms of rule-based legal reason-
ing exhibit the highest levels of explainability and interpretability across the sur-
veyed literature, consonant with the most sensitive forms of legal decision-making. 
However, it should be noted that not all legal reasoning is predicated upon explicit 
rules. Much legal reasoning involves argumentation in relation to normative values. 
It is to this form of AI decision-making that discussion now turns.

4.2  Argument‑Based Legal Reasoning

Argumentation is one of the most common legal reasoning methods in the law 
domain. It is based around the construction of arguments and counter-arguments 
(or “defeaters”), followed by the selection of the most acceptable of these (Amgoud 
& Cayrol, 2002b; Besnard & Hunter, 2001). Argumentation, as opposed to deduc-
tion, is an appropriate mode for reasoning with inconsistent knowledge, based upon 
the construction and the comparison of arguments. It can allow for reasoning in the 
face of uncertainty, and identify solutions when confronted with conflicting infor-
mation. In particular, it should be possible to use this approach to assess the reason 
why a putative fact resonates, in the form of argument, and to combine these argu-
ments to evaluate the level of certainty (Možina et  al., 2007). Argumentation has 
strong explanatory capabilities, as it can translate the decision of an AI system to 
an argumentation process, which shows step-by-step how the system concludes the 
result (Vassiliades et al., 2021). Turning to the underlying argumentation theory, the 
first argumentation framework was proposed by Toulmin (1958). It was designed 
to address the structure of commonplace arguments, and was followed by several 
other forms of argumentation framework (Šešelja & Straßer, 2013; Labrie & Schulz, 
2014; Charwat et  al., 2015; Schulz & Toni, 2016; Kökciyan et  al., 2017; Liepiņa 
et al., 2020; Zhong et al., 2019; Neil et al., 2019; Lamy et al., 2019; Yu & Chen, 
2023). In recent years, the abstract argumentation framework proposed by Dung 
(1995) has become the benchmark for the application of formal argumentation mod-
els to legal argumentation, of the sort encountered in decisions of the US Supreme 
Court (Dung, 1995). The idea behind Dung’s work is that given a set of arguments, 
where some arguments attack others, in order to determine whether an argument 
can ultimately be accepted or not, it is not sufficient to look at the interim stages of 
an argument, because these could be defeated by other arguments (Burgemeestre 
et al., 2011; Dunne et al., 2011). The system must aim to find the arguments that can 
ultimately be accepted. In Prakken et al. (2015), the authors provide a legal formali-
sation of argumentation theory: the legal case is first fed into the ASPIC framework 
that tries to produce defeasible rules, which are collated as arguments. The authors 
then provided (Amgoud & Cayrol, 2002b) a revised proof theory in terms of AND/
OR trees, verifying whether a given argument is acceptable, and conforms with the 
dialectical form of argumentation. On that note, it should be highlighted that several 
types of argumentation approaches have been proposed in the literature, based upon 
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different perspectives on arguments and semantics (Caroprese et al., 2022; Vassilia-
des et al., 2021). Many of these are derived from the basic framework proposed by 
Dung (1995), whose main concepts are the argumentative proposition, its subsequent 
extension, and the particular category of extension. The taxonomy of approaches 
includes the Bipolar Argumentation Framework (BAF), the Label-Based Argumen-
tation Framework (LBAF), Structured Argumentation Framework (SAF), the Quan-
titative Bipolar Argumentation Framework (QBAF), the Probabilistic Bipolar Argu-
mentation Framework (PBAF), and Weighted Argumentation Frameworks (WAFs). 
Not all of these extension argumentation approaches have, as yet, been applied in the 
law domain. However, recently, a powerful generalisation of Dung’s abstract argu-
mentation framework, Abstract Dialectical Framework (ADF), has been developed 
and successfully employed in the legal field (Al-Abdulkarim et  al., 2014, 2016), 
demonstrating how these structures provide an excellent framework for reasoning 
with legal cases. Similarly, in Collenette et al. (2020), the authors presented an argu-
mentation-based representation of Article 6 of the European Convention on Human 
Rights, which is the right to a fair trial. The representation is an Abstract Dialecti-
cal Framework produced using the ANGELIC methodology, whereby the domain 
is represented as a tree, with the root, or parent, node being a verdict, followed by 
children, which represent the issues, whose children themselves are abstract factors. 
This framework was written in Prolog to allow for domain-specific reasoning. The 
Prolog program was tested using cases involving Article 6 (and further additional 
articles) that were decided in the European Court of Human Rights (ECtHR).

4.3  Legal Case‑Based Reasoning Methods

Both rule-based and argument-based forms of reasoning have proved relatively easy 
to translate to the legal field, given the adherence to argumentation and dialectics 
in many sub-domains. Another significant strand of research within the surveyed 
literature, however, applies a problem-solving approach — not referable to strict 
rules — known as Legal Case-Based Reasoning (LCBR) (Keane & Kenny, 2019; 
Heras et al., 2009). Works in this category conform to the analogical reasoning of 
the courtroom in which a judge reasons with instant and prior cases (drawn from a 
case base), finding similarities and differences between them (Rissland et al., 2005). 
In legal terms, this is based on the stare decisis concept, which mandates that simi-
lar cases should be decided similarly. In LCBR a collection of domain-dependent, 
legally significant features are defined, and a prior case is judged to be relevant (and 
possibly binding) depending on the degree of match between the prior case’s fea-
tures and those of the present case. Legal case-based reasoning has been formalised 
for the purposes of computer reasoning as a four-step process. In general applica-
tions it is iterated as follows:

1. Retrieve: given a target problem, retrieve relevant cases from memory. A given 
case thus consists of a problem, its solution, and (typically) annotations about 
how the solution was derived.
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2. Revise: having mapped the previous solution to the target situation, test the new 
solution in the real world (or a simulation) and, if necessary, revise.

3. Retain: after the solution has been successfully adapted to the target problem, 
store the resulting experience as a new case in memory, and reuse where neces-
sary.

The first legal CBR model that addressed all of these features was HYPO (Ash-
ley, 1989), developed for analysing cases, and constructing legal arguments, in the 
domain of trade secrets law. In HYPO, the set of shared factors between two cases 
are called “relevant similarity”, whilst the set of unshared factors are called “relevant 
differences”. Unshared factors can be used for pointing out the two cases should 
be decided differently. CATO was intended to address a legal task central to legal 
training and legal reasoning, specifically to support law students in their attempts 
to distinguish cases. After the introduction of HYPO and CATO, a variety of 
approaches have evolved, such as IBP (Aleven, 1997; Bourcier, 2003), which deter-
mines the underlying issues of a case and, on the basis of these, predicts the verdict 
of case-based legal processes. IBP was followed by GREBE (Generator of Recur-
sive Exemplar-Based Explanations) (Branting et al., 2021), CABARET (Rissland & 
Skalak, 1991), and BankXX (Rissland et  al., 1996). These newer LCBR methods 
have brought modifications and advancements in LCBR modelling. For example, 
the authors in Zheng et al. (2021) proposed a logical comparison approach, which 
logically generalised the formulas involved in case comparison, and their approach 
to identifying analogies, distinctions, and relevances. This approach is extended to 
HYPO-style comparisons (where distinctions and relevance are not separately char-
acterised) and to the temporal dynamics of case-based reasoning modelling real-
world cases. Notably, the authors claimed that such case-based model formalism is 
capable of refining the comparisons inherent to case-based reasoning. Further, in 
Branting (2003) the authors described a reduction-graph model of legal precedent 
that makes explicit the theory of decision of the precedent. This model accounts for 
the phenomenon that the theory under which a precedent is decided determines its 
relevance to subsequent cases. The authors demonstrate this reduction graph model 
of precedent using GREBE legal analysis architecture, which uses a relational repre-
sentation of facts, structure-matching for similarity assessment, and a control strat-
egy that treats rules, precedents, and semantic relations in a uniform fashion. Fur-
ther, legal case-based reasoning approaches using ontologies have been developed. 
These facilitate the exchange and re-use of knowledge and information amongst 
knowledge bases, make the assumptions about concepts explicit so that the algorith-
mic program can reason with them, and manage relations and distinctions amongst 
concept types, helping to generate natural language explanations. For example, the 
authors in Wyner (2008) developed an ontology-based LCBR theoretical framework 
by using Web Ontology Language (OWL), where the model reasons from cases that 
act as legal precedents (PCs) to argue for a decision for a plaintiff (P) or defend-
ant (D) in a current case (CC). A variety of extended techniques have been used 
to formalise further factors in legal case-based reasoning, for instance, dialectical 
arguments (Bench-Capon et al., 2000), context-related frameworks (Hafner & Ber-
man, 2002), ontologies in OWL (Wyner, 2008), the ASPIC + framework (Modgil & 
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Prakken, 2014), reasoning models (Horty & Bench-Capon, 2012), abstract argumen-
tation (Prakken, 2010), abstract dialectical frameworks (Al-Abdulkarim et al., 2016), 
and abductive logical programming. It is notable from the above survey that CBR 
methods can be used in situations where the legal rules and the evidential matrix are 
less explicitly rendered, such as in cases involving administrative decisions based 
solely upon a credibility assessment. Thus, case-based methods may be suited to 
legal fields in which the evidence is judged holistically, as opposed to atomistic ally, 
and is consequently limited in terms of its structure and interpretability, This will 
be discussed, infra. However, the survey now turns to a further category of methods 
based upon legal inference, which for ease of description fall under the title of evi-
dential approaches.

4.4  Inferential Legal Reasoning Methods

Evidential legal reasoning based upon rational inference is one of the most salient 
features of the legal domain. The aim is to reason with help of evidential data, by 
which is meant the primary sources of evidence the existence of which cannot be 
sensibly denied, e.g. witness statements made in court, forensic expert reports pre-
sented to the trier-of-fact. Traditionally, there are three main approaches to mod-
elling reasoning with evidence: narrative/scenario based, probabilistic, and argu-
mentative approaches (Verheij, 2017). A narrative approach to reasoning with legal 
evidence revolves around the concept of “scenarios”. Different hypothetical scenar-
ios about what has happened are considered side-by-side, and considered in light of 
the evidence. Scenario analysis enables the coherent interpretation of all evidence, 
whilst the second category — the probabilistic approach — is suitable for analys-
ing statistical evidence, and in the argumentative approach, a structured constella-
tion of evidence, reasons, and hypotheses are considered. Usually, the evidence that 
gives rise to reasons for and against the possible conclusions is considered (Verheij, 
2017). A forensic expert might use probability to report his findings whilst a judge 
or jury might be more likely to utilise argumentative or narratives. Bayesian net-
works are the most commonly used for probabilistic approaches (Balding, 2011). It 
has become the most popular probabilistic tool for working with forensic evidence. 
Finally, the argumentative approach focusses upon a matrix of legal inferences 
connecting the evidence to the ultimate question at issue. In practice, our survey 
shows that elements from each approach are often combined. In Vlek et al. (2014) 
the authors thus proposed a framework combining argumentative, narrative, and 
probabilistic techniques. The authors argue that integrating these three approaches 
could arguably enhance the communication between an expert and a judge or jury 
by modelling the evidence and a number of relevant scenarios in a Bayesian net-
work. This design method is evaluated by means of an extensive case study concern-
ing the notorious Dutch case of the Anjum murders. Similarly, in Vlek et al. (2016) 
the authors proposed an evidential reasoning approach by combining probabilistic 
and narrative techniques that allows a judge or jury to work with statistical informa-
tion whilst considering the whole case in terms of narrative techniques. Recently, 
the authors in Biedermann et al. (2020) have shown how statistical decision theory 
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can be fruitfully applied as an analytical and a normative tool to the decision prob-
lem that forensic experts routinely face. Decision theory is an extensively discussed 
topic in legal literature, but its use in forensic science is more recent. The authors 
thus compare different ways of stating forensic identification decisions in decision-
theoretic terms and explain their conclusions. However, it is in the field of evidential 
legal reasoning that the issue of “legal logics” is thrown into greatest relief for, as 
will be demonstrated below, differing logics are at play in different legal sub-fields, 
and these differing forms, with their varied potentials and affordances, are suited to 
particular forms of XAI, with differing degrees of explainability.

As stated in the introduction, whilst the literature on legal XAI has proliferated 
in recent years (see Fig.  3), existing scholarship also spans a range of legal sub-
domains and modality boundaries (see Fig. 5). From a legal perspective this raises 
the question of generalizability of existing XAI algorithms across different legal 
domains and legal systems. The mapping and analysis in the previous sections sug-
gest a need to move beyond bounded definitions of explainability, and to embrace 
explanatory pluralism as a concept for mapping diverse legal uses of XAI. Yet, 
just as attention to different algorithmic designs matters in terms of legal explain-
ability, attention to differences within the legal domain is essential for how well a 
given technical approach is likely to work in a given area of law. In this section, the 
authors thus provide a closer examination of how the above categories map onto 
underlying dimensions related to legal systems, domain areas, evidentiary standards, 
modes of adjudication and decision-making, and legal reasoning. This opens up a 
structured way for scholars working in this area to evaluate whether existing algo-
rithms can usefully be applied in other domains and jurisdictions. As in the previ-
ous section, this serves as the basis for a more coherent and foundationally robust 
approach to law and XAI. At the most basic level, the disciplinary outlook seems to 
impact the ontological (what exists for people to know about) and epistemological 
premises from which analysis is advanced. In the instant survey, papers from the 
data science field tend to apply a realist ontological perspective, whilst a signifi-
cant proportion of papers written by scholars in law and the humanities view legal 
and scientific endeavours as more socially constructed (Rotolo & Sartor, 2023). A 
similar divide emerges in relation to epistemology. In overall form, the surveyed 
works drawn from the data science field exhibited a scientific positivist approach 
to a not-insignificant degree. In other words, following the tradition of Reichenbach 
and Popper, their approach to the study of society relies solely on empirical scien-
tific evidence, such as controlled experiments and statistics, and they do not stray 
beyond these boundaries. Nonetheless, a significant number of papers from the data 
science field advanced explanations that operate on the social — as opposed to the 
purely technical — level (Rosengrün, 2022). Others proffered mechanistic and tech-
nical explanations (Di Porto & Zuppetta, 2021), whilst a significant number prof-
fered explanations based upon regulatory requirements (Council of the European 
Union, 2021; Gutierrez et al., 2023). Such disciplinary commitments and divergen-
cies should be appreciated when interdisciplinary literature. Having dealt with the 
most typical legal applications and their onto-epistemic dimensions, discussion now 
turns to hybrid forms.
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4.5  Hybrid Legal Reasoning

Discussion now turns to ancillary categories of legal reasoning, or what might be 
referred to as hybrid approaches (Walton, 2019). The integration of two or more dif-
ferent knowledge representation methods is an oft-used research strategy (Rissland 
& Skalak, 1989), the underlying assumption being that complex problems can be 
easier solved with hybrid systems (Hamdani et al., 2021; Marques Martins, 2020). 
One of the most popular types of integration within the legal domain involves the 
combination of rule-based with case-based reasoning approaches. The rule-based 
approach has the advantage of structuring the explanation according to the under-
lying statute or legal doctrine, but tends to be rather prescriptive and requires con-
siderable knowledge engineering effort in constructing the rule base (bearing in 
mind that rules represent general knowledge of the domain, whereas cases represent 
specific knowledge). Rule-based systems solve problems from scratch, whilst case-
based systems use pre-stored situations to deal with similar new instances. There-
fore, the integration of both approaches is natural and often useful. One of the first 
real hybrid CBR–RBR (case-based and rule-based reasoning) systems is yet another 
descendant of HYPO, the CAse-BAsed REasoning Tool (CABARET) system (Riss-
land & Skalak, 1991), which produces legal arguments in the domain of American 
tax law. CABARET has a domain-independent architecture that includes two rea-
soners (one case-based and the other rule-based) that are managed by an agenda 
controller, which uses heuristic rules to dynamically alternate the control over them. 
Yet another important hybrid CBR–RBR system is the GeneratoR of Exemplar-
Based Explanations (GREBE) (Branting & Branting, 2000), which pioneered using 
the justifications of legal cases to create new arguments. GREBE is a legal analy-
sis system that reasons with portions of precedent cases in the domain of the State 
of Texas worker’s compensation law. Like CABARET, GREBE is a hybrid CBR/
RBR program that reasons with both rules and cases. For instance, it can create case 
analogies when the rules run out, or otherwise fail to show that a legal term has been 
satisfied. GREBE used a heuristic measure of argument strength to rank the argu-
ments for and against a given conclusion. Its designer, Branting, also tackled the 
issue of how to evaluate a CBR system satisfactorily (Branting & Branting, 2000). 
Thus, GREBE used a heuristic measure of argument strength to rank the arguments 
for and against a given conclusion.

Moving from rule-based CBR hybrids to argument-based CBR hybrids it was 
noted that several studies used LCBR and the argumentation framework together 
for legal reasoning. This allows for a more robust ontology to be developed within 
the CBR paradigm. In Wyner and Bench-Capon (2007), a number of novel legal 
case-based argumentation schemes are specified, such as Aleven and Ashley’s 
CATO (Aleven, 1997), where the model attempts to determine how and in what 
way a precedent case does (or does not) argue in support of a determination in the 
current case. Meanwhile, Al-Abdulkarim et al. (2016) explored the use of Abstract 
Dialectal Argumentation Frameworks to formalise factors and showed that they 
can provide a natural way to express formal reasoning with legal cases using fac-
tors developed through important practical systems such as the afore-mentioned 
HYPO (Ashley, 1989), CATO (Aleven, 1997), and IBP (Bourcier, 2003). Similarly, 
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Wyner et al. (2011) reasoning with legal cases in terms of argumentation schemes 
was again proposed. Factors were formalised using the ASPIC + framework (Modgil 
& Prakken, 2014) and begin by modelling the style of reasoning developed in the 
CATO project (which describes cases using factors) and then extends the account to 
accommodate the dimensions used in the HYPO project. Yet another novel hybrid 
model of legal reasoning was proposed in Bex and Verheij (2011), by expanding the 
argumentative approach to evidential reasoning in order to encompass the entire rea-
soning process in a case, from evidence through facts to legal implications. It is an 
extension of their proposed hybrid theory of reasoning with evidence. The authors 
in Bex and Verheij (2011) argue that the process from evidence to established facts 
and from established facts to legal implications cannot be isolated from the factual 
component of legal reasoning. Thus, it has been demonstrated that the categories of 
AI-powered legal reasoning are not discrete but offer the potential for the develop-
ment of hybrid forms that fit with the different facets of legal reasoning. Finally, our 
discussion turns to post hoc explanatory models developed to offer explanations in 
respect of the most opaque forms of AI.

4.6  Post hoc XAI Algorithms

As stated, supra, many state-of-the-art AI models are opaque systems that reason 
without transparency. To the extent that their decision-making is not amenable to 
explanation, these are inherently unsuitable in the context of AI and law. Neural net-
works, for example, are known to perform extremely well but nonetheless behave 
opaquely. Hence, explanation techniques have been developed to “open the black 
box”. The central XAI methods which have been developed, in order to interpret the 
black box model decisions, can be divided into three categories, namely Intrinsi-
cally Interpretable approaches, Post hoc approaches, and example-based approaches 
and XAI methods such as LIME (Ribeiro et al., 2016), SIDU (Muddamsetty et al., 
2022), and SHAP (Lundberg & Lee, 2017), which allow users to look “inside” the 
black box by demonstrating which parts of the input are important in the system’s 
decision-making process. SHAP (SHapley Additive exPlanation) is an explainable 
AI framework that explains the output of a machine learning system based on the 
idea of Shapley values from game theory. LIME creates explanations by perturb-
ing individual instances and using these to learn interpretable sparse linear models 
that approximate the system’s decision-making. These state-of-the-art XAI meth-
ods are applied in several sensitive domains, such as medicine (Zhang et al., 2022) 
and finance (Kuiper et  al., 2022). However, the use of existing XAI algorithms is 
comparatively limited in the law domain, though XAI methods have been utilised 
in legal practice for the purpose of preliminary evaluation (Steging et al., 2021). In 
a recent study, lawyers were tasked with assessing both LIME and SHAP in a rou-
tine legal text classification task, grading both explanation methods similarly and 
recommending the use of systems with greater explainability to assist their work 
(Górski et al., 2021). The most recent post hoc explainable AI techniques (Lundberg 
& Lee, 2017; Ribeiro et al., 2016) have developed in order to identify the dataset 
features that had the greatest impact on the classification process. Another recent 
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paper (Górski et al., 2021) uses a popular image processing technique, Grad-CAM 
(Selvaraju et al., 2017), to demonstrate explainability in relation to legal texts. Simi-
larly, in Dadgostari et  al. (2021) the authors tested an approach to exploiting the 
scalability of machine learning whilst attempting to retain explanatory capability. 
The evaluation of the approach, Attention Network-based Predictions (ANP), failed 
to establish significant improvement in decision accuracy but offered positive indi-
cations relating to decision support in the form of highlighting case text based on 
attention weights. In summary, the experiments do not conclusively establish that 
this approach is not workable, but do suggest the limits of explanation and justifi-
cation based purely on semantic codings without explicit reference to legally rel-
evant concepts. The central post hoc approaches are tabulated in order to aid further 
research, showing (in Table 1) the particular XAI algorithm, method, purpose, and 
the dataset utilised.

In summary, it can be stated that rule-based systems comprise the most preva-
lent body of legal AI expert systems. These benchmark approaches model deductive 
reasoning, applying a rule of law to a given problem in order to obtain an answer. 
Such approaches are to be recommended in tightly delineated legal fields with set 
legal rules and procedural forms. In contrast, argument-based approaches were 
found to comprise a promising suite of approaches for reasoning with inconsist-
ent knowledge, based on the construction and the comparison of arguments. These 
methods readily allow for reasoning in the face of uncertainty, and identification of 
solutions when confronted with conflicting information. A wholly different strand 
of research was embodied by Case-Based Reasoning methods. These were found to 
fit comfortably with the legal doctrine of stare decisis, which mandates that similar 
cases should be decided similarly. Thus, in LCBR a collection of domain-dependent, 
legally significant features are defined, and a prior case is judged to be relevant (and 
possibly binding) depending on the degree of match between the prior case’s fea-
tures and those of the present case, enabling researchers to solve problems and make 
predictions in circumstances where a large case-base exists, turning to “evidential” 
legal reasoning methods, central to legal inference, and comprising three sub-cate-
gories: narrative or scenario based analysis, probabilistic approaches, and argument-
based approaches. The survey revealed that each of these sub-categories possesses 
strengths and weaknesses which make their application more, or less, suited to 
particular legal sub-fields: for example, probabilistic approaches are most suited to 
forensic exposition. Discussion of hybrid forms offered added potentials, given that 
the combination of rule-based, argument-based, and case-based approaches could 
parse with the different aspects of legal reasoning, as applied to both legal norms 
and rules, and fact-based inferences grounded in general knowledge and expertise. 
Finally, it was demonstrated that, in respect of the most opaque forms of AI such 
as neural nets, explainability remains possible, though this remains tightly circum-
scribed, generating only technical explanations which do not yet fulfil the require-
ments of the legal domain. Once again, it is clear that differing forms of AI may 
offer higher accuracy but at the expense of explainability, the latter being a crucial 
factor in legal reasoning and adjudication (or administrative decision-making). To 
aid future research, the foregoing discussion has been tabulated, in Table 2, showing 
all of the works referenced in Section 4, the central mode of legal reasoning relative 
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to each, the publication type, legal sub-domain dealt with, and, where present, the 
mode of evaluation.

To conclude, in this study, the authors surveyed and categorised how — and in 
what diverse ways — explanatory techniques are used in legal practice, administra-
tion, and adjudication. The authors noted that the domain expertise on which AI 
designs are founded is not only implicit and opaque, but under-theorised within the 
extant literature. Such a lack of theorisation as regards the nature of legal reasoning 
may generate obstacles when implementing AI for automated decision-making tasks 
within the legal field. Thus, the level of opacity is linked to the degree to which 
AI-powered adjudication and decision-making tools must found upon a stock of 
domain expertise. The heterogeneous nature of legal reasoning is a salient factor 
which requires elaboration, and should be accounted for when designing AI-driven 
decision-making systems for the legal field, as the mode of legal reasoning will nec-
essarily condition the explainability level of the output. It is thereby hoped that adju-
dicators, decision-makers, researchers, and practitioners can gain unique insights 
into explainability, select more appropriate types of AI, and utilise the survey as the 
basis for further research within the field.

5  Concluding Remarks

The unique methodological approach of this survey has been to avoid approaching 
the field of AI and Law from a monolithic perspective, viewing adjudication and 
decision-making as a “one-size-fits-all” approach which shows little divergence in 
its various sub-domain iterations (administrative, criminal, civil, etc.) excepting 
those conditioned by interposing procedural rules. Rather, this study has demon-
strated, by reference to the literature, that particular divergent — though overlap-
ping — forms of legal reasoning pertain to particular fields. Furthermore, the domi-
nant forms of logic (abductive, deductive, inductive) map to particular modes of fact 
finding (atomistic, holistic, analogical, and hypothetico-deductive). Finally — and 
this is the core finding of the survey paper — that these divergent logical forms and 
modes of reasoning require different levels of explainability, and thereby determine 
the suitability of particular forms of AI model (deep-learning, case-based reasoning, 
etc.). Therefore, in term of future directions for AI and legal research, as approached 
from the legal perspective, it will be crucial to remain mindful of the interactions 
and relations between the dominant form of reasoning, mode of fact-finding, and 
level of explainability sought, with regard to the choice of AI model. Thus far, this 
area remains almost entirely unexplored.
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