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Abstract Silhouettes are robust image features that provide
considerable evidence about the three-dimensional (3D)
shape of a human body. The information they provide is,
however, incomplete and prior knowledge has to be inte-
grated to reconstruction algorithms in order to obtain realis-
tic body models. This paper presents a method that integrates
both geometric and statistical priors to reconstruct the shape
of a subject assuming a standardized posture from a frontal
and a lateral silhouette. The method is comprised of three
successive steps. First, a non-linear function that connects
the silhouette appearances and the body shapes is learnt and
used to create a first approximation. Then, the body shape is
deformed globally along the principal directions of the popu-
lation (obtained by performing principal component analysis
over 359 subjects) to follow the contours of the silhouettes.
Finally, the body shape is deformed locally to ensure it fits
the input silhouettes as well as possible. Experimental results
showed a mean absolute 3D error of 8 mm with ideal silhou-
ettes extraction. Furthermore, experiments on body measure-
ments (circumferences or distances between two points on
the body) resulted in a mean error of 11 mm.

Keywords Human models · Statistical prior ·

Shape-from-silhouettes · Three-dimensional reconstruction

1 Introduction

Three-dimensional (3D) human shape models are instrumen-
tal to a large number of applications. Special effects, video
games, ergonomic design and biomedical engineering are

J. Boisvert (B) · C. Shu · S. Wuhrer · P. Xi
National Research Council Canada, Institute for Information
Technology, 1200 Montreal Road, Ottawa, Canada
e-mail: jonathan.boisvert@nrc-cnrc.gc.ca

just a few examples of industries that rely heavily on those
models. Depending on the application at hand, the require-
ments (accuracy, cost, speed, etc.) vary tremendously and,
consequently, so must the technology used to perform the
reconstruction.

Active vision systems (laser or structured light scanners,
for example) can produce highly accurate models when
the use of specialized hardware is acceptable and stereo-
reconstruction methods [26] can be used to produce dense
and accurate models without specialized hardware when
image quality and experimental conditions are thoroughly
controlled. However, there are applications (garment fitting
being one example) where tolerance to imperfect exper-
imental conditions and cost make traditional approaches
unacceptable.

Silhouette-based reconstruction methods, on the other
hand, are much more resilient to imperfect experimental con-
ditions. Silhouettes are generally simpler to extract than other
image features (especially when background subtraction can
be used) and they provide significant cues about the 3D shape
of the imaged object. Moreover, extracting silhouettes does
not require special equipment and can be performed using
low-cost digital cameras.

Unfortunately, different objects can cast the same silhou-
ettes and, thus, reconstructing an object’s 3D shape from its
silhouette(s) is an ill-defined problem. The inherent uncer-
tainty linked to the reconstruction of 3D models from their
silhouettes can, however, be alleviated by the use of prior
knowledge. Instead of computing the shape of an object based
on its silhouette(s), we can compute the shape of the most
likely object given the observed silhouettes if a statistical
model of the object’s shape is known beforehand.

Human body shapes represent a good example of a fam-
ily of shapes where great variability can be observed, but
where the set of admissible shapes is also highly constrained.
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Fig. 1 Typical silhouettes casted by a human subject. Left front
silhouette. Right lateral silhouette

Height, weight, musculature, sex, etc. contribute to the great
diversity of shapes that can be observed, but basic anatomy
greatly limits the variations that do occur. In this context, a
statistical model of the human body shape is likely to con-
strain the reconstruction from silhouettes enough to achieve
good accuracy, ease of use and speed.

In this paper, we tackle the specific problem of recon-
structing human bodies in a standardize posture using two
silhouettes. Figure 1 presents an example of these inputs.
We choose a single standardized posture to minimize the
potential causes of error in the body shape reconstruction.
This does mean, however, that subjects need to be compli-
ant for the reconstruction algorithm to be applicable. Human
pose estimation and body shape reconstruction in spite of
varying postures are very interesting problems, but are dif-
ferent topics.

The contributions of this paper are twofold. First, we
present a new reconstruction method that combines three
ideas that were used in isolation in the past. In the proposed
approach, an initial estimation is generated using a mapping
learnt from examples of associations between 3D models
and their silhouettes. The shape is then refined by searching
within typical variations of the human body which one is the
most likely candidate. Then, since every individual is unique,
the final model is optimized locally to ensure the final model
explains as much of the silhouette contour as possible. This
combination has several advantages:

– it is largely insensitive to convergence problems since the
functional mapping ensures the optimization processes
start close to the final solution,

– it minimizes an intuitive and image-based error metric,
and

– it is not limited to shape variations seen in a predefined
databases.

Second, we propose an extensive validation of the method
using both synthetic experiments where a ground truth was
directly available and real-world experiments where ground
truth was only available for derived measurements. To our
knowledge it is the most extensive validation of a method
that reconstructs 3D model of the human body based on two
silhouettes.

2 State of the art: reconstructing human body shape

from silhouettes

The appeal of shape-from-silhouettes methods is simple
to understand. They only require geometrically calibrated
cameras and a way to separate the silhouettes from the
background (see [12,16,21,25,31] and reference therein).
No assumptions have to be made about the object’s reflec-
tance (i.e. the visible surfaces do not have to be Lambertian),
lights positions, color balance, etc. However, it is impossi-
ble to reconstruct from silhouette(s) with absolute certainty,
since different objects can cast the same silhouettes.

One solution is to simply seek the largest 3D shape that
can be explained by a set of silhouettes. The resulting shape
is then called the visual hull; a concept defined by Laurentini
[20]. Unfortunately, the visual hull will not in general tend
asymptotically to the object’s shape when the number of
viewpoints is increased. It is bounded by the convex hull of
the object in most cases (that is when no cameras are installed
inside the convex hull of the object).

It is possible to go beyond the theoretically limited
accuracy of the visual hull by using more image-based
information. Silhouettes can be combined with color infor-
mation. For example, it is possible to check for color con-
sistency between the cameras to further refine reconstructed
shape beyond the visual hull, which is the basic idea behind
space carving [19]. The same idea can be integrated in meth-
ods that aim at reconstructing human shapes. Cheung et al.
[7–9] use what they called colored surface points (which
are photo-consistent points at the surface of the visual hull)
to reconstruct moving objects and tracking human beings.
Using more image information is a perfectly valid choice,
one has, however, to be very conscious about it since it gen-
erally means making more assumptions about the object’s
reflectance and the experimental conditions.

2.1 Human body models

It is entirely possible to obtain more accurate estimates of
human shapes than their visual hull without using other image
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features. It is, however, necessary to use a smarter criterion
than selecting the largest possible shape. The general idea is
to integrate more prior knowledge about what makes a 3D
shape look human.

One possibility is to consider the human body as an artic-
ulated model or a kinematic chain. The general shape of the
model can then be expressed by the angles (and/or positions)
of the different articulations. Delamarre and Faugeras [10],
for instance, used forces to attract an articulated made of par-
allelepipeds, spheres and truncated cones to silhouettes con-
tours. Mikić et al. [23] used an analogous approach where
an articulated model made of ellipsoids and cylinders was
drawn to the visual hull. Similarly, Kakadiaris and Metaxas
[17] used a part decomposition algorithm to parameterize the
human body with superellipsoids.

Those articulated models compactly represent the general
shape of the subjects (especially moving subjects). Further-
more, basic measurements such as height or shoulder width
can be done on them. However, finer details such as mus-
culature or body fat are generally filtered out by this kind
of representation. It is thus necessary to adopt a richer body
shape description when various body shape measurements
are expected to be important, especially when a standard-
ized posture already mitigates the usefulness of articulated
modeling.

A dense mesh can be used to describe the body shape.
The number of parameters to estimate becomes, however,
very large unless it is deformed only via the principal modes
obtained by applying principal component analysis over a
sufficiently large database of subjects. This idea was applied
by Allen et al. [2] to model synthesis. Moreover, the same
idea can be useful to reconstruct 3D models from silhouettes.
Seo et al. [27] used it with two orthogonal silhouettes while
Xi et al. [33] worked with a single frontal silhouette.

Both ideas of articulated modeling and dense shape rep-
resentation based on a statistical model can also be com-
bined. That was the idea of the SCAPE model published by
Anguelov et al. [3] and later applied to reconstruction of 3D
human body model from silhouettes images [5,30]. Hasler et
al. [15] also presented recently a method to combining both
shape and pose using a bilinear model. The added function-
ality of such a model comes, however, with a higher number
of degrees of freedom (which in turn makes the model esti-
mation problem more difficult).

2.2 Model estimation

Selecting a proper model for the body shape is of great impor-
tance, but another critical matter is the estimation method.
Indeed, a great model is useless if its estimation is intracta-
ble in practice. Among the methods previously published in
the literature, we distinguish two large families of estimation
methods.

First, iterative methods that optimize the similarity
between the observed silhouettes and simulated silhouettes
of the reconstructed body model. The similarity measure
can be defined in various ways. For instance, Delamarre
and Faugeras [10] defined it using the silhouettes’ con-
tours, Balan et al. [5] used the overlap between observed
and simulated silhouettes while Mikić et al. [23] used a
voxel representation of observed silhouettes to achieve the
same purpose. The non-linear optimization method used
to maximize similarity also varies considerably: Mikić
et al. [23] used extended Kalman filtering, Balan et al. [5]
stochastic optimization and Seo et al. [27] a direction set
method.

Second, instead of proceeding by iteratively improving
an initial estimation, some methods learn a multi-variate
function that associates silhouettes features and 3D shapes
using a set of training examples. For example, Agarwal and
Triggs [1] used relevance vector machines (RVMs) to recover
the pose of a human body from a single photograph. The
approach uses the histogram of shape context as feature space
for the silhouettes. Gond et al. [13] also used RVMs to pre-
dict the pose of a human body, but operates on a set of n

silhouettes. The feature space in this case is given by a voxel
distribution in a cylinder centered on the center of the body
mass.

Xi et al. [33] aim to estimate the human body shape in
a fixed pose based on a given silhouette. Starting from a
parameterized database of human meshes, the approach per-
forms PCA of the 3D body shape and the 2D silhouette con-
tour. The approach then computes a linear mapping from
the PCA space of the silhouette data to the PCA space of
the 3D data. Chen and Cipolla [6] later proposed a similar
method where the functional mapping between the silhou-
ettes and the 3D shapes was learnt using a Shared Gaussian
Process Latent Variable Model (SGPLVM) [28]. Given a new
silhouette, these approaches map the silhouette into silhou-
ette PCA space and use the SGPLVM to map to the PCA
space of the 3D meshes. This allows to compute the new
body shape. Ek et al. [11] use a similar approach to estimate
the pose of a human body based on a given silhouette.

Sigal et al. [30] predict human pose and body shape from a
single image. They encode the prior model using the SCAPE
model [3]. They proceed by encoding the image silhouette
using a histogram of shape context descriptor and by learning
a mapping from this descriptor to the SCAPE parameters of
the models using kernel linear regression.

2.3 Validation

It is essential that the precision and accuracy of 3D human
models reconstructed using a shape-from-silhouettes
approach be studied, if those models are going to be
used in any practical applications. However, most of the
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shape-from-silhouettes methods applicable to human bodies
were proof-of-concepts and thus were not extensively vali-
dated. For instance, Seo et al. [27] demonstrated only their
method on one example. Xi et al. [33] used 24 subjects in a
synthetic experiment to determine the mean error associated
with their method and demonstrated the results on two indi-
viduals with real images. Balan et al. [5] reported the overlap
between the real silhouettes and silhouettes simulated from
reconstructed models in one sequence. They also validated
one measurement (the height) on one subject. Sigal et al.
[30] reported validation for two measurements (height and
arm span) on two subjects.

In this paper, we propose a more extensive validation on
real and synthetic experiments. Synthetic experiments will
allow us to characterize the proposed method in ways that
would be extremely difficult with real subjects (response
to image noise, for instance). Validation experiments with
a set of 14 common body measurements will also be pre-
sented, which is important since most practical applications
rely primarily on measurements.

3 Reconstruction of human body models

from silhouettes

In light of the literature review and of the boundaries of our
exact problem, we designed a new method that reconstructs
3D human body models from silhouettes. This method does
not use any form of articulated model, since our subjects are
compliant and their posture normalized. The method pro-
ceeds by learning a relationship between a set of silhouettes
and the body shapes using a data base of n 3D models mod-
eled as triangular manifold meshes. Let Xn denote the 3D
models used for training and let Sk

n denote the corresponding
silhouettes, where k is the number of silhouettes used for the
reconstruction. In this work, we use two sets of silhouettes
(k = 2), namely the front and side views of the models. The
method is, however, general enough to handle any combina-
tion of silhouettes. Given a set of silhouettes S0, . . . , Sk−1 of
a human shape that correspond to the same views used in the
training data, the method uses this statistical model to predict
a new shape X . Then, this shape X is refined iteratively by
minimizing an image-based cost function along the principal
components of a 3D statistical model. Finally, fine-grained
adjustment are made to the model X to ensure its silhouettes
are as close as possible to the input silhouettes.

3.1 Learning the distribution of 3D human shapes
and 2D human silhouettes

In order to uncover the statistical relationship between human
bodies and human body silhouettes, we started with the
Civilian American and European Surface Anthropometry

Resource (CAESAR) dataset. CAESAR collected thousands
of range scans as well as 3D anthropometric landmarks
from volunteers aged from 18 to 65 in Europe and North
America [24]. The anthropometric landmarks were manu-
ally collected by experts and are usually associated with bone
markers that are close to the skin surface. The range scans
can include holes and are not readily comparable because
their parameterization can differ substantially.

They, therefore, need to be processed before further uses.
We thus fitted a generic template to 359 range scans from this
dataset using an approach proposed by Xi et al. [32] in order
to obtain a consistent parameterization for all models. Xi
et al.’s approach takes advantage of the anthropometric land-
marks to compute an initial alignment using an RBF kernel.
Then, finer alignment is obtained by minimizing a non-linear
cost function that combines fitting error and transformation
smoothness.

Silhouettes were then simulated by rendering the 3D
models with the desired camera parameters. A consistent
parameterization of the silhouettes is attained by sampling
the contours and using the projection of pre-defined anthro-
pometric landmarks to ensure the same number of points are
sample for all subjects in a given section of the silhouette.
For each training subject, the parameterized silhouettes in
different views are concatenated into one single vector for
training.

Then, we performed Principal Component Analysis
(PCA) on the 3D models X i . We denote the shape space
of the 3D models by S3D. In PCA space, each shape X i is
represented by a vector W

(X)
i of PCA weights. PCA yields a

mean shape µ(X) and a matrix A(X) that can be used to com-
pute a new shape Xnew based on a new vector of PCA weights
W

(X)
new as Xnew = A(X)W

(X)
new + µ(X). This same matrix can

also be used to compute the PCA weights of a new shape
Xnew as W

(X)
new = A(X)T (Xnew − µ(X)).

Furthermore, we performed PCA of the concatenated
silhouettes Si . We denote the shape space of the silhouettes
by S2D. In PCA space, each concatenated silhouette Si is
represented by a vector W

(S)
i of PCA weights. We denote the

mean and matrix corresponding to this shape space by µ(S)

and A(S).

3.2 3D body shape regression

We learn a functional mapping between S2D and S3D that
is similar to the approach by Chen and Cipolla [6]. That is,
we compute a mapping from the PCA space of the silhouette
data to the PCA space of the 3D data using a Shared Gaussian
Process Latent Variable Model (SGPLVM) [28].

The Gaussian Process Latent Variable Model is effective
to model a high-dimensional data set lying on a low-
dimensional manifold in a probabilistic way. The model auto-
matically extracts a set of low-dimensional latent variables
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of an object from a high-dimensional observation space.
SGPLVM is a variant, which extends to multiple observa-
tions that share the same underlying latent structure.

We are given n pairs of observations as training data,
namely [(W

(S)
0 , W

(X)
0 ), (W

(S)
1 , W

(X)
1 ), . . . , (W

(S)
n−1, W

(X)
n−1)].

SGPLVM computes a set of latent variables L = [l0, l1, . . . ,

ln−1] that describe the manifold containing the observations,
where li controls the pair (W

(S)
i , W

(X)
i ) (we used source code

by Ek et al. [11] to perform this operation). The observations
in S2D and S3D are conditionally independent given the latent
structure L . Once the mapping is known, it can be used to
predict a new latent point l given a new observation W (S)

in S2D.
The new latent point l is then used to predict the new

observation W (X) in S3D that corresponds to W (S). A first
approximation X init of the 3D body model can then be easily
computed since X init = A(X)W (X) + µ(X). In our experi-
ments, we used 50 dimensions for the PCA spaces and 20
shared dimensions in the latent space.

In theory, the latent space can be multi-modal and there-
fore multiple solutions could be generated by this method. It
could happen if, for example, we had people randomly decid-
ing to either face the camera or to turn their back to it. In a
case like this, there might be two modes in latent space. One
would correspond to a forward facing subject and a second to
a person facing away. Selecting the wrong mode would result
in larger reconstruction errors. Fortunately, our experimental
setup is standardized in such a way that this type of problem
never occurred.

3.3 Maximum a posteriori shape estimation

Regression-based methods have the advantage of not requir-
ing an initial guess to operate correctly. However, they do not
maximize explicitly the agreement between the input sil-
houettes and the silhouettes casted by the estimated model.
Their result can thus often be refined further using an iter-
ative method. Furthermore, it is also desirable to take into
account the subjects’ positions and orientations, since even
compliant subjects do not always align themselves perfectly
with the cameras.

We thus wish to find the shape X and rigid transformation
T that maximizes the posterior probability p(T (X)|S0, . . . ,

Sk−1). This probability is unfortunately difficult to model
directly. However, using Bayes’ theorem and since the
silhouettes S0, . . . , Sk−1 are constant for each reconstruc-
tion, we can show that maximizing the posterior probabil-
ity is equivalent to maximizing log(p(S0, . . . , Sk−1|T (X))

p(T (X))).
The likelihood p(S0, . . . , Sk−1|T (X)) is modeled using

the distances from the parameterized simulated silhouettes
contours of the current model estimate to the input silhouettes
contours. More precisely, the current shape estimate T (X) is

projected to the image planes π j and vertices pi of T (X) that
lie on the silhouettes contours are identified. The indices of
those points are regrouped in a set noted Sil(π j ). Then, the
distances from the projection of vertices pi (noted p

π j

i ) to

their nearest neighbors on the input silhouettes N N S j
(p

π j

i )

are summed. This operation is summarized by the following
equation:

log(p(S0, . . . , Sk−1|T (X)))

∝

k−1
∑

j=0

∑

i∈Sil(πi )

‖p
π j

i − N N S j

(p
π j

i )‖2.

The prior p(T (X)) was modeled as a multivariate
Gaussian distribution over the 3D points of the body shape.
The parameters of that Gaussian distribution are those
obtained in Sect. 3.1 using PCA on aligned 3D body shapes,
which means it is given by the following equation:

log(p(X)) ∝ W (X)T
W (X).

In order to make the problem numerically tractable, we
perform the optimization by adjusting only the first n PCA
weights of the vector W (X). Which means we have the
following optimization problem:

{W (X), T } = argmax
W (X),T

γ W (X)T
W (X)

+

k−1
∑

j=0





∑

i∈Sil(πi )

‖p
π j

i − N N S j

(p
π j

i )‖2



 ,

where γ governs the weight of the prior with respect to the
importance given to the likelihood and where W (X) has non-
zero values only in its first n components. The rigid trans-
formation T is implicitly part of the cost function since it is
used to create the projected points p

π j

i . When the optimiza-
tion is completed, we can compute the current body shape
XMAP = T (AW(X) + µ(X)).

3.4 Silhouette-shape similarity optimization

This step aims to deform the current shape estimate to fit the
given silhouettes S0, . . . , Sk−1 while allowing the human
shape to leave the learned shape space S3D if necessary. This
may be required if either the shape or the posture of the
person described by S0, . . . , Sk−1 exhibits a variability not
present in the training data. This step can only be used if the
current shape estimate already fits the silhouettes well over-
all. Hence, we start with Xcurrent = XMAP as current shape
estimate.

Since we aim to deform Xcurrent to fit the given silhou-
ettes S0, . . . , Sk−1, we start by identifying the vertices pi

of Xcurrent that lie on the silhouettes. This is achieved by
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projecting Xcurrent to the image planes π j in order and by
finding the vertices that project to the silhouettes. Let p

π j

i

denote the projection of pi to π j and Sil(π j ) the set of indi-
ces of points that project to the silhouette in image plane π j .
In the following, we only consider the indices i in Sil(π j ).
We find the nearest neighbor of p

π j

i in S j and we denote this

point by N N S j
(p

π j

i ). The shape Xcurrent fits the given silhou-

ettes perfectly if p
π j

i and N N S j
(p

π j

i ) are identical. Hence,
we aim to move pi such that its projection p

π j

i is close to

N N S j
(p

π j

i ).
There is a unique best direction in which to move p

π j

i to

get as close as possible to N N S j
(p

π j

i ) in π j . However, due
to the projection, there is no unique best direction in which to
move pi . Hence, we restrict the movement of pi to be along
the surface normal ni of Xcurrent at pi . We can now formu-
late the problem of moving pi as an optimization problem,
where we aim to find an offset oi such that the projection of
pi + oi ni to π j is as close as possible to N N S j

(p
π j

i ).
We can solve this problem by minimizing an energy func-

tion. We project the normal vector ni at pi to π j and denote
this projection by n

π j

i . We now aim to minimize

Esil =

k−1
∑

j=0

∑

i∈Sil(π j )

‖p
π j

i + oi n
π j

i − N N S j

(p
π j

i )‖2.

If we only minimize Esil, then only some vertices of
Xcurrent will move. This will lead to a non-smooth and highly
non-human shape. Hence, we also consider the following
smoothness term

Esmooth =

m−1
∑

i=0

∑

j∈N1(pi )

(

oi − o j

)2
, (1)

where N1(pi ) is the one-ring neighborhood of pi in Xcurrent.
We minimize E = (1 − λ)Esil + λEsmooth for the fixed

nearest neighbors N N S j
(p

π j

i ), where λ is a weight with 0 <

λ < 1 (in practice we used λ = 0.5). We then repeat the
computation of the nearest neighbors and the energy mini-
mization until the difference in Esil no longer changes sig-
nificantly.

3.5 Implementation details

The reconstruction method described above was designed to
be accurate, efficient and intelligible. All the details needed
for a general implementation of the method have therefore
already been provided. However, some details of the imple-
mentation are worth describing since they contribute to the
quality of the results for our specific application.

First of all, the method relies on the ability to efficiently
determine which vertices of a 3D model were projected
to the contour of the silhouettes. This operation has to be

performed for each evaluation of the cost functions presented
in Sects. 3.3 and 3.4, speed is thus critical. There are many
valid solutions to this problem, but we observed in practice
that the simplest and fastest method was to render the 3D
model, retrieve the z-buffer [29], convert the z-buffer con-
tent back to 3D positions and finally, to search for the nearest
vertices using a kd-tree [4].

Second, we use the limited-memory Broyden–Fletcher–
Goldfarb–Shanno scheme [22] for all the non-linear optimi-
zation procedures. This choice worked well in practice, but
other minimization methods could very well be considered
for other specific applications.

Third, since the resolution at the fingers of the model used
in our implementation is low, the effect of the smoothing term
of Eq. 1 is too strong in this area. That is, fingers tend to get
unrealistically fat (collapse, respectively) when some points
on the silhouette move in direction of the outer normal (inner
normal, respectively). Hence, we do not move the points on
the fingers of the template model during the last step of the
algorithm.

Finally, the position of the cameras as well as the posture of
the subjects were selected to avoid seeing the arms on the side
silhouettes. That decision reduces the variability of the sil-
houette shapes seen on the side silhouettes and makes the
functional mapping between the silhouettes and the 3D model
more specific. Unfortunately, the CAESAR dataset was not
designed with this constraint. Thus, the 3D statistical model
created using the CAESAR dataset integrates too much var-
iability with respect to the arm orientation as seen from the
side view. We compensated for this by simply excluding the
arms when the current model estimation has to be rendered
from the side view to create virtual silhouettes.

4 Validation method and experimental results

In order to use the proposed method for practical applications,
it is important to characterize the quality of the reconstruc-
tions that it provides. Doing so is, however, more difficult
than it appears. Human subjects move constantly and cannot
reliably reproduce a pose (even a neutral one); thus com-
parison between multiple acquisitions are at best difficult to
perform.

We thus decided to first use high-quality computerized
models (from the CAESAR dataset) to perform synthetic
experiments. That allowed us to design tests where the
ground truth was known with absolute certainty. Further-
more, it also enabled us to isolate factors that are intrinsic
to the reconstruction procedure presented in this paper and
not factors that are primarily linked to the experimental setup
used to collect the silhouettes.

Applications have different needs which cannot be quan-
tified using a single standardized error metric. We therefore
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Fig. 2 Comparison of an
original model with the
corresponding reconstruction.
Input silhouettes are printed in
red, silhouettes of the
reconstructed model in cyan and
superpositions of both in gray.
a Front view. b Side view. c 3D
Reconstruction with color-coded
error (in mm) (color figure
online)

validated the proposed method using three different strate-
gies: measuring the 3D error between a known 3D model
and a 3D reconstruction, measuring the influence of silhou-
ettes extraction errors on the quality of the reconstructed
model, and finally, collating measurements realized on the
reconstructed models (from real images) and measurements
obtained using a different source.

4.1 Three-dimensional comparisons

We selected a total of 220 human subjects from the CEA-
SAR database [24] for validation purposes. These models
are high-accuracy surface models of human subjects assum-
ing a natural, but standardized posture. Moreover, none of
these subjects were used to create the statistical model used
in the proposed method.

Then, we created front and side silhouettes for all the
selected models. To do so, we simply rendered the models
with ambient light only. Those silhouettes images were then
used as inputs to reconstruct 3D models.

Because the original 3D models are known with high pre-
cision, it is possible to compare both the original and its cor-
responding reconstruction to analyze reconstruction errors.
The final mean absolute error for all models was 8 mm (it
was 15 mm after 3D body shape regression and 9 mm after
MAP estimation). Figure 2 presents an example of the differ-
ence between the original 3D model and its reconstruction.
The absolute 3D error is generally below 10 mm, but higher
values are observed on the front and back edge of both arms

as well as in the hands regions. Arms and hands are not visible
on the side view thus larger errors were indeed expected.

The reconstructed models were all comprised of 60,000
triangles, and, generally, about a thousand vertices were
selected by the nearest neighbor searches at each iteration
to compute the cost functions associated with the MAP esti-
mation and the silhouettes-shape similarity optimization.

The processing time required to obtain the final models
did not vary considerably. On average, the 3D body shape
regression took 6 s, the MAP estimation 30 s and the silhou-
ettes-shape similarity optimization 3 min (on a Intel Core i7
CPU cadenced at 3 GHz). It is important to stress that those
processing times are from a single-threaded implementation,
which could be greatly optimized.

As the example of Fig. 2 suggests, some regions of the
anatomy are better reconstructed than others. This is very
important since some applications are more tolerant to errors
in certain areas. Thus, even if the global error measure seems
acceptable, it is crucial to make sure the distribution of errors
on the body is also acceptable.

To investigate this matter more closely, we reconstructed
the 220 subjects already selected for validation using the pro-
posed method. We computed the reconstruction error at each
location for all subject and averaged it. In this context, the
reconstruction error is defined as the distance from a given
vertex in the reconstructed model to its nearest neighbor in the
original model. Figure 3 presents the distribution of recon-
struction errors on a template model.

Once again, we can observe that error is concentrated on
the back and front edges of the arms and around the hands.
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Fig. 3 Localization on the
human body of the
reconstruction errors. The color

at each point of this model
illustrates the mean absolute
error at this anatomical location
for all the subjects used in the
validation process

We can also observe slightly higher errors on the left side of
the subjects, which is often occluded since the lateral silhou-
ettes are captured from a camera located on the right side of
the subjects.

4.2 Silhouette extraction errors

An obvious factor that influences the quality of the recon-
structions obtained by any shape-from-silhouette method is
the quality of the aforementioned silhouettes. If the silhou-
ettes have to be absolutely perfect, then the algorithm is of
little use.

To demonstrate the robustness of the shape-from-sil-
houette reconstruction, we added first-order auto-regressive
Gaussian noise to the parameterize silhouettes of the valida-
tion models. That is, if we parameterize with parameter t the
pixels coordinates of the silhouette contour (Cx (t), Cy(t)),
then the noise-corrupted points are given by

C ′
x (t) = Cx (t) + εx (t)

C ′
y(t) = Cy(t) + εy(t)

with εx (t) = φεx (t − 1) + ψn0,σ

εy(t) = φεy(t − 1) + ψn0,σ .

In this experiment φ = 0.9512 (which means the time
constant of the noise process τ is 20 pixels) and n0,σ repre-
sents zero-mean Gaussian noises. The standard deviation of
the gaussian noise was varied so that the standard deviation
of εx and εy went from 0.5 to 16 pixels. Figure 4 illustrates

Fig. 4 Example of noise-corrupted silhouette (σε = 3)

the effect of such noise process on a human silhouette and
Fig. 5 demonstrates the effect of an increasing noise on the
silhouettes on the reconstruction accuracy for a large number
of test subjects.

Even if a first-order auto-regressive model is a simplistic
noise model for segmented silhouettes, the results presented
in Fig. 5 demonstrate that 3D reconstruction of human body
model from two silhouettes can be robust even with large
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extraction errors in the silhouettes. However, in practical sce-
narios, the departure of the extracted from the true silhouette
may not be governed by a zero mean process and outliers
may also be present.
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Fig. 5 Influence of an auto-regressive noise added to input silhouettes
on the accuracy of the reconstruction body shape

4.3 Synthetic measurements

We designed a set of measures that was manageable (number
of measurements), diverse (covering different portions of the
body), and commonly used in garment fitting (since this is
the industry we are primarily concerned about) to further val-
idate the reconstructions obtained from silhouettes. Figure 6
introduces the 16 measurements that were selected for our
experiments.

Measurements represented with straight lines are Euclid-
ean distances between vertices of the reconstructed models
and measurements represented by an ellipse are circumfer-
ences that are measured on the body surface using geodesic
distances [18] between a few points on the desired contour.
Since the reconstructed model has consistent parameteriza-
tion (i.e. vertices with the same indices in different models
are positioned on the same anatomical structures), indices of
the relevant vertices were identified on a template model
and are used to automatically measure the reconstructed
models.

The accuracy of the measurements was tested by recon-
structing the 220 subjects selected for validation using
their frontal and lateral silhouettes, measuring the resulting

Fig. 6 Three-dimensional
measurements used in the
validation process
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Table 1 Comparison between
measurements made on the
ground truth models to the same
measurements made
automatically on the
reconstructed 3D models

Errors are expressed in mm. See
Fig. 6 for measurements
illustration

Measurement Proposed sGPLVM mapping Linear mapping
(mean error ± SD) (mean error ± SD) (mean error ± SD)

A 10 ± 12 23 ± 27 50 ± 60

B 11 ± 13 27 ± 34 59 ± 72

C 4 ± 5 52 ± 65 119 ± 150

D 10 ± 12 18 ± 22 36 ± 45

E 22 ± 23 37 ± 39 55 ± 62

F 11 ± 12 15 ± 19 23 ± 28

G 9 ± 12 24 ± 30 56 ± 70

H 17 ± 22 59 ± 76 146 ± 177

I 16 ± 20 76 ± 100 182 ± 230

J 15 ± 21 53 ± 73 109 ± 141

K 6 ± 7 9 ± 12 19 ± 24

L 9 ± 12 19 ± 25 35 ± 44

M 6 ± 7 16 ± 21 33 ± 42

N 14 ± 16 28 ± 35 61 ± 78

O 9 ± 12 21 ± 27 49 ± 62

P 6 ± 7 12 ± 15 24 ± 31

Table 2 Differences between measurements made automatically on body shape reconstructed from silhouettes and values measured on the subjects
directly (values are expressed in mm)

A B C D E F G H I J K L M N O P

Difference 11 27 20 21 14 42 21 23 13 20 34 33 12 14 9 30

models, and comparing with measurements performed on the
original models from the CAESAR dataset. Also, we com-
pared our reconstruction approach with two other possible
methods while using the same silhouette parameterization
(sGPLVM mapping [6] which is the first step of our algo-
rithm and linear mapping [33]). The results are compiled in
Table 1. It should be noted that the proposed method per-
forms better on all measurements, although the differences
between two best performing methods can be large (as in the
case of the vertical distance between the should-blade and
the crotch) or small (as in the case of the pelvis circumfer-
ence).

4.4 Live subject measurements

In addition to synthetic experiments, we also performed an
experiment where four subjects’ bodies were reconstructed
from silhouettes extracted from photographs acquired using
two Canon EOS 5D cameras (Fig. 7). Then, we measured
those individuals with the tools that would normally be used

to create a custom-fitted garment (i.e. measuring tape and
ruler).

The differences between the measurements performed
manually on the subjects and the automatic measurements
obtained from the reconstructed 3D are presented in Table 2.
The differences are compatible with the results obtained from
the synthetic experiments (see Table 1), but usually slightly
higher.

Three main reasons explain this slight increase. First, the
experimenter had little experience in acquiring manual body
shape measurements. Gordon et al. [14] reported repeatabil-
ity close to 1 cm for similar measurements after extensive
training and regular controls. Second, some of the proposed
measurements involve bony landmarks that are difficult to
locate without palpation. Thus, the two procedures (the man-
ual and the automated one) were perhaps not measuring from
the exact same locations. Third, the consistency in the param-
eterization may not be perfect. The same vertices in dif-
ferent reconstructed models may not correspond exactly to
the same anatomical location, which means that the manual
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Fig. 7 Three-dimensional reconstruction of four subjects from frontal
and lateral silhouettes. Silhouettes are color-coded to indicate whether
the input silhouette and the silhouette casted by the reconstructed model

coincide (dark gray), the input silhouette is larger (red), or the silhouette
of the reconstructed model is larger (cyan) (color figure online)

and automatic procedure once again may refer to slightly
different measures. The 3D models are reconstructed using
silhouettes without manually pre-established 3D correspon-
dences across the body. Therefore, there are areas of the body
where little information is available from the silhouettes. The
parameterization in those areas is thus primarily determined
by statistics and not by image features.

5 Discussion and conclusion

In this paper, we choose to limit ourselves to one standardize
posture. This transpires both in the reconstruction method
itself and in the validation experiments that we performed.
This choice reduced the number of parameters that had to be
accounted for, which made the experiments tractable. How-
ever, this choice might also be responsible for a portion of the
reconstruction errors. Even though the subjects are directed
to assume a standardize posture, there was always some vari-
ations in the subjects’ stance. That means some posture var-
iability is integrated in the shape variability model which
decreases its predictive power. As a future work, it would
therefore be interesting to test whether the addition of a skel-
eton (to represent the postures) would result in more accurate
reconstructions or if the additional parameters would just cre-
ate more problems with the optimization procedures.

The differences between the synthetic experiments and
the real experiments highlighted the fact that certain

measurements are more difficult to perform reliably both
on computerized models and on actual subjects. Studying
and/or designing a new set of body measurements that can
be performed easily without resorting to palpation would be
useful for further validation studies. Moreover, it would also
be interesting to investigate the quality of the parameteriza-
tion of the resulting models, since automated measurements
rely on correct parameterization to perform properly.

In summary, we demonstrated in this paper that shape-
from-silhouettes can be applied to the reconstruction of the
human body from a lateral and a frontal silhouette. More-
over, we showed that with the integration of a statistical prior,
the resulting 3D models are realistic and accurate. The pro-
posed method is comprised of three steps. First, a non-linear
mapping that goes from silhouette appearance space to the
space of body shape models is used to generate an initial 3D
model. That mapping uses a shared gaussian process latent
variable model (sGPLVM) to link the principal components
of the silhouettes to the principal components of the body
shape model. Then, maximum a posteriori estimation of the
body shape is performed using the first step’s results as initial
approximation. Finally, the body shape model is refined to
best fit the input silhouettes.

We also demonstrated through real and synthetic experi-
ments that the 3D models obtained with the proposed method
are robust to perturbations applied to the input silhouettes.
These experiments led us to believe that the proposed method
may be adequate for applications such as garment fitting.
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More importantly, the method is also fast and completely
repeatable, whereas measurements performed manually are
slower and subject to large inter-observer variations. To our
knowledge, it was the first time the accuracy of reconstruc-
tions performed using a frontal and a lateral silhouettes were
extensively analyzed.
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