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Abstract
The aim of this literature review was to compose a narrative review supported by a systematic approach to critically identify 
and examine concerns about accountability and the allocation of responsibility and legal liability as applied to the clinician 
and the technologist as applied the use of opaque AI-powered systems in clinical decision making. This review questions 
(a) if it is permissible for a clinician to use an opaque AI system (AIS) in clinical decision making and (b) if a patient was 
harmed as a result of using a clinician using an AIS’s suggestion, how would responsibility and legal liability be allocated? 
Literature was systematically searched, retrieved, and reviewed from nine databases, which also included items from three 
clinical professional regulators, as well as relevant grey literature from governmental and non-governmental organisa-
tions. This literature was subjected to inclusion/exclusion criteria; those items found relevant to this review underwent data 
extraction. This review found that there are multiple concerns about opacity, accountability, responsibility and liability 
when considering the stakeholders of technologists and clinicians in the creation and use of AIS in clinical decision mak-
ing. Accountability is challenged when the AIS used is opaque, and allocation of responsibility is somewhat unclear. Legal 
analysis would help stakeholders to understand their obligations and prepare should an undesirable scenario of patient harm 
eventuate when AIS were used.
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1 Introduction

Computer systems use algorithms; a set of rules which dic-
tate their behaviour (Weizenbaum 1976). The term artificial 
intelligence is not widely defined (House of Lords: Select 
Committee on Artificial Intelligence 2018) but it can be used 
to identify the element of a computer system which takes 
information, processes it and dispenses an output.

The process by which an artificially intelligent system 
(AIS) determines its output can be obscured; i.e., it can be 
difficult to achieve meaningful scrutiny of the reasoning for 
an AIS’s output when modern computing methods are used 
(Knight 2017). This makes the process by which an AIS 
makes its outputs comparable to a black box; the process is 
‘opaque’ (Fenech et al. 2018). Opacity is a relative concept 
rather than absolute; a process used by an AIS may be so 
complex that it is effectively obscured to a non-technically 

trained clinical user, whilst remaining simple to understand 
to a technologist who is proficient in that area of computer 
science. A clinician may be additionally skilled in the design 
and use of AIS in the clinical environment, but this is cur-
rently not a required professional standard.

There has been the development of AISs which are 
designed to support clinical users which might thus directly 
influence clinical decision making; for example, IBM’s 
Watson for Oncology. Here, the AIS would accept infor-
mation about the clinician’s desired patient, would process 
that information and then make a recommendation for the 
patient’s care (Ross and Swetlitz 2017). The future scenario 
of using AIS to aid clinicians could offer a forthcoming step-
change in clinical decision-making activities and, if adopted, 
will potentially create new dynamics between stakehold-
ers. Clinicians (‘clinicians’ include, but are not limited to, 
doctors, nurses and other professions allied to health) are 
confronted with incorporating emerging technology in the 
clinical environment (Hancock 2018), thus have a vested 
interest in its safe roll-out.

Historically, healthcare has largely been focussed on the 
relationship of the patient and the clinician (with variable 
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involvement of peripheral personnel attached to the clinical 
area). The clinician’s recommendation is discussed with the 
patient and, through the shared decision making and the use 
of informed consent, a plan of care is devised which aims 
to balance the patient’s preferences and needs (NICE 2012). 
Decisions on clinical recommendations are made by clini-
cians based on their evaluation of information which they 
had gathered about the patient; they are solely responsible 
for their own clinical decision making. Computer systems 
may have previously assisted in the administration of health-
care, but their outputs have not directly and purposefully 
advised human clinical decision-making at the point of care. 
The introduction of AIS has the potential to alter relation-
ships in the clinical environment (Fenech et al. 2018, p25). 
If AIS such as IBM’s Watson for Oncology are adopted, the 
technologist who designed and deployed the system in ques-
tion would be joining the clinician in the decision making 
space for the first time.

The clinician and the technologist are inextricably linked 
when AIS are used in clinical decision making; without the 
clinician the technologist’s AIS cannot reach the patient, 
without the technologist there is no AIS to offer the clinician 
to use in their clinical decision making. It is the relationship 
between these two stakeholders which this review is chiefly 
concerned with.

Using an emerging technology raises concerns on how it 
can be a new source of error (Fenech et al. 2018). Mistakes 
in the high-risk area of healthcare might lead to significant 
consequences for the patient affected (Harwich and Laycock 
2018); this is important to consider as patients encounter 
clinicians at times in their lives when they are potentially at 
their most vulnerable (NMC 2018). Conscientious clinicians 
are aware of how clinical errors can increase the potential for 
an increase in morbidity and mortality (Makary and Dan-
iel 2016); thus, making it reasonable that clinicians should 
oversee all applications of AIS use. But if clinicians are to be 
presented with an opaque AIS to aid their decision making, 
they might not understand how the AIS has made its recom-
mendation for patient care.

Concern for AISs being a new source of error and the 
nature of opacity creates novel problems when applied to 
the clinical environment. Mukherjee (2017) outlines the 
scenario of a clinician having no idea how an opaque AIS’s 
answer is created when they asked it a question and, as iden-
tified by Char et al. (2018), those who create the AISs for use 
are unlikely to be at the patient’s bedside with the clinician.

This raises two pertinent points. First, that the clinician 
cannot fully account (i.e., be accountable) for the AIS out-
put that they are being offered for the patient. Second, that 
the technologist is a novel actor in the clinical environment 
who is not physically present at the point of clinical decision 
making. Under these conditions it is reasonable to question, 
(a) if it is permissible for a clinician to use an opaque AIS 

in clinical decision making if there is an additional risk of 
error and (b) if a patient was harmed as a result of a clinician 
using an AIS’s suggestion, how would responsibility and 
legal liability be allocated?

When considering these questions, it is worth noting 
that accountability, when identified as a person’s explana-
tion and justification for their intentions and beliefs about 
their behaviour (Dignum 2019; Oshana 2004), differs from 
responsibility. A person’s account of their actions is linked 
to responsible behaviour, which is characterised by the 
“common norms which govern conduct” (Oshana 2004, 
pp.257). If one cannot rationally account for their behav-
iour in accordance with the accepted norms, any claim that 
their actions are responsible could be open to challenge; thus 
one of the ways that responsible actors demonstrate their 
responsibility is by being accountable.

2  Aims

The aim of this literature review was to explore concerns 
about the use of opaque AIS in clinical decision making. The 
issues of accountability, and the allocation of responsibility 
and legal liability as applied to the clinician and the tech-
nologist were examined. This review employed a narrative 
review supported by a systematic approach.

3  Methods

Employing a systematically inspired strategy to select and 
review the literature aids data capture (Khan et al. 2003). 
The expectation was to find non-homogenous materials in 
the literature searches, thus careful selection of the type 
of review process was needed which would accommodate 
this. No single theoretical framework proved ideal; Braun 
and Clarke (2006) identify this as an issue in the selection 
of research methodology and recommend that “the theo-
retical framework and methods match what the researcher 
wants to know”. Thus, I have adopted Strech and Sofaer’s 
(2012) four-step model of systematic reviews and adapted 
it to incorporate the concept of Braun and Clarke’s (2006) 
use of themes in steps three and four for the purposes of this 
review as outlined below.

3.1  Step 1: Formulate the review question 
and eligibility criteria

The literature review aimed to answer the questions “Is it 
permissible for a clinician to use an opaque AI system in 
clinical decision making?” and “What concerns are there 
about opacity, accountability, responsibility and legal liabil-
ity when considering the stakeholders of technologists and 
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clinicians in the creation and use of AI systems in clinical 
decision making?”.

To aid the selection of items to include in this review, an 
inclusion/exclusion criteria specific to the literature review’s 
aims was used to determine the eligibility of materials to 
be considered for review. This helped the author to identify 
items with relevant arguments and argument themes whilst 
checking for flaws, credibility, contribution, relevance and 
coherence in each item selected for inclusion to this litera-
ture review. Each item selected from search results must be 
formally reviewed to ensure quality.

The applied inclusion/exclusion criteria were as follows: 
That the items will have content pertaining to ethical and 
legal issues in applications of AIS in clinical decision mak-
ing as it relates to opacity, accountability, responsibility and 
liability in healthcare. Inclusion was limited to those items 
generated in the past 10  years to aid relevance, but more 
weighting was given to the value of the item’s contribution, 
rather than its age. Items from all areas of clinical practice 
where AIS can be applied were considered (i.e., inclusive 
of all fields of medicine, surgery, paediatrics, adult, mental 
health etc.). Literature had to be presented in English. Items 
which discuss legal theory were limited specifically to the 
context of the law of England and Wales (else this review 
would have become unwieldy with international comparative 
examples). The literature search found diverse materials in a 
multitude of formats such as journal articles, books, opinion 
pieces, reports, editorials, items of discussion and analysis; 
each item was judged on its strengths. It is impossible to 
exhaustively identify every way that items were considered 
weak, but as a guide, those with incoherent, invalid, weak 
or fatally flawed arguments were excluded.

3.2  Step 2: Identify all of the literature that meets 
the eligibility criteria

The following search string was applied to all databases:
“Artificial intelligence” AND (liability OR responsibil-

ity OR accountability OR transparency OR opacity) AND 
(ethic* OR law) AND (healthcare OR clinical OR medical).

The author performed searches using this search string 
in nine relevant databases; these searches were performed 
in February 2018. The databases chosen were from a spread 
of disciplines, not just limited to healthcare, law, and eth-
ics but also to computing and general scientific sources. 
Hand searches were additionally performed on the websites 
of organisations who collectively regulate clinical profes-
sionals: The General Medical Council, the Nursing and 
Midwifery Council, and the Health and Care Professions 
Council. Relevant grey literature originating from govern-
mental and non-governmental organisations which had been 
found outside of the searches and come to the attention of 
the author during the period of composing the review were 

included for consideration alongside the formal search 
results.

This approach generated 185 non-duplicate citations. 
The author screened each title with the inclusion/exclusion 
criteria to decide the relevance of each item. Items which 
passed title screening proceeded to abstract screening and 
were again subjected to the inclusion/exclusion criteria. In 
total, 36 items passed title and abstract screening; these 36 
items were then subjected to full-text screening by being 
read fully and the inclusion/exclusion criteria applied again. 
Ten items were excluded after full-text screening, which left 
26 articles. Information relevant to this review was identified 
in each item, and each item’s contribution was assessed for 
quality and relevance before the item was included in this 
review.

Using a PRISMA diagram, (Fig. 1) shows the show the 
databases used, the number of items identified by each data-
base search and how each item outside of the inclusion cri-
teria was excluded from the final collection of literature for 
synthesis and analysis.

3.3  Step 3: Extract and synthesise data 
by the allocation of pertinent points to theme 
headings

The EndNote Online reference management system was 
used to capture the citations from the searches from each 
database. From the EndNote hosted catalogue, results were 
screened, and irrelevant items removed as per the inclusion/
exclusion criteria. An independent second review of 10% of 
the search results was performed by an academic who was 
external to this review to ensure the robustness and reliabil-
ity of the selection process (as exemplified by Kyte et al. 
2013). This process yielded 26 items of literature is included 
in this literature review.

Data extraction was performed on these 26 items using 
Strech and Sofaer’s (2012) method of extraction and coding 
of data; this technique’s strength lies in its promotion of 
the identification of ethical analysis and argument within an 
item’s content. Relevant arguments and argument themes 
were identified whilst checking for flaws, credibility, con-
tribution, relevance and coherence in each item selected for 
inclusion to this literature review.

The concept of Braun and Clarke’s (2006) ‘themes’ 
were adopted so that any additional themes found in the 
literature during the data extraction process could be flex-
ibly considered for addition in the review’s findings. Using 
themes allowed the additional areas of ‘why accountabil-
ity was important’ as well as ‘why opacity interferes with 
accountability’ to be recognised and explored alongside the 
initial core topics of opacity, accountability, responsibility 
and liability.
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3.4  Step 4: Derive and present results organised 
by themes

The following findings resulted from the above careful 
searches and selection process. The findings have been struc-
tured as per the themes identified in the research question. 
Corralling of themes enabled stratification of information, 
thus aiding the analysis and critique of the literature when 
identifying concerns of AI use in clinical decision making.

4  Findings

As per step 4, the 26 items selected for this review were 
examined for content related to concerns related to the 
research question’s key themes of AIS opacity, accountabil-
ity, responsibility, and legal liability regarding the clinical 
use of AIS in decision making.

The following is the key findings and the high-level litera-
ture synthesis generated from that identified in the review.

Regarding accountability, clinicians have a regulatorily 
enforced professional requirement to be able to account for 
their actions, whereas technologists do not; instead, ethical 
codes of practice are employed in this sector. This compari-
son synthesises the question asking if technologists should 
also be regulated if their AIS is to be deployed in the clinical 
environment and directly affect patients.

Regarding opacity, clinicians will be challenged on issues 
of safety and accountability when using AIS’s which do not 
explain their outputs. If a clinician cannot account for the 
output of the AIS they are using, they cannot fully account 
for their actions if they choose to use that output. This lack 
of accountability raises the potential safety issue of using 
unverified or unvalidated AISs in the clinical environment. 
Opacity is not a problem limited only to clinicians; it can 
also affect technologists. To recognise this, scenarios which 
encompassed how opacity can affect each stakeholder are 
detailed.

Regarding responsibility, there is a lack of formal clari-
fication regarding who is responsible for the outcomes of 
AIS use. There is an agreement that one should take respon-
sibility for their actions when choosing to use an AIS; this 
included evaluating the AIS’s outputs before using them in 
the clinical context. Technologists were found to be respon-
sible for the accuracy of their systems, but the literature 
pushed back against the idea of technologists holding any 
responsibility for the effect that their AIS would have in 
the clinical environment; this was justified via their devices 
assisting the clinician rather than replacing the clinician. 
The potential for responsibility to be shared in the future was 
mentioned and a possible retrospective approach identified 
to determine the allocation of responsibility to sharehold-
ers as per an analysis of each given incident. The literature 

agrees that an AIS should not be responsible for itself but 
may carry out tasks if appropriately supervised.

Regarding liability, the literature has not predicted the 
outcomes of negligence and liability in this area due to lack-
ing a body of case law in this area.

This review’s findings are expounded upon in the follow-
ing discussion, where each theme is addressed in turn and 
progressively links one theme to the next.

4.1  Why is accountability important?

Professionalism is the vehicle which formalises the notion 
of trust within organisational structures which gathers those 
with similar skill sets together. By cohorting these skilled 
persons, standardisation of desirable behaviours can be 
achieved which serve to promote trust within that profes-
sional group (NMC 2018). Codes of conduct are created by 
the statutory bodies who oversee their respective healthcare 
professional groups. In the UK, the General Medical Council 
(GMC), the Nursing and Midwifery Council (NMC) and 
the Health and Care Professional Council (HCPC) cover a 
significant number of practicing clinical professionals; these 
shall be the three bodies I call upon to exemplify codes of 
conduct and professional issues.

Accountability from clinicians is required by the GMC 
(2013), NMC (2018), and HCPC (2016) codes of conduct. 
GMC (2013) and HCPC (2016) codes of conduct specifi-
cally require that the clinician must be able to justify once 
own decisions, the NMC (2018) stipulates that a Registered 
Nurse should be able to fully explain all aspects of a patient’s 
care. The existence and enforcement of these codes result 
in the clinician’s requirement to provide good care with an 
emphasis on safety. Breach of these codes of conduct would 
lead to the clinician being exposed to sanctions from their 
professional regulator, for example, the clinician is pre-
vented from practicing.

Interestingly, despite it being a requirement in profes-
sional clinical practice, the literature searches failed to yield 
a unified definition of accountability and, therefore, I have 
developed my own definition for the purposes of this litera-
ture review which encompasses the spirit of that aimed for 
by the governing bodies; accountability is when an individ-
ual is obliged to explain (account) to those who are entitled 
to ask (e.g., regulators, a patient) for their decision-making 
process which guided their actions or omissions.

Hengstler et al (2016, p.106) identify trust as “the will-
ingness to be vulnerable to the actions of another person”. 
Given that the patient is already vulnerable due to the nature 
of their ailment and that a clinician may have to do harm to 
create the conditions whereby the patient may heal (e.g., a 
surgical incision whilst under general anaesthesia), trust is, 
logically, both a relevant and necessary quality which the 
patient will need if they are to be comfortable to approach a 
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clinician for help and for them to tolerate the treatment path-
way under that clinician’s care. Armstrong (2018) describes 
how even when a clinician may be uncertain about their 
decision making, the act of communicating and expressing 
that uncertainty can lead to increased trust from their patient 
rather than the loss of their confidence. It is reasonable to 
deduce that if a clinician communicates their uncertainty 
to their patients, they are acting in an accountable manner; 
thus, accountability and patient trust are linked.

The historical background of professional cultural care-
fulness in the clinical professions does not appear to be 
shared in the field of computer science (Whitby 2015). This 
was exemplified by Lanfear (evidence to House of Lords: 
Select Committee on Artificial Intelligence 2018, p.122) 
who was unable to describe how his artificial intelligence 
company, Nvidia, was ensuring compliance of their own 
corporate ethical principles: “as a technologist it is not my 
core thinking”. Whitby (2015), p.227 identifies a lack of 
compulsory professional standards or formal qualifications 
for technologists, and that the information technology (IT) 
industry is “barely regulated”.

Whitby (2015, p.227) states that whilst medicine is highly 
regulated “the IT industry is barely regulated at all.” Ethical 
codes of practice do exist for technologists; for example, 
there is a Code of Ethics and Professional Conduct pub-
lished by the world’s largest computing society, the Asso-
ciation for Computing Machinery (ACM 2018). The ACM 
code recommends that decision-making “is accountable to 
and transparent to all stakeholders” and stipulates qualities 
that technologists should possess, such as avoiding harm 
and acting honestly. In practice, the ACM does not have the 
power to enforce rules upon individuals beyond low impact 
punitive measures, such as termination of membership of the 
ACM. Termination would only demonstrate disproval from 
the ACM body, and it would not prevent a technologist from 
continuing their practice (ethical or not), but it is conceiv-
able that ACM membership termination potentially might 
affect their access to activities such as future collaboration 
or opportunities such as funding.

There is an enforced requirement for the clinicians to be 
personally professionally accountable, via their professional 
codes of conduct, but no similarly enforced requirement for 
technologists to be personally professionally accountable. 
Technologists do not have a direct relationship with patients, 
but they are designing AISs which aim to contribute to 
clinical decision making with the clinician at the patient’s 
bedside. This raises the question of if there ought to be a 
requirement for technologists to create and deploy AIS to be 
used in clinical decision making to be regulated in a similar 
fashion to the clinicians? Or, conversely, is regulation of 
technologists necessary if they are not directly interacting 
with the patients?

Having seen at how accountability is an enforced require-
ment for clinicians and not for technologists, the next section 
shall explore how the use of an opaque AIS interferes with 
accountability.

4.2  How does opacity interfere with accountability?

The inner workings of computerised systems are not always 
made visible. Opacity is when the process by which an out-
put from an AIS is made is either too complex to be under-
stood by one, many, or all stakeholders or that the decision-
making process has been withheld completely from the 
stakeholder. Opacity is not the sole term used to describe 
this problem, for example, when an AIS’s decision-making 
process is obscured it can be described as a “black box” 
(Mukherjee 2017), or as not being transparent (Hengstler 
et al. 2016). For the purposes of this review, these terms may 
be used interchangeably but the meaning remains consistent.

Mukherjee’s (2017) commentary identifies that AIS are 
being developed in such a way that the process by which an 
AIS’s outputs are calculated can be opaque; some of these 
systems are being designed for use in healthcare contexts 
with the goal being to help clinicians to improve patient 
outcomes. The problem here is that a clinician will ask an 
opaque AIS a question and they may have no idea how the 
answer outputted to them was created (Mukherjee 2017). 
This is additionally complicated by the opinion that using 
an AIS outputs which are delivered without verification 
risks the use of unpredictable or unwanted outputs (House 
of Commons: Science and Technology Committee 2016). 
Hengstler et al (2016) identified that trust is key to ensuring 
perceived risk reduction and that trust will be reinforced if 
the trustor is given algorithms which are transparent. Thus, 
it is reasonable to say that trust will be hard to win from the 
clinician if they are faced with an opaque AIS to use.

As a solution, verification and validation of AISs are 
recommended by the Association for the Advancement of 
Artificial Intelligence (House of Commons: Science and 
Technology Committee 2016, p.16):“it is critical that one 
should be able to prove, test, measure and validate the reli-
ability, performance, safety and ethical compliance—both 
logically and statistically/probabilistically—of such robotics 
and artificial intelligence systems before they are deployed.”

Verification and validation might assist the clinician to 
reasonably account for their actions if they chose to use an 
AIS; as identified earlier, the clinical codes of professional 
conduct do not permit practice which is not accountable 
(GMC 2013; NMC 2018; HCPC 2016). There is no men-
tion in the literature reviewed of how a clinical user would 
know if the verification and validation of an AIS was appro-
priate, or how sufficient levels of safety from an AIS could 
be determined. To find a solution, it is reasonable to assume 



541AI & SOCIETY (2021) 36:535–545 

1 3

that this epistemic question will require future collaboration 
between clinicians and technologists.

It has been argued though that it is not solely AIS which 
can be opaque; that clinicians are also opaque. When inter-
rogated, clinicians are not always able to explain exactly 
how they may come to a decision for an individual patient 
because their clinical judgement would be drawing from 
their experience as well as accepted rules which guide 
clinical care (Miles 2007). But this does not seem to be 
considered problematic in the literature reviewed. Thrum 
(interviewed by Sukel 2017b) exemplifies that if a clinician 
advises their patient that they have a melanoma, the patient 
does not interrogate the clinician’s decision; instead they 
accept the biopsy and the subsequent treatment suggested. 
Thrum described how patients have traditionally accepted 
the opacity of medical decision-making and that diagnos-
tic procedures and treatments are usually embraced without 
interrogating the practitioner’s method of determination. 
One could say that it seems that it’s acceptable for people 
to be opaque, but not the AIS that they are using, but the 
patient can take advantage of their clinician being profes-
sionally bound to be accountable for their practice (GMC 
2013; NMC 2018; HCPC 2016); something which neither 
an AIS nor its creator currently is not bound to.

4.3  Examples of opaque AI scenarios

This review identified three main scenarios in the litera-
ture reviewed which illustrated the potential clinical use of 
opaque AISs and identified opacity as a source for concern 
regarding accountability of clinical decision making:

1) The AIS is understandable to one or more stakeholders 
but not all. Thus the AIS is not opaque to the technolo-
gist who builds it but is opaque to the end user: the cli-
nician (Hartman 1986). The clinician might argue that 
they cannot use an opaque AIS as they would not be 
able to account for the determination of its outputs, thus 
be working against their code of professional conduct 
(GMC 2013; NMC 2018; HCPC, 2016). Given that tech-
nologists are not regulated and arguing that the public 
would not tolerate clinicians without qualifications to 
practice, Whitby (2015), p.227 finds it remarkable, “if 
not downright alarming”, that clinicians would base 
their decision making on AIS created by “gifted ama-
teurs”.

2) Scenario 2 is as per scenario 1, but here the clinician 
does not hold specialist knowledge of the area which 
the AIS is advising them on (Ross and Swetlitz 2017). 
The use of IBM Watson for Oncology in UB Songdo 
Hospital, Mongolia, was investigated by Ross and 
Swetlitz (2017). They reported that this AIS is being 
used to advise generalist doctors who have either little 

or no training in cancer care. They describe that Watson 
works by looking at a patient’s medical record, choos-
ing what it calculates as the patient’s options from a list 
of treatments, scoring those treatments as a percentage 
based upon how appropriate they are for the patient, and 
then presenting these options as recommendations for 
the clinician to consider. The options are presented to 
the clinician as a list ranked ordered by a score from 
highest to lowest. The AIS is opaque to the clinician 
as it is unable to explain why it gives treatments their 
scores (Hogan and Swetlitz video embedded in Ross and 
Swetlitz 2017). Suggestions from Watson are report-
edly followed at UB Songdo Hospital almost at a rate 
of 100% despite the programme not explaining how its 
output was generated. Ross and Swetlitz (2017) demon-
strate why this is concerning by describing the experi-
ence of an oncologist using the same Watson AIS in a 
South Korean hospital.“Sometimes, he will ask Watson 
for advice on a patient whose cancer has not spread to 
the lymph nodes, and Watson will recommend a type 
of chemotherapy drug called taxane. But, he said, that 
therapy is normally used only if cancer has spread to 
the lymph nodes. And, to support the recommendation, 
Watson will show a study demonstrating the effective-
ness of the taxane for patients whose cancer did spread 
to their lymph nodes.Kang is left confused as to why 
Watson recommended a drug that he does not normally 
use for patients like the one in front of him. And Wat-
son can not tell him why.” (Ross and Swetlitz (2017). 
Watson may arguably be safe in the hands of someone 
such as Kang who knows the subtle differences in the 
appropriate use of each of the treatments that the AIS 
recommends, but when the same technology is deployed 
in areas where that experience is lacking, the patient is 
at risk of receiving inappropriate treatments due to a 
lack of clinical safeguarding. In Mongolia the special-
ised clinical knowledge base was not ever present. A 
clinician may look to the technologist to provide reassur-
ance that the AIS can be trusted, but in this scenario that 
reassurance is lacking. It would have been reassuring to 
know that Watson had been exposed to critical review by 
third parties outside IBM, but Ross and Swetlitz (2017) 
assert that this did not happen. It also appears that the 
company has also distanced itself from Watson’s own 
outputs when applied in clinical practice; an IBM execu-
tive has been quoted by Hengstler et al (2016), p.115 
saying that “Watson does not make decisions on what a 
doctor should do. It makes recommendations based on 
hypothesis and evidence based [sic.]”.

3) The AIS is opaque to both the clinician and the tech-
nologist; its processes cannot be understood, resulting in 
outputs which may lack context (Mukherjee 2017). This 
risks a AIS’s outputs being misunderstood, for example, 
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the AIS being used in a context which does not match 
its intended use resulting in its outputs being misapplied 
(Doroszewski 1988). Here it is arguable that account-
ability is unachievable by anyone prior to clinical use.

From the review’s findings so far, it may be said that 
opacity may interfere with one’s ability to account for using 
an AIS in clinical decision making. That there are multiple 
scenarios where using an opaque AIS in clinical decision 
making could raise issues of safety. That there is merit in an 
opaque AIS being subjected to a process of validation prior 
to use, but that such validation needs to be understood by 
the clinical user as being appropriate and sufficient. Given 
that the clinical professional bodies require their members 
to be accountable and to ensure patient safety, in the absence 
of an appropriate process of validation, the answer to this 
review’s first question of “is it permissible for a clinician to 
use an opaque AI system in clinical decision making?” is 
currently ‘no’.

4.4  Responsibility

As with accountability, no unified definition of responsibil-
ity was yielded by the literature searches. Therefore, for the 
purposes of this review, responsibility is assigned to one 
or more agents who hold the duty or obligation to respond 
or act correctly for an act or omission; the agent/s also are 
ascribed the blame or praise for the outcomes of their acts/
omissions. Allocation of the responsibility for the conse-
quences of AIS use may one day become needed if there are 
unintended consequences of AIS use; the following outlines 
those concerns. Understanding of the allocation of respon-
sibility is illustrated by Whitby (2015); he is concerned that 
lack of clarification here regarding who holds responsibility 
for actions involving AIS use could result in a detriment to 
patient welfare (e.g., stakeholders blaming the AIS or each 
other rather than proactively ensuring that the AIS is func-
tioning and being applied correctly).

Can AISs be responsible for themselves? Luxton (2014) 
is concerned that systems do not share the human suffering 
of moral consequences. Van Wynsberghe (2014) agrees, if 
a AIS cannot be punished, it cannot assume responsibility 
for roles incorporating the care of humans. Whitby (2015) 
warns that managers of AIS users should be explicit that 
clinicians cannot blame the AIS to avoid responsibility. 
Somewhat contrary to this, Van Wynsberghe (2014) holds 
that AISs can be delegated small roles where no harm to the 
patient can be caused; but may only carry out these roles 
when supervised by clinicians who hold responsibility for 
the patient. Here the clinician is the one who ensures that 
the AIS works as intended when deployed.

The literature seemed to agree that clinicians should take 
responsibility for opaque AIS’s that they chose to use in 

clinical decision-making. Delvaux (2017) asserts that an 
AIS should assist the clinician; that the planning and final 
decision for the execution of a treatment must be made by 
a clinician. Pouloudi and Magoulas (2000) warn that an 
AIS’s user is responsible for evaluating its outputs before 
using them. Whitby’s (2015) insists that clinicians should 
maintain responsibility for outcomes when they use AISs 
and that clinicians ought not be allowed to escape that 
responsibility by blaming the AIS should negative outcomes 
arise. Kohane (interviewed in Sukel 2017a) explains that 
if there is a human clinician in the decision-making loop, 
the responsibility remains with them; the human would 
undertake to ensure that that which is advised by the AIS 
is safe and appropriate for the patient, the responsibility for 
the patient outcome of using that AIS output lies with them 
too. When discussing AISs which make diagnoses, Kohane 
(interviewed in Sukel 2017a) also states that if there is a 
decision-making disagreement between an AIS and the cli-
nician using it, human third parties could “break the tie”.

The literature was less clear regarding allocating respon-
sibility to technologists. The ACM code states that “public 
good is always the primary consideration” and that its mem-
bers should minimise the negative effects of their work such 
as threats to health and safety (ACM, 2018). But, beyond 
the ACM Code, the literature is divided, and it all seems to 
depend on what it is that one is asking the technologist to 
be responsible for.

Delvaux’s report (2017, point 56), Doroszewski’s essay 
(1988) and Vallverdu and Casacuberta’s discussion (2015) 
place responsibility for an AIS’s accuracy at the door of the 
person who trained that system. Doroszewski (1988) stresses 
the importance of this responsibility upon the technologist as 
the consequences of misrepresenting information in an AIS 
to be used in healthcare can be dire. Whitby (2015) under-
lines and specifies that technologists must share responsi-
bility for consequences with clinicians when inappropriate 
advice is given by an AIS and used by the clinician. Doro-
szewski (1988) demonstrates that allocation of responsibility 
to an individual may not be easy though as, in the case of 
multiple authors making additions to an AIS, it might not 
be obvious who will take responsibility for the accuracy of 
the AIS which is created.

Some technologists are pushing back against this respon-
sibility and refer to how their AISs are designed to defend 
against being assigned responsibility for the use of their 
creations outputs. Fenech et al.’s interviews (2018) identi-
fied the opinion that technologists should not hold respon-
sibility for a system when it was designed to assist clinical 
decision-making rather than replacing it (e.g., the DeepMind 
system); that in this case, the responsibility remained with 
the clinician using it. This opinion was echoed by an IBM 
spokesperson interviewed in Hengstler et al. (2016), p.115), 
that Watson makes recommendations for a clinician and does 
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not make the ultimate decision for patient treatment. Inthorn 
et al.’s discussion (2015) holds that doctors should retain the 
authority of decision-making as justifying and explaining 
the treatment to patients is their role, not the technologist’s. 
The only exception to this rule is when a AIS is designed 
to work without clinical supervision; here, the technologist 
should be held responsible for AIS outcomes (Fenech et al, 
2018; Kellmeyer et al. 2016).

The question of the allocation of responsibility in the 
event that harm is caused should a clinician use an AIS 
does not appear to have been fully resolved in the litera-
ture reviewed. There seems to be agreement that clinicians 
should be responsible for their actions when they use AIS, 
but there is no united agreement that technologists should 
be allocated responsibility too. Whitby (2015) stated that 
responsibility could be shared between clinicians and tech-
nologists should medical accidents or incidents that take 
place, but no authors suggest how this responsibility should 
be allocated between clinicians and technologists. This lack 
of clarification would concern clinicians and technologists as 
they would not be able to plan for the consequences of their 
contributions to healthcare when using or deploying AIS.

Instead of making definitive statements about who should 
be responsible for what, Whitby (2015) suggests that in the 
event of a negative outcome from using an AIS’s outputs, 
interdisciplinary investigations should include all stake-
holders and that blame should not be allocated, rather than 
the aim should be to prevent future harms. This balanced 
approach appears fairer to me as it recognises the complexity 
of the contributions made by each stakeholder in the process 
leading up to the AIS being used.

4.5  Liability

The Government Office for Science (2016) and Clarke (in 
House of Lords: Select Committee on Artificial Intelligence 
2018) confirm that there is no body of case law yet to guide 
negligence and liability in this area. Little (in House of 
Lords: Select Committee on Artificial Intelligence 2018) 
advises that if civil and criminal liabilities and responsibili-
ties are not considered before individual cases are brought, 
the resolutions resulting from existing legal frameworks may 
not be desirable. Yeung points out that if the courts have to 
find a solution for responsibility and liability then someone 
would have been harmed already. The Law Society (House 
of Commons: Science and Technology Committee 2016) 
explains that the downfall of relying on common law is 
that legal principles are developed after an untoward event, 
which is both expensive and stressful to stakeholders. Addi-
tionally, it can be said that reliance on common law makes 
forward planning difficult to carry out as well as planning 
and acquisition of appropriate insurance problematic.

Due to the lack of clarity, especially for that of dynamic 
AIS, the Law Commission was asked to investigate if cur-
rent legislation is adequate to address liability and to make 
recommendations on this area. (Select Committee on Artifi-
cial Intelligence 2018). There has been no word of the Law 
Commission starting this requested work, and no one has 
speculated what the content of this review could be. There 
are several articles discussing issues of liability when using 
AISs in clinical decision making in the USA, but nothing 
recently focussed in English law where this review is con-
cerned. Bainbridge (1991) discussed how the areas of neg-
ligence and contract could be applied in English law when 
AISs are used in the clinical context, but this work is of lim-
ited value nearly 30 years later as negligence law has moved 
on. This review’s second question asked, “what concerns 
are there about opacity, accountability, responsibility and 
liability when considering the stakeholders of technologists 
and clinicians in the creation and use of AI systems in clini-
cal decision making?”.

This literature review has suggested that there are multi-
ple multifaceted concerns which I shall now outline in brief. 
That it is not possible to account for an opaque AIS’s out-
puts; thus, if one cannot account for the outputs, one cannot 
give a reasonable account for choosing to use those outputs. 
That if technologists provide opaque AISs to aid clinical 
decision making, they may find that clinicians choose not 
to use them as it would affect their ability to be accountable 
practitioners. That the formulation whereby responsibility is 
allocated is not concrete; that there seems to be a consensus 
that clinicians should hold responsibility for choosing to use 
an opaque AIS, but that there is no such accord for technolo-
gists joining them in holding that responsibility even though 
some authors feel that this response could be shared. That 
there is no case law or legislation in the law of England and 
Wales which is specific to negligence and liability cases in 
the use of AISs in clinical decision making; this lack of 
clarity has prevented stakeholders from confident future 
planning in the undesirable scenario of patient harm. That 
waiting for the courts to find a solution to the allocation of 
responsibility and liability would require that someone came 
to harm first. It is reasonable to say that there is a current 
opportunity to proactively address these issues before harm 
takes place, rather than allowing harm to take place and ret-
rospectively allocating ethical and legal responsibility. One 
wonders: if this opportunity is taken, avoidable harm could 
be prevented.

4.6  Limitations

The author recognises that there are limitations to this 
review, the following notes those which they were able to 
identify.
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This review found a lack of consistency in the language 
used when considering opacity as well as an enormous vari-
ety of subgroups of AIS systems in use. These two factors 
challenged the author to appropriately and inclusively rec-
ognise the multitudes of terms and programming language 
in existence which populate the literature discussing this 
review’s concerns.

Regarding the subgroups of algorithm types in AI; this 
review intentionally did not identify a particular group 
(such as machine learning) lest the discussion become side-
tracked by specifically which AIS’s are being used rather 
than consideration of how the AIS are being used. Currently, 
machine learning is well-represented in the current debate, 
but this has not always been the case and another subgroup 
may prove to be more popular in the future (in House of 
Lords: Select Committee on Artificial Intelligence 2018).

Regarding the lack of consistent terminology made the 
literature searches challenging; for example, AI opacity 
could also be described as the AIS being a black box, or 
that there was a lack of AIS transparency. Increasing the 
number of search terms to attempt to capture the variety of 
terms did not improve the number of search results returned, 
nor the relevance of those search results. Ultimately ‘opac-
ity’ was adopted as the primary descriptor and employed as 
the search term as it yielded the highest volume of relevant 
results in the literature searches.

The author suspects that there has likely been much rel-
evant material from a variety of worthy sources which has 
been lost to this review due to the changing nature of how 
information (especially regarding technology) has been com-
municated in recent years. Relevant and worthy ideas, con-
cepts and opinions are no longer routinely published in the 
traditional way, i.e., via peer-reviewed journals, thus are not 
admitted to academic database searches which are the main 
pathway for discovering material for a systematic review 
such as this. For this reason, media items from outside of 
the realms of the traditional academic sources were selected 
when they were determined as pertinent to this review. For 
example, Ross and Swetlitz’s useful and demonstrative 
report of the use of IBM Watson would have been lost to 
this review had media been excluded.

Since the searches were performed in 2018, there could 
well have been more materials published which would be 
worthy of inclusion which has not been captured.

5  Conclusion

This literature review suggests that there are multiple con-
cerns about opacity, accountability, responsibility and liabil-
ity when considering the stakeholders of technologists and 
clinicians in the creation and use of AIS in clinical decision 
making. Accountability is challenged when the AIS in use is 

opaque, and allocation of responsibility is somewhat unclear. 
Legal analysis would help stakeholders to understand their 
obligations and prepare should an undesirable scenario of 
patient harm eventuate when AISs are used.
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