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ISOMORPHIC AND STRONGLY CONNECTED COMPONENTS

Milo š S. Kurili ć1

Abstract

We study the partial orderings of the form〈P(X),⊂〉, whereX is a binary re-
lational structure with the connectivity components isomorphic to a strongly
connected structureY andP(X) is the set of (domains of) substructures of
X isomorphic toX. We show that, for example, for a countableX, the poset
〈P(X),⊂〉 is either isomorphic to a finite power ofP(Y) or forcing equiva-
lent to a separative atomlessσ-closed poset and, consistently, toP (ω)/Fin.
In particular, this holds for each ultrahomogeneous structureX such thatX
or Xc is a disconnected structure and in this caseY can be replaced by an
ultrahomogeneous connected digraph.
2000 Mathematics Subject Classification: 03C15, 03E40, 06A06, 03C50.
Keywords: Relational structure, Isomorphic substructure, Poset, Forcing.

1 Introduction

We consider the partial orderings of the form〈P(X),⊂〉, whereX is a relational
structure andP(X) the set of the domains of its isomorphic substructures. A rough
classification of countable binary structures related to the properties of their posets
of copies is obtained in [6], defining two structures to be equivalent if the corre-
sponding posets of copies have isomorphic Boolean completions or, equivalently,
are forcing equivalent. So, for example, for the structuresfrom columnD of Di-
agram 1 of [6] the corresponding posets are forcing equivalent to an atomlessω1-
closed poset and, consistently, toP (ω)/Fin. This class of structures includes all
scattered linear orders [9] (in particular, all countable ordinals [8]), all structures
with maximally embeddable components [7] (in particular, all countable equiva-
lence relations and all disjoint unions of countable ordinals) and in this paper we
show that it contains a large class of ultrahomogeneous structures.

In Theorem 3.2 of Section 3 we show that the poset of copies of abinary struc-
ture withκ-many isomorphic and strongly connected components is either isomor-
phic to a finite power of the poset of copies of one component, or forcing equiv-
alent to something likeP (κ)/[κ]<κ and, for countable structures, consistently, to
P (ω)/Fin. The main result of Section 4 is that each ultrahomogeneous binary
structure which is not biconnected is determined by an ultrahomogeneous digraph
in a simple way and this fact is used in Section 5, where we apply Theorem 3.2 to
countable ultrahomogeneous binary structures.
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2 Miloš S. Kurilić

2 Preliminaries

The aim of this section is to introduce notation and to give basic definitions and
facts concerning relational structures and partial orderswhich will be used.

We observebinary structures, the relational structures of the formX = 〈X, ρ〉,
whereρ is a binary relation on the setX. If Y = 〈Y, τ〉 is a binary structure too, a
mappingf : X → Y is anembedding(we writef : X →֒ Y) iff f is an injection
andx1ρx2 ⇔ f(x1)τf(x2), for eachx1, x2 ∈ X. Emb(X,Y) will denote the
set of all embeddings ofX into Y and, in particular,Emb(X) = Emb(X,X). If,
in addition, f is a surjection,f is an isomorphismand the structuresX andY

are calledisomorphic, in notationX ∼= Y. If, in particular,Y = X, thenf is
called anautomorphismof the structureX andAut(X) will denote the set of all
automorphisms ofX. If X = 〈X, ρ〉 is a binary structure,A ⊂ X and ρA =
ρ ∩ (A × A), then〈A, ρA〉 is the correspondingsubstructureof X. By P(X) we
denote the set of domains of substructures ofX which are isomorphic toX, that is

P(X) = {A ⊂ X : 〈A, ρA〉 ∼= 〈X, ρ〉} = {f [X] : f ∈ Emb(X)}.

More generally, ifX = 〈X, ρ〉 andY = 〈Y, τ〉 are binary structures we define
P(X,Y) = {B ⊂ Y : 〈B, τB〉 ∼= 〈X, ρ〉} = {f [X] : f ∈ Emb(X,Y)}. By Pi(X)
we denote the set of all finite partial isomorphisms ofX. A structureX is called
ultrahomogeneousiff for eachϕ ∈ Pi(X) there isf ∈ Aut(X) such thatϕ ⊂ f .

If Xi = 〈Xi, ρi〉, i ∈ I, are binary structures andXi ∩ Xj = ∅, for different
i, j ∈ I, then the structure

⋃

i∈I Xi = 〈
⋃

i∈I Xi,
⋃

i∈I ρi〉 will be called thedisjoint
unionof the structuresXi, i ∈ I.

If 〈X, ρ〉 is a binary structure, then the transitive closureρrst of the relation
ρrs = ∆X∪ρ∪ρ−1 (given byx ρrst y iff there aren ∈ N andz0 = x, z1, . . . , zn =
y such thatzi ρrs zi+1, for eachi < n) is the minimal equivalence relation onX
containingρ. Forx ∈ X the corresponding element of the quotientX/ρrst will
be denoted by[x] and called thecomponentof 〈X, ρ〉 containingx. The structure
〈X, ρ〉 will be calledconnectediff |X/ρrst| = 1. It is easy to check (see Proposi-
tion 7.2 of [6]) that〈

⋃

x∈X [x],
⋃

x∈X ρ[x]〉 is the unique representation of〈X, ρ〉 as
a disjoint union of connected structures. Also, ifρc = (X ×X) \ ρ, then at least
one of the structures〈X, ρ〉 and〈X, ρc〉 is connected (Proposition 7.3 of [6]). The
following facts (Lemma 7.4 and Theorem 7.5 of [6]) will be used in the sequel.

Fact 2.1 Let 〈X, ρ〉 and〈Y, τ〉 be binary structures andf : X → Y an embedding.
Then for eachx ∈ X

(a) f [[x]] ⊂ [f(x)];
(b) f | [x] : [x] → f [[x]] is an isomorphism;
(c) If, in addition,f is an isomorphism, thenf [[x]] = [f(x)].
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Fact 2.2 Let κ be a cardinal, letXα = 〈Xα, ρα〉, α < κ, be disjoint connected
binary structures andX their union. ThenC ∈P(X) iff there is a functionf :κ → κ
and there are embeddingseξ : Xξ →֒ Xf(ξ), ξ < κ, such thatC =

⋃

ξ<κ eξ[Xξ]
and

∀{ξ, ζ} ∈ [κ]2 ∀x ∈ Xξ ∀y ∈ Xζ ¬ eξ(x) ρrs eζ(y). (1)

Let P = 〈P,≤〉 be a pre-order. Thenp ∈ P is anatom, in notationp ∈ At(P), iff
eachq, r ≤ p are compatible (there iss ≤ q, r). P is calledatomlessiff At(P) = ∅;
atomiciff At(P) is dense inP. If κ is a regular cardinal,P is calledκ-closediff for
eachγ < κ each sequence〈pα : α < γ〉 in P , such thatα < β ⇒ pβ ≤ pα, has
a lower bound inP . Two pre-ordersP andQ are calledforcing equivalentiff they
produce the same generic extensions. The following fact is folklore.

Fact 2.3 (a) The direct product of a family ofκ-closed pre-orders isκ-closed.
(b) If κ<κ = κ, then all atomless separativeκ-closed pre-orders of sizeκ are

forcing equivalent (for example, to the poset (Coll(κ, κ))+, or to(P (κ)/[κ]<κ)+).

A partial orderP = 〈P,≤〉 is calledseparativeiff for each p, q ∈ P satisfying
p 6≤ q there isr ≤ p such thatr ⊥ q. The separative modificationof P is the
separative pre-ordersm(P) = 〈P,≤∗〉, wherep ≤∗ q ⇔ ∀r ≤ p ∃s ≤ r s ≤ q.
The separative quotientof P is the separative posetsq(P) = 〈P/=∗,E〉, where
p =∗ q ⇔ p ≤∗ q ∧ q ≤∗ p and [p] E [q] ⇔ p ≤∗ q.

Fact 2.4 (Folklore) LetP,Q andPi, i ∈ I, be partial orderings. Then
(a)P, sm(P) andsq(P) are forcing equivalent forcing notions;
(b) P is atomless iffsm(P) is atomless iffsq(P) is atomless;
(c) sm(P) is κ-closed iffsq(P) is κ-closed;
(d) P ∼= Q implies thatsmP ∼= smQ andsqP ∼= sqQ;
(e) sm(

∏

i∈I Pi) =
∏

i∈I smPi andsq(
∏

i∈I Pi) ∼=
∏

i∈I sqPi.

3 Isomorphic and strongly connected components

A relational structureX = 〈X, ρ〉 will be calledstrongly connectediff it is con-
nected and for eachA,B ∈ P(X) there area ∈ A andb ∈ B such thata ρrs b.
(The structures satisfyingP(X) = {X} have the second property, but can be dis-
connected.)

Example 3.1 Some strongly connected structures are: linear orders, full relations,
complete graphs, etc. The binary tree〈<ω2,⊂〉 is a connected, but not a strongly
connected partial order.
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Theorem 3.2 Let κ be a cardinal andX=
⋃

α<κXα the union of disjoint, isomor-
phic and strongly connected binary structures. Then

(a) 〈P(X),⊂〉 ∼= 〈P(X0),⊂〉κ andsq〈P(X),⊂〉 ∼= (sq〈P(X0),⊂〉)κ, if κ < ω;
(b) sq〈P(X),⊂〉 is an atomless poset, ifκ ≥ ω;
(c) sq〈P(X),⊂〉 is aκ+-closed poset, ifκ ≥ ω is regular;
(d) sq〈P(X),⊂〉 is forcing equivalent to the poset(P (κ)/[κ]<κ)+, if κ ≥ ω is

regular and|P(X0)| ≤ 2κ = κ+. The same holds for〈P(X),⊂〉.

Proof. ForA ∈ [κ]κ andg ∈
∏

α∈A P(Xα) let us defineCg =
⋃

α∈A g(α).

Claim 1.P(X) = {Cg : A ∈ [κ]κ ∧ g ∈
∏

α∈A P(Xα)}.

Proof of Claim 1.(⊂) If C ∈ P(X), then, by Fact 2.2, there is a functionf : κ → κ
and there are embeddingseξ : Xξ →֒ Xf(ξ), ξ < κ, such thatC =

⋃

ξ∈κ eξ[Xξ ]
and that (1) is true.

Suppose thatf(ξ) = f(ζ), for some differentξ, ζ ∈ κ. By the assumption we
haveXξ

∼= Xζ
∼= Xf(ξ), which impliesP(Xξ,Xf(ξ)) = P(Xζ ,Xf(ξ)) = P(Xf(ξ)).

Thus eξ[Xξ], eζ [Xζ ] ∈ P(Xf(ξ)) and, since the structureXf(ξ) is strongly con-
nected, there arex ∈ Xξ andy ∈ Xζ such thateξ(x)(ρf(ξ))rs eζ(y), which, since
ρf(ξ) ⊂ ρ, implieseξ(x) ρrs eζ(y), which is impossible by (1). Thusf is an in-
jection and, hence,A = f [κ] ∈ [κ]κ. Forf(ξ) ∈ f [κ] let g(f(ξ)) := eξ[Xξ ]; then
g(f(ξ)) ∈ P(Xf(ξ)), for all ξ ∈ κ, that isg(α) ∈ P(Xα), for all α ∈ A and, hence,
g ∈

∏

α∈A P(Xα). AlsoC =
⋃

ξ∈κ g(f(ξ)) =
⋃

α∈A g(α) = Cg and we are done.
(⊃) Let A ∈ [κ]κ, g ∈

∏

α∈A P(Xα) and letf : κ → A be a bijection.
Then forξ ∈ κ we haveg(f(ξ)) ∈ P(Xf(ξ)) = P(Xξ,Xf(ξ)) and, hence there
is an embeddingeξ : Xξ →֒ Xf(ξ) such thatg(f(ξ)) = eξ[Xξ ]. ThusCg =
⋃

α∈A g(α) =
⋃

ξ∈κ g(f(ξ)) =
⋃

ξ∈κ eξ [Xξ]. If ξ 6= ζ ∈ κ, x ∈ Xξ andy ∈
Xζ , then, sincef is an injection,Xf(ξ) andXf(ζ) are different components ofX
containingeξ(x) andeζ(y) respectively. So¬eξ(x)ρrseζ(y) and (1) is true. By
Fact 2.2 we haveCg ∈ P(X). Claim 1 is proved. ✷

(a) By Claim 1 we haveP(X) = {
⋃

i<κCi : ∀i < κ Ci ∈ P(Xi)}. It is
easy to see that the mappingF defined byF (〈Ci : i < κ〉) =

⋃

i<κCi witnesses
that the posets

∏

i<κ〈P(Xi),⊂〉 and〈P(X),⊂〉 are isomorphic. Since isomorphic
structures have isomorphic posets of copies we have〈P(X),⊂〉 ∼= 〈P(X0),⊂〉κ

and, by Fact 2.4(d) and (e),sq〈P(X),⊂〉 ∼= sq(〈P(X0),⊂〉κ) ∼= (sq〈P(X0),⊂〉)κ.
(b) Letκ ≥ ω, sm〈P(X),⊂〉 = 〈P(X),≤〉 andsm〈P(Xα),⊂〉 = 〈P(Xα),≤α〉,

for α < κ. First we prove

Claim 2.For eachf, g ∈
⋃

A∈[κ]κ
∏

α∈A P(Xα) we haveCf ≤ Cg if and only if

|(dom f \ dom g) ∪ {α ∈ dom f ∩ dom g : ¬f(α) ≤α g(α)}| < κ; (2)



Isomorphic and strongly connected components 5

Proof of Claim 2.Let f, g, h ∈
⋃

A∈[κ]κ
∏

α∈A P(Xα). Clearly we have

Cf ⊂ Cg ⇔ dom f ⊂ dom g ∧ ∀α ∈ dom f f(α) ⊂ g(α). (3)

Let⊥ denote the incompatibility relation in the posets〈P(X),⊂〉 and〈P(Xα),⊂〉,
α < κ. First we prove

Ch ⊥ Cg ⇔ |{α ∈ domh ∩ dom g : h(α) 6⊥ g(α)}| < κ. (4)

If the setA = {α ∈ domh ∩ dom g : h(α) 6⊥ g(α)} is of sizeκ, for eachα ∈ A
we choosek(α) ∈ P(Xα) such thatk(α) ⊂ h(α) ∩ g(α). Sok ∈

∏

α∈A P(Xα)
and by (a) we haveCk ∈ P(X). By (3) we haveCk ⊂ Ch ∩ Cg thusCh 6⊥ Cg.
Conversely, ifCh 6⊥ Cg, then by (a) there isCk ∈ P(X) such thatCk ⊂ Ch ∩ Cg.
Now A := dom k ∈ [κ]κ and by (3) we haveA ⊂ domh ∩ dom g andk(α) ⊂
h(α) ∩ g(α), for all α ∈ A. Thus|{α ∈ domh ∩ dom g : h(α) 6⊥ g(α)}| = κ.

Now suppose thatCf ≤ Cg. Then for eachCh ∈ P(X) satisfyingCh ⊂ Cf

we haveCh 6⊥ Cg so, by (4) we have

∀Ch ∈ P(X) (Ch ⊂ Cf ⇒ |{α ∈ domh ∩ dom g : h(α) 6⊥ g(α)}| = κ). (5)

Suppose that the setA := dom f \ dom g is of sizeκ. Thenh := f ↾ A ∈
∏

α∈A P(Xα), clearlyCh ⊂ Cf and, by (a),Ch ∈ P(X). Also we havedomh ∩
dom g = ∅, which is impossible by (5). Thus

|dom f \ dom g| < κ. (6)

Suppose that the setA := {α ∈ dom f ∩ dom g : ¬f(α) ≤α g(α)} is of size
κ. Forα ∈ A there isCα ∈ P(Xα) such thatCα ⊂ f(α) andCα ⊥ g(α) and
we defineh(α) = Cα. Now h ∈

∏

α∈A P(Xα), by (a) we haveCh ∈ P(X)
and, by (3),Ch ⊂ Cf . So by (5) there isα ∈ domh ∩ dom g = A such that
Cα = h(α) 6⊥ g(α), which is not true. Thus

|{α ∈ dom f ∩ dom g : ¬f(α) ≤α g(α)}| < κ. (7)

Now from (6) and (7) we obtain (2).
Conversely, assuming (6) and (7) in order to proveCf ≤ Cg we prove (5) first.

LetCh ∈ P(X) andCh ⊂ Cf . Then, by (3),

domh ⊂ dom f ∧ ∀α ∈ domh h(α) ⊂ f(α), (8)

which by (6) implies|dom h \ dom g| < κ and, hence,|domh ∩ dom g| = κ.
Sincedomh ∩ dom g ⊂ dom f ∩ dom g by (7) we have|{α ∈ domh ∩ dom g :
¬f(α) ≤α g(α)}| < κ and, hence,B := {α ∈ domh ∩ dom g : f(α) ≤α g(α)}
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is a set of sizeκ. By (8), forα ∈ B we haveh(α) ⊂ f(α) ≤α g(α) which implies
h(α) 6⊥ g(α). SoB ⊂ {α ∈ domh∩ dom g : h(α) 6⊥ g(α)} and (5) is true. Now,
by (5) and (4) we have∀Ch ∈ P(X) (Ch ⊂ Cf ⇒ Ch 6⊥ Cg), that isCf ≤ Cg.
Claim 2 is proved. ✷

Let A1 andA2 be disjoint elements of[κ]κ. By Claim 1,C1 =
⋃

α∈A1
Xα and

C2 =
⋃

α∈A2
Xα are disjoint elements ofP(X) and, hence, they are incompatible

in 〈P(X),⊂〉. So, by Theorem 2.2(c) of [6], the poset〈P(X),⊂〉 is atomless and,
by Fact 2.4(b), the posetsq〈P(X),⊂〉 is atomless too.

(c) Let κ ≥ ω be a regular cardinal. By Fact 2.4(c), it is sufficient to prove
that the pre-ordersm〈P(X),≤〉 is κ+-closed. Let〈Cfξ : ξ < κ〉 be a decreasing
sequence in〈P(X),≤〉, that is

∀ζ1, ζ2 < κ (ζ1 < ζ2 ⇒ Cfζ2
≤ Cfζ1

). (9)

For ζ1, ζ2 < κ let

Kζ2,ζ1 = {α ∈ dom fζ2 ∩ dom fζ1 : ¬fζ2(α) ≤α fζ1(α)}. (10)

Then, by (9) and (c)

∀ζ1, ζ2 < κ (ζ1 < ζ2 ⇒ |dom fζ2 \ dom fζ1 | < κ ∧ |Kζ2,ζ1 | < κ) (11)

and we prove that
∀ξ < κ |

⋂

ζ≤ξ dom fζ | = κ. (12)

First
⋂

ζ≤ξ dom fζ =
⋂

ζ<ξ dom fξ∩dom fζ = dom fξ∩
⋂

ζ<ξ(dom f c
ξ ∪dom fζ)

= dom fξ\
⋃

ζ<ξ(dom fξ\dom fζ). By (11),|dom fξ\dom fζ | < κ, for all ζ < ξ
and, since|ξ| < κ, by the regularity ofκ we have|

⋃

ζ<ξ(dom fξ \ dom fζ)| < κ
which, since by (a) we have|dom fξ| = κ, implies (12).

By recursion we define a sequence〈αξ : ξ < κ〉 in κ as follows.
Let α0 = min dom f0.
If ξ < κ andαζ ∈ κ are defined forζ < ξ, then for allζ < ξ by (11) we have

|Kξ,ζ | < κ and, clearly,|αζ + 1| < κ so, by (12) and the regularity ofκ, we can
define

αξ = min
[(

⋂

ζ≤ξ dom fζ

)

\
(

⋃

ζ<ξ Kξ,ζ ∪
⋃

ζ<ξ(αζ + 1)
)]

. (13)

By (13), 〈αξ : ξ < κ〉 is an increasing sequence and, hence,A := {αξ : ξ < κ} ∈
[κ]κ. By (13) again, forξ < κ we haveαξ ∈ dom fξ so fξ(αξ) ∈ P(Xαξ

). So,
for f ∈

∏

αξ∈A
P(Xαξ

), defined byf(αξ) = fξ(αξ), for ξ < κ, by (a) we have
Cf ∈ P(X).
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It remains to be shown that for eachξ0 ∈ κ we haveCf ≤ Cfξ0
, that is, by (c),

|A \ dom fξ0 | < κ and (14)

|{ξ < κ : αξ ∈ dom fξ0 ∧ ¬fξ(αξ) ≤αξ
fξ0(αξ)}| < κ. (15)

By (13), for eachξ ≥ ξ0 we haveαξ ∈
⋂

ζ≤ξ dom fζ ⊂ dom fξ0 and, hence,
A \ dom fξ0 ⊂ {αξ : ξ < ξ0} and (14) is true.

For a proof of (15) it is sufficient to show that

∀ξ > ξ0 fξ(αξ) ≤αξ
fξ0(αξ). (16)

By (13), for ξ > ξ0 we haveαξ ∈ dom fξ ∩ dom fξ0 andαξ 6∈ Kξ,ξ0, that is
αξ 6∈ {α ∈ dom fξ ∩ dom fξ0 : ¬fξ(α) ≤α fξ0(α)} thusfξ(αξ) ≤αξ

fξ0(αξ) and
(16) is true.

(d) Let κ ≥ ω be a regular cardinal and|P(Xα)| ≤ 2κ = κ+, for all α < κ.
Then for A ∈ [κ]κ we have|

∏

α∈A P(Xα)| ≤ (2κ)κ = 2κ = κ+ and, by
Claim 1, |P(X)| ≤ |

⋃

A∈[κ]κ
∏

α∈A P(Xα)| ≤ 2κ2κ = 2κ = κ+, which im-
plies | sqP(X)| ≤ κ+. By (b) and (c)sqP(X) is an atomlessκ+-closed poset and,
hence, it contains a copy of the reversed tree〈2≤κ,⊃〉 thus| sqP(X)| = κ+. (An-
other way to prove this is to use an almost disjoint familyA ⊂ [κ]κ of sizeκ+;
then{

⋃

α∈AXα : A ∈ A} ⊂ P(X) determines an antichain insqP(X) of sizeκ+.)

Since(κ+)<κ+

= (2κ)κ = κ+, by Fact 2.3(b) the posetsqP(X) is forcing equiva-
lent to the poset(P (κ)/[κ]<κ)+ (since it is an atomless separativeκ+-closed poset
of sizeκ+). By Fact 2.4(a), the same holds for〈P(X),⊂〉. ✷

Corrolary 3.3 If κ ≤ ω andX =
⋃

n<κXn is the union of disjoint, isomorphic
and strongly connected binary structures, then

(a) 〈P(X),⊂〉 ∼= 〈P(X0),⊂〉κ andsq〈P(X),⊂〉 ∼= (sq〈P(X0),⊂〉)κ, if κ < ω;
(b) If κ = ω, thensq〈P(X),⊂〉 is a separative atomless andω1-closed poset.

Under CH it is forcing equivalent to the poset(P (ω)/Fin)+.

The following examples show that for infinite cardinalsκ the statements of Theo-
rem 3.2 are the best possible.

Example 3.4 The posetssq〈P(X),⊂〉 and(P (κ)/[κ]<κ)+ are not forcing equiva-
lent, althoughκ ≥ ω is regular and|P(Xα)| ≤ 2κ.

Let X =
⋃

i<ω Xi be the union of countably many copiesXi= 〈Xi, <i〉 of the
linear order〈ω,<〉. Then, since linear orders are strongly connected, by Theorem
3.2 the posetsq〈P(X),⊂〉 is atomless,ω1-closed and, clearly, of size2ω. If, in ad-
dition 2ω = ω1, thensq〈P(X),⊂〉 is forcing equivalent to the poset(P (ω)/Fin)+.
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Since, in addition, the components ofX are maximally embeddable (which
means thatP(Xi,Xj) = [Xj]

|Xi|, for i, j ∈ ω), by the results of [7] the poset
sq〈P(X),⊂〉 is isomorphic to the poset(P (ω × ω)/(Fin×Fin))+, which is not
ω2-closed [16] and, consistently, neithert-closed norh-distributive [5]. Thus in
some models of ZFC the posetssq〈P(X),⊂〉 and (P (ω)/Fin)+ are not forcing
equivalent.

Example 3.5 In some models of ZFC the posetsq〈P(X),⊂〉 is notκ++ closed,
although the posetssq〈[κ]κ,⊂〉 and sq〈P(Xα),⊂〉, α < κ are (takeκ = ω, a
model satisfyingt > ω1 andX from Example 3.4).

Example 3.6 Statement (c) of Theorem 3.2 is not true for a singularκ. It is
known that the algebraP (κ)/[κ]<κ is not ω1-distributive and, hence, the poset
(P (κ)/[κ]<κ)+ is notω2-closed, wheneverκ is a cardinal satisfyingκ > cf(κ) =
ω (see [1], p. 377). Forα < κ let Xα = 〈{α}, ∅〉 and letX =

⋃

α<κXα. Then it is
easy to see thatP(X) = [κ]κ andsq〈P(X),⊂〉 = (P (κ)/[κ]<κ)+. Thus the poset
sq〈P(X),⊂〉 is notω2-closed and, sinceκ ≥ ℵω, it is notκ+-closed.

4 Non biconnected ultrahomogeneous structures

A binary structureX = 〈X, ρ〉 is adirected graph (digraph)iff for eachx, y ∈ X
we have¬xρx (ρ is irreflexive) and¬xρy∨¬yρx (ρ is asymmetric). If, in addition,
xρy ∨ yρx, for each differentx, y ∈ X, thenX is a tournament. For convenience
we introduce the following notation. IfX = 〈X, ρ〉 is a binary structure, then
its complement, 〈X, ρc〉, whereρc = X2 \ ρ, will be denoted byXc, its inverse,
〈X, ρ−1〉, byX−1, its reflexification, 〈X, ρ ∪∆X〉, byXre and itsirreflexification,
〈X, ρ \∆X〉, byXir. The binary relationρe onX defined by

xρey ⇔ xρy ∨ (x 6= y ∧ ¬xρy ∧ ¬yρx) (17)

will be called theenlargementof ρ and the corresponding structure,〈X, ρe〉, will
be denoted byXe. A structureX will be calledbiconnectediff both X andXc are
connected structures. The following theorem is the main result of this section.

Theorem 4.1 For each reflexive or irreflexive ultrahomogeneous binary structure
X we have

- EitherX is biconnected,
- Or there are an ultrahomogeneous digraphY and a cardinalκ > 1 such that

the structureX is isomorphic to
⋃

κYe, (
⋃

κYe)re, (
⋃

κYe)
c or ((

⋃

κYe)re)
c.

A proof of Theorem 4.1 is given at the end of this section. It isbased on the
following statement concerning irreflexive structures.
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Theorem 4.2 An irreflexive disconnected binary structure is ultrahomogeneous iff
its components are isomorphic to the enlargement of an ultrahomogeneous digraph.

Theorem 4.2 follows from two lemmas given in the sequel. A binary structure
X = 〈X, ρ〉 is calledcomplete(see [4], p. 393) iff

∀x, y (x 6= y ⇒ xρy ∨ yρx). (18)

Lemma 4.3 An irreflexive disconnected binary structureX is ultrahomogeneous
iff its components are isomorphic, ultrahomogeneous and complete.

Proof. Let X = 〈X, ρ〉 =
⋃

i∈I Xi, whereXi = 〈Xi, ρi〉, i ∈ I, are disjoint,
irreflexive and connected binary structures and|I| > 1.

(⇒) Suppose thatX is ultrahomogeneous. Then, fori, j ∈ I, x ∈ Xi and
y ∈ Xj we haveϕ = {〈x, y〉} ∈ Pi(X) and there isf ∈ Aut(X) such thatϕ ⊂ f .
By (c) and (b) of Fact 2.1,f |Xi : Xi → Xj is an isomorphism. ThusXi

∼= Xj.
For i ∈ I andϕ ∈ Pi(Xi) we haveϕ ∈ Pi(X) and there isf ∈ Aut(X) such

thatϕ ⊂ f . Again, by (c) and (b) of Fact 2.1,f |Xi : Xi → Xi is an isomorphism,
that isf |Xi ∈ Aut(Xi). Thus the structureXi is ultrahomogeneous.

Suppose that for somei ∈ I there are different elementsx andy of Xi satis-
fying ¬xρy and¬yρx. Let j ∈ I \ {i} andz ∈ Xj . Thenϕ = {〈x, x〉, 〈y, z〉} ∈
Pi(X) and there isf ∈ Aut(X) such thatϕ ⊂ f . But then, by Fact 2.1(c) we
would have bothf [Xi] = Xi andf [Xi] = Xj , which is, clearly, impossible. Thus
the structuresXi are complete.

(⇐) Suppose that the componentsXi, i ∈ I, of X are ultrahomogeneous, iso-
morphic and complete. Letϕ ∈ Pi(X), wheredomϕ = Y andϕ[Y ] = Z, let
J = {i ∈ I : Y ∩ Xi 6= ∅} and, forj ∈ J , let Yi = Y ∩ Xi andZi = ϕ[Yi].
By (18), the structuresYi = 〈Yi, ρYi

〉 = 〈Yi, (ρi)Yi
〉, i ∈ J , are connected and,

clearly, disjoint, thusY =
⋃

i∈J Yi andYi, i ∈ J , are the components ofY. Since
the restrictionsϕ|Yi : Yi → Zi are isomorphisms, the structuresZi = 〈Zi, ρZi

〉,
i ∈ J , are connected too and, sinceϕ is a bijection, disjoint. ThusZ =

⋃

i∈J Zi

andZi, i ∈ J , are the components ofZ.
Sinceϕ : Y →֒ X, by Fact 2.1(a) for eachi ∈ J there iski ∈ I such that

Zi ⊂ Xki . Suppose thatki = kj = k, for some differenti, j ∈ J . Then, for
x ∈ Yi andy ∈ Yj we would have¬xρy and¬yρx and, hence,¬ϕ(x)ρϕ(y) and
¬ϕ(y)ρϕ(x), which is impossible sinceϕ(y), ϕ(x) ∈ Xk andXk satisfies (18).

Thus the mappingi 7→ ki is a bijection and there is a bijectionf : I → I such
thatf(i) = ki, for all i ∈ J . Since the structuresXi are isomorphic, for eachi ∈ I
there is an isomorphismgi : Xi → Xf(i).
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For i ∈ J we haveg−1
i ◦ (ϕ|Yi) : Yi →֒ Xi and, hence,g−1

i ◦ (ϕ|Yi) ∈ Pi(Xi).
So, since the structureXi is ultrahomogeneous, there ishi ∈ Aut(Xi) such that
g−1
i ◦ (ϕ|Yi) ⊂ hi. Now gi ◦hi : Xi → Xf(i) is an isomorphism and forx ∈ Yi we

havegi(hi(x)) = gi(g
−1(ϕ(x))) = ϕ(x), which implies

(gi ◦ hi)|Yi = ϕ|Yi. (19)

Now it is easy to check thatF =
⋃

i∈I\J gi ∪
⋃

i∈J gi ◦ hi : X → X is an auto-
morphism ofX and, by (19),ϕ ⊂ F . ThusX is an ultrahomogeneous structure.
✷

In the sequel we will use the following elementary fact.

Fact 4.4 LetX = 〈X, ρ〉 be a binary structure. Then
(a)Pi(X) = Pi(Xc) = Pi(X−1) andAut(X) = Aut(Xc) = Aut(X−1); hence

X is ultrahomogeneous iffXc is ultrahomogeneous iffX−1 is ultrahomogeneous.
Also Emb(X) = Emb(Xc) = Emb(X−1); henceP(X) = P(Xc) = P(X−1).

(b) If ρ is an irreflexive relation, thenPi(X) = Pi(Xre), Aut(X) = Aut(Xre)
and, hence,X is ultrahomogeneous iffXre is ultrahomogeneous. AlsoEmb(X) =
Emb(Xre); henceP(X) = P(Xre).

(c) If ρ is a reflexive relation, thenPi(X) = Pi(Xir), Aut(X) = Aut(Xir)
and, hence,X is ultrahomogeneous iffXir is ultrahomogeneous. AlsoEmb(X) =
Emb(Xir); henceP(X) = P(Xir).

(d) If X is a digraph, thenXe = ((X−1)re)
c. SoPi(X) = Pi(Xe), Aut(X) =

Aut(Xe), Emb(X) = Emb(Xe) andP(X) = P(Xe). HenceX is ultrahomoge-
neous iffXe is.

Proof. The proofs of (a), (b) and (c) are straightforward and we prove (d). For
x, y ∈ X we have:〈x, y〉 ∈ ((ρ−1)re)

c iff 〈x, y〉 6∈ ∆X∪ρ−1 iff x 6= y∧〈y, x〉 6∈ ρ
iff x 6= y∧¬yρx∧(xρy∨¬xρy) iff (x 6= y∧¬yρx∧xρy)∨(x 6= y∧¬yρx∧¬xρy).
Since the relationρ is irreflexive and asymmetric we havex 6= y ∧¬yρx∧ xρy iff
xρy; thus〈x, y〉 ∈ ((ρ−1)re)

c iff xρy ∨ (x 6= y ∧ ¬yρx ∧ ¬xρy) iff 〈x, y〉 ∈ ρe
and the equalityXe = ((X−1)re)

c is proved. Now applying (a) and (b) we obtain
the remaining equalities. LetX be ultrahomogeneous andϕ ∈ Pi(Xe). Thenϕ ∈
Pi(X) and, hence, there isf ∈ Aut(X) such thatϕ ⊂ f and, sincef ∈ Aut(Xe),
we proved that the structureXe is ultrahomogeneous. The converse has a similar
proof. ✷

Lemma 4.5 An irreflexive binary structureX is ultrahomogeneous and complete
iff it is isomorphic to the enlargement of an ultrahomogeneous digraph.

Proof. LetX = 〈X, ρ〉 be an irreflexive binary structure.
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(⇒) Assuming thatX is ultrahomogeneous and complete we define the binary
relation→ onX by

x → y ⇔ xρy ∧ ¬yρx. (20)

Claim 1.For the structureY := 〈X,→〉 we have:
(a)Pi(X) = Pi(Y), Aut(X) = Aut(Y) andEmb(X) = Emb(Y);
(b) Y is an ultrahomogeneous digraph;
(c) P(X) = P(Y);
(d) X = Ye, that is,ρ =→e.

Proof of Claim 1.(a) It is sufficient to prove that for eachA ⊂ X and each injection
f : A → X the following two conditions are equivalent:

∀x, y ∈ A (xρy ⇔ f(x)ρf(y)), (21)

∀x, y ∈ A (x → y ⇔ f(x) → f(y)). (22)

Suppose that (21) holds. Forx, y ∈ A, conditionx → y, that isxρy∧¬yρx, is, by
(21), equivalent tof(x)ρf(y) ∧ ¬f(y)ρf(x), that isf(x) → f(y); so (22) is true.

Let (22) hold andx, y ∈ A. If x = y, then (21) follows from the irreflexivity
of ρ. Otherwise, we havef(x) 6= f(y).

Now, if ¬f(x)ρf(y), then, by (18),f(y)ρf(x) and, hence,f(y) → f(x),
which by (22) impliesy → x and, hence,¬xρy. Thusxρy ⇒ f(x)ρf(y).

If ¬xρy, then by (18) we haveyρx and, hence,y → x, which by (22) implies
f(y) → f(x) and, hence,¬f(x)ρf(y). Thusf(x)ρf(y) ⇒ xρy and (21) is true.

(b) If ϕ ∈ Pi(Y), then, by (a),ϕ ∈ Pi(X) and, sinceX is ultrahomogeneous,
there isf ∈ Aut(X) such thatϕ ⊂ f . By (a) again we havef ∈ Aut(Y) and,
thus,Y is an ultrahomogeneous structure. Since the relationρ is irreflexive,→ is
irreflexive too andx → y ∧ y → x would imply xρy and¬xρy; thus,→ is an
asymmetric relation andY is a digraph.

(c) By (a),P(X) = {f [X] : f ∈ Emb(X)} = {f [X] : f ∈ Emb(Y)} = P(Y).
(d) We prove that for eachx, y ∈ X we havexρy ⇔ x →e y, that is,

xρy ⇔ x → y ∨ (x 6= y ∧ ¬x → y ∧ ¬y → x). (23)

Let xρy. If ¬yρx, thenx → y and, hence,x →e y. If yρx, then, sinceρ is
irreflexive,x 6= y. Also¬x → y and¬y → x thusx →e y again.

Let x →e y. If x → y, thenxρy and we are done. If¬x → y, then, by the
assumption,x 6= y and¬y → x. By (18),¬xρy would imply yρx and, hence,
y → x, which is not true. Thusxρy and Claim 1 is proved. ✷

(⇐) W.l.o.g. suppose thatY = 〈X,→〉 is an ultrahomogeneous digraph and
X = Ye that isρ =→e. Then for eachx, y ∈ X we have

xρy ⇔ x → y ∨ (x 6= y ∧ ¬x → y ∧ ¬y → x). (24)
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For a proof thatX is complete we take differentx, y ∈ X and show thatxρy or
yρx. By (24), if x → y or y → x, thenxρy or yρx and we are done. Otherwise
we havex 6= y ∧ ¬x → y ∧ ¬y → x and by (24) again we obtainxρy.

SinceY is an ultrahomogeneous digraph, by Fact 4.4(d) the structure X is
ultrahomogeneous as well. ✷

Proof of Theorem 4.1.Let X be an ultrahomogeneous structure and first suppose
that X is disconnected. IfX is irreflexive, then, by Theorem 4.2,X ∼=

⋃

κYe,
for some ultrahomogeneous digraphY and someκ > 1. If X is reflexive, then
Xir is disconnected, irreflexive and, by Fact 4.4(c), ultrahomogeneous so, by The-
orem 4.2,Xir

∼=
⋃

κYe, which impliesX ∼= (
⋃

κYe)re. Now, suppose thatXc

is disconnected. By Fact 4.4(a),Xc is ultrahomogeneous. IfXc is irreflexive, by
Theorem 4.2 we haveXc ∼=

⋃

κYe, which impliesX ∼= (
⋃

κYe)
c. Finally, If Xc

is reflexive, thenXc
ir is disconnected, irreflexive and, by Fact 4.4(c), ultrahomoge-

neous. So, by Theorem 4.2 again,Xc
ir

∼=
⋃

κYe which impliesXc ∼= (
⋃

κYe)re
andX ∼= ((

⋃

κYe)re)
c. ✷

5 Posets of copies of ultrahomogeneous structures

In this section we show that a classification of biconnected ultrahomogeneous di-
graphs, related to the properties of their posets of copies,provides the correspond-
ing classification inside a much wider class of structures.

Theorem 5.1 Let X be a reflexive or irreflexive ultrahomogeneous non bicon-
nected binary structure and letY andκ be the corresponding ultrahomogeneous
digraph and the cardinal from Theorem 4.1. Then

(a) 〈P(X),⊂〉 ∼= 〈P(Y),⊂〉κ andsq〈P(X),⊂〉 ∼= (sq〈P(Y),⊂〉)κ, if κ < ω;
(b) sq〈P(X),⊂〉 is atomless, ifκ ≥ ω;
(c) sq〈P(X),⊂〉 is κ+-closed, ifκ ≥ ω is regular;
(d) sq〈P(X),⊂〉 is forcing equivalent to the poset(P (κ)/[κ]<κ)+, if κ ≥ ω is

regular and|P(Y)| ≤ 2κ = κ+. The same holds for〈P(X),⊂〉.

Proof. By Theorem 4.1, the structureX is isomorphic to
⋃

κYe, (
⋃

κYe)re,
(
⋃

κYe)
c or ((

⋃

κYe)re)
c so, by Fact 4.4,P(X) ∼= P(

⋃

κYe). Since the structure
Ye is complete it is strongly connected and the statement follows from Theorem
3.2. The equalityP(Ye) = P(Y) is proved in Fact 4.4(d). ✷

Theorem 5.2 Let X be a countable reflexive or irreflexive ultrahomogeneous bi-
nary structure. IfX is not biconnected andY andκ are the corresponding objects
from Theorem 4.1, then
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(i) P(X) ∼= P(Z)n, for some biconnected ultrahomogeneous digraphZ and
somen ≥ 2, if κ < ω andY has finitely many components;

(ii) sqP(X) is an atomless andω1-closed poset and, under CH, forcing equiv-
alent to the poset(P (ω)/Fin)+, if κ = ω orY has infinitely many components.

Proof. By Theorem 4.1,X is isomorphic to
⋃

κYe, (
⋃

κYe)re, (
⋃

κYe)
c or to

((
⋃

κYe)re)
c, whereY is an ultrahomogeneous digraph and2 ≤ κ ≤ ω. So, by

Fact 4.4,P(X) ∼= P(
⋃

κYe).
If κ = ω, then (ii) follows from (b), (c) and (d) of Theorem 5.1.
If κ = n < ω, then, by Theorem 3.2 and Fact 4.4(d),P(X) ∼= P(Ye)

n ∼=
P(Y)n. We have two cases.

Case 1: Y is connected. Then, sinceY is a digraph,Yc is a complete and,
hence, a connected structure. SoY is biconnected and we have (i).

Case 2: Y is disconnected. Then, ifY has finitely many components, say
Y =

⋃

i<mYi, by Lemma 4.3 the structuresYi are isomorphic and complete and,
hence strongly connected; so by Theorem 3.2(a),P(Y) ∼= P(Y0)

m, which implies
P(X) ∼= P(Y)n ∼= P(Y0)

mn. SinceY0 is a digraph and a complete structure it is a
tournament and, hence, a biconnected structure. So we have (i).

If Y has infinitely many components, sayY =
⋃

i<ω Yi, then, by Lemma
4.3 the structuresYi are isomorphic and complete and, hence, strongly connected.
So by Theorem 3.2, the posetsqP(Y) is atomless andω1-closed. SinceP(X) ∼=
P(Y)n, by Fact 2.4(e) we havesqP(X) ∼= (sqP(Y))n and, by Fact 2.3(a), the poset
sqP(X) is atomless andω1-closed. So we have (ii). ✷

The countable ultrahomogeneous digraphs have been classified by Cherlin [2, 3],
see also [13]. Cherlin’s list includes Schmerl’s list of countable ultrahomogeneous
strict partial orders [14]:

- Aω, a countable antichain (that is, the empty relation onω),
- Bn = n×Q, for n ∈ [1, ω], where〈i1, q1〉 < 〈i2, q2〉 ⇔ i1 = i2 ∧ q1 <Q q2,
- Cn = n×Q, for n ∈ [1, ω], where〈i1, q1〉 < 〈i2, q2〉 ⇔ q1 <Q q2,
- D, the unique countable homogeneous universal poset (the random poset),

and Lachlan’s list of ultrahomogeneous tournaments [11]:
- Q, the rational line,
- T∞, the countable universal ultrahomogeneous tournament,
- S(2), the circular tournament (the local order),

and many other digraphs. Also we recall the classification ofcountable ultrahomo-
geneous graphs given by Lachlan and Woodrow [12]:

- Gµ,ν , the union ofµ disjoint copies ofKν , whereµν = ω,
- GRado, the unique countable homogeneous universal graph, the Rado graph,
- Hn, the unique countable homogeneous universalKn-free graph, forn ≥ 3,
- the complements of these graphs.
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Example 5.3 By the main result of [10], for the rational line,Q, the poset of copies
〈P(Q),⊂〉 is forcing equivalent to the two-step iterationS∗π, whereS is the Sacks
forcing and1S 
 “π is aσ-closed forcing”. If the equality sh(S) = ℵ1 (implied
by CH) or PFA holds in the ground model, then in the Sacks extension the second
iterand is forcing equivalent to the poset(P (ω)/Fin)+.

The posetsBn, n ∈ [2, ω], from the Schmerl list are disconnected ultrahomo-
geneous digraphs (they are disjoint unions of copies ofQ) and, by Theorem 4.2,
the structures of the form

⋃

κ(Bn)e (or its other three variations given in Theorem
4.2) are ultrahomogeneous structures. For example, by Theorem 5.2 we have:

P(
⋃

3(B2)e) ∼= P(Q)6 ≡forc (S ∗ π)6;
P((

⋃

ω(B2)e)
c) andP(((

⋃

2(Bω)e)re)
c) are atomlessω1-closed posets, which

are forcing equivalent to the poset(P (ω)/Fin)+ under CH.

Example 5.4 For a cardinalν, the empty structure of sizeν, Aν = 〈ν, ∅〉, can be
regarded as an (empty) digraph withν components. Then(Aν)e ∼= Kν and for
the graphsGµ,ν from the Lachlan and Woodrow list we haveGµ,ν =

⋃

µ(Aν)e.
So, for n ∈ N, by Theorem 5.2,P(Gω,n), P(Gn,ω) andP(Gω,ω) are atomless
ω1-closed posets, which are forcing equivalent to the poset(P (ω)/Fin)+ under
CH. But, by [7] these posets are forcing equivalent to the posets (P (ω)/Fin)+,
((P (ω)/Fin)+)n and(P (ω×ω)/(Fin×Fin))+ respectively and in some models
of ZFC the last two of them are not forcing equivalent to the poset(P (ω)/Fin)+.
For the first one see [15] and for the second see Example 3.4.

Let U denote the class of all countable reflexive or irreflexive ultrahomogeneous
binary structures and let

B = {X ∈ U : X is biconnected},
D = {X ∈ U : X is a digraph},
De = {Xe : X ∈ D},
G = {X ∈ U : X is a graph},
T = {X ∈ U : X is a tournament}.

By Lemma 5.5, the relations between these classes are displayed in Figure 1.

Lemma 5.5 LetY ∈ D. Then
(a)Y ∈ B iff Y is connected iffYe ∈ B;
(b) Y ∈ De iff Y is a tournament;
(c) Y ∈ G iff Y = Aω iff Ye = Kω iff Ye ∈ G.

Proof. The first equivalence in (a) is true sinceYc is connected, for each digraph
Y. SinceYe is connected, by Fact 4.4(d) we haveYe ∈ B iff (Ye)

c = (Y−1)re is
connected iffY−1 is connected iffY is connected. The statements (b) and (c) are
evident. ✷
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Figure 1: Countable reflexive or irreflexive ultrahomogeneous binary structures

By Theorem 4.1 the classD of digraphs generates all structures fromU \ B in a
very simple way. By Theorem 5.2 and Fact 4.4(d), a forcing-related classification
of the posetsP(X) for the structuresX ∈ D ∩ B would provide a classification for
the structuresX belonging to a much wider class:D∪Dre ∪De ∪ (De)re ∪U \B,
where for a classX we defineXre = {Xre : X ∈ X}. So, if, in addition, we obtain
a corresponding classification forX ∈ G ∩ B and hence, forG ∪ Gre, it remains to
investigate the posetsP(X) for biconnected irreflexive structuresX which are not:
graphs (and, hence,T2 →֒ X), digraphs (and, hence,K2 →֒ X), enlarged digraphs
(and, hence,A2 →֒ X), thus they do not have forbidden substructures of size 2.
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