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DIFFERENT SIMILARITIES

Milo š S. Kurili ć1

Abstract

We establish the hierarchy among twelve equivalence relations (similari-
ties) on the class of relational structures: the equality, the isomorphism,
the equimorphism, the full relation, four similarities of structures induced
by similarities of their self-embedding monoids and intersections of these
equivalence relations. In particular, fixing a languageL and a cardinalκ,
we consider the interplay between the restrictions of thesesimilarities to the
classModL(κ) of all L-structures of sizeκ. It turns out that, concerning
the number of different similarities and the shape of the corresponding Hasse
diagram, the class of all structures naturally splits into three parts: finite
structures, infinite structures of unary languages, and infinite structures of
non-unary languages (where all these similarities are different).
2010 Mathematics Subject Classification: 03C07, 20M20, 06A06, 03E40.
Keywords: relational structure, isomorphic substructure, partialorder, self-
embedding monoid, isomorphism, equimorphism, forcing-equivalence.

1 Introduction

If X is a relational structure,Emb(X) the monoid of its self-embeddings and
P(X) = {f [X] : f ∈ Emb(X)} the set of copies ofX insideX, then the poset
〈P(X),⊂〉 (isomorphic to the inverse of the right Green’s order onEmb(X)) con-
tains a certain information aboutX and the equalityP(X) = P(Y) defines an
equivalence relation on the class of all relational structures. WritingP(X) instead
of 〈P(X),⊂〉, some coarser classifications of structures are obtained ifthe equal-
ity is replaced by the following weaker conditions:P(X) ∼= P(Y) (implied by
Emb(X) ∼= Emb(Y)), sqP(X) ∼= sqP(Y) (wheresqP denotes the separative quo-
tient of a posetP), andP(X) ≡ P(Y) (the forcing equivalence of posets of copies).
Concerning the last (and the coarsest non-trivial) similarity relation we note that
the forcing related properties of posets of copies was investigated for countable
structures in general in [6], for equivalence relations andsimilar structures in [7],
for ordinals in [8], for scattered and non-scattered linearorders in [9] and [11], and
for several ultrahomogeneous structures in [10],[11],[12], and [13].

In this paper we investigate the interplay between the four similarity relations
mentioned above and the similarities defined by the conditionsX = Y, X ∼= Y,
andX⇄ Y (equimorphism, bi-embeddability).
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In Section 2 we establish the hierarchy displayed in Figure 1, which, more
precisely, contains the implications between the similarities on the class ofpairs
〈X, L〉, whereL is a language andX anL-structure. (The language must be in-
cluded in the game because, otherwise, since the structureX = 〈ω, 〈∅〉〉 can be
regarded as anL-structure for each languageL of size 1, it is not clear whatX ∼= Y
means). So, the conditions displayed in the diagram define when the pairs〈X, L1〉
and〈Y, L2〉 are similar (clearly, the equalityL1 = L2 follows fromX ∼= Y and
X ⇄ Y and we omit it). Thus, for example, linen denotes the statement that
equimorphic structures have forcing-equivalent posets ofcopies.

In Section 3 we fix a languageL and a setX and restrict our analysis to the
classModL(X) of L-structures with the domainX. It turns out that for a non-
unary languageL and infinite setX in the diagram from Figure 1 restricted to the
classModL(κ) all the implicationsa - o are proper and there are no new impli-
cations (except the ones following from transitivity). On the other hand, for finite
structures or unary languages the diagram collapses significantly.

A few words on notation. LetL = 〈Ri : i ∈ I〉 be a relational language, where
arL(Ri) = ni ∈ N, i ∈ I and letX be a non empty set. IfX = 〈X, 〈ρi : i ∈ I〉〉
is anL-structure and∅ 6= A ⊂ X, then〈A, 〈ρi ↾ A : i ∈ I〉〉 is asubstructureof
X, whereρi ↾ A = ρi ∩ A

ni , for i ∈ I. If Y = 〈Y, 〈σi : i ∈ I〉〉 is anL-structure
too, a mappingf : X → Y is anembedding(we writef : X →֒ Y) iff f is an
injection and for alli ∈ I andx1, . . . xni

∈ X we have〈x1, . . . , xni
〉 ∈ ρi ⇔

〈f(x1), . . . , f(xni
)〉 ∈ σi. LetEmb(X,Y) denote the set of such embeddings and

P(X,Y) = {B ⊂ Y : 〈B, 〈σi ↾ B : i ∈ I〉〉 ∼= X} = {f [X] : f ∈ Emb(X,Y)}.
In particular,Emb(X) := Emb(X,X) andP(X) := {f [X] : f ∈ Emb(X)} =
{A ⊂ X : 〈A, 〈ρi ↾ A : i ∈ I〉〉 ∼= X}. If f ∈ Emb(X,Y) is a surjection, it is an
isomorphism, we writef ∈ Iso(X,Y), and the structuresX andY areisomorphic,
in notationX ∼= Y. If, in particular,Y = X, thenf is called anautomorphismof
the structureX andAut(X) denotes the set of all such mappings. StructuresX and
Y are calledequimorphic, in notationX⇄ Y, iff X →֒ Y andY →֒ X.

Theright Green’s pre-order�R on the monoid〈EmbX, ◦, idX〉 is defined by:
f �R g iff f ◦ h = g, for someh ∈ EmbX. The right Green’s equivalence
relation ≈R on EmbX, given by: f ≈R g iff f �R g andg �R f , determines
the antisymmetric quotient〈EmbX/≈R,�R〉, theright Green’s order. It is easy
to check that〈EmbX/≈R,�R〉 ∼= 〈P(X),⊃〉 so the results of this paper can be
regarded as statements about transformation semigroups.

A partial orderP = 〈P,≤〉 is calledseparativeiff for eachp, q ∈ P satisfying
p 6≤ q there isr ∈ P such thatr ≤ p andr ⊥ q. Theseparative modificationof
P is the pre-ordersmP = 〈P,≤∗〉, wherep ≤∗ q iff ∀r ≤ p ∃s ≤ r s ≤ q. The
separative quotientof P is the separative partial ordersqP = 〈P/=∗,E〉, where
p =∗ q ⇔ p ≤∗ q ∧ q ≤∗ p and [p] E [q] ⇔ p ≤∗ q. If P is a separative partial
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Figure 1: The hierarchy of similarities between relationalstructures

order, byroP we will denote theBoolean completionof P. For a pre-orderP let
ge(P) = {VP[G] : G is aP-generic filter overV }. Two pre-ordersP andQ are said
to beforcing equivalent, in notationP ≡ Q, iff ge(P) = ge(Q).

Fact 1.1 LetP,Q andPi, i ∈ I, be partial orderings. Then
(a) P ∼= Q⇒ smP ∼= smQ⇒ sqP ∼= sqQ⇒ ro sqP ∼= ro sqQ⇒ P ≡ Q;
(b) P ≡ smP ≡ sqP ≡ (ro sqP)+;
(c) sq(

∏

i∈I Pi)
∼=

∏

i∈I sqPi.

2 Implications

In this section we establish the implicationsa - o from Figure 1. In Section 3 we
will show that, regarding the class of all relational structures, there are no new im-
plications in Figure 1 (except the ones which follow from thetransitivity). First, the



4 Miloš S. Kurilić

implicationsa, b, c, d, e, g, h, k, l, ando are evident, whilei, j andm follow from
Fact 1.1(a). In the sequel we prove the equivalencero sqP(X) ∼= ro sqP(Y) ⇔
P(X) ≡ P(Y) and the implicationsf andn (see Theorems 2.7 and 2.10).

2.1 Intermezzo: the homogeneity of Boolean completions

Here we prove that the Boolean completion of the poset of copies of a relational
structure is a homogeneous Boolean algebra. We recall that apartial orderP =
〈P,≤〉 is calledhomogeneousiff it has a largest element andP ∼= p ↓, for each
p ∈ P and that a Boolean algebraB is called ahomogeneous Boolean algebraiff
B ∼= b↓, for eachb ∈ B+. It is known that the Boolean completion of a separative
homogeneous partial orderP is a homogeneous Boolean algebra (see [4], p. 181)
and, by Theorem 2.2 of [6], the posets of the formP(X) are homogeneous but it is
easy to see that they are not separative in most of the cases. So, in order to prove
that the Boolean completionsro sqP(X) are homogeneous algebras, we show that
in the theorem mentioned above the separativity ofP can be omitted and that the
assumption of homogeneity can be relaxed. Namely, defining apartial orderP to
bequasi homogeneousiff for eachp ∈ P there is a dense subset ofP isomorphic
to a dense subset ofp↓, we have the following generalization.

Theorem 2.1 The Boolean completion of a quasi homogeneous partial orderP is
a homogeneous Boolean algebra.

Proof. The statement is a consequence of the following two claims. Namely, ifP is
a quasi homogeneous partial ordering, then, by Claim 2.2,sqP is a separative quasi
homogeneous partial order and, by Claim 2.3, the algebraro sqP is homogeneous.

Claim 2.2 The separative quotient of a quasi homogeneous partial order is quasi
homogeneous.

Proof. Let P = 〈P ≤〉 be a quasi homogeneous partial order,sqP = 〈P/=∗,E〉
andp ∈ P . LetD be a dense subset ofP andf : 〈D,≤〉 → 〈p↓,≤〉 an embedding
such thatf [D] is a dense subset ofp↓. First we prove that

∀q, r ∈ D (q ≤∗ r ⇔ f(q) ≤∗ f(r)). (1)

Let q, r ∈ D. If q ≤∗ r, then eachs ≤ q is compatible withr and we prove that
eachu ≤ f(q) is compatible withf(r). If u ≤ f(q), thenu ≤ p and, sincef [D]
is dense inp ↓, there iss ∈ D such thatf(s) ≤ u. Sincef is an embedding and
f(s) ≤ f(q) we haves ≤ q and, sinceq ≤∗ r, there ist ≤ s, r, and, moreover
there ist′ ∈ D such thatt′ ≤ t which impliesf(t′) ≤ f(s) ≤ u andf(t′) ≤ f(r).
Thusu 6⊥ f(r).



Different similarities 5

Assuming thatf(q) ≤∗ f(r) ands ≤ q we show thats 6⊥ r. If s ≤ q and
s′ ∈ D, wheres′ ≤ s, thenf(s′) ≤ f(q) and, sincef(q) ≤∗ f(r), there is
v ≤ f(s′), f(r) ≤ p. Sincef [D] is dense inp↓, there ist ∈ D such thatf(t) ≤ v.
Sincef is an embedding we havet ≤ s′, r and, hence,s 6⊥ r. So (1) is true.

It is evident that the setD := {[q] : q ∈ D} is a dense suborder of the partial
order〈P/=∗,E〉 and we prove that the mapping

F : 〈D,E〉 → 〈[p]↓,E〉,

given byF ([q]) = [f(q)], is an embedding. First, forq, r ∈ D by (1) we have
[q] = [r] iff q =∗ r iff q ≤∗ r ∧ r ≤∗ q iff f(q) ≤∗ f(r) ∧ f(r) ≤∗ f(q) iff
f(q) =∗ f(r) iff [f(q)] = [f(r)] iff F ([q]) = F ([r]) and, thus,F is a well defined
injection. Second, forq ∈ D we havef(q) ≤ p, which impliesf(q) ≤∗ p and,
hence,[f(q)] E [p], that isF ([q]) ∈ [p] ↓. ThusF [D] ⊂ [p] ↓. Finally, by (1),
for q, r ∈ D we have[q] E [r] iff q ≤∗ r iff f(q) ≤∗ f(r) iff [f(q)] E [f(r)] iff
F ([q]) E F ([r]) and, thus,F is a strong homomorphism.

Now we prove thatF [D] is a dense set in the poset〈[p]↓,E〉. If [q] E [p], then
there iss ≤ p, q and, sincef [D] is dense inp↓, there isu ∈ D such thatf(u) ≤ s.
Now,f(u) ≤ q impliesf(u) ≤∗ q thusF ([u]) = [f(u)] E [q] andF ([u]) ∈ F [D].

Thus the partial ordersqP is quasi homogeneous indeed. ✷

Claim 2.3 The Boolean completion of a separative quasi homogeneous partial
ordering is a homogeneous complete Boolean algebra.

Proof. Let P = 〈P ≤〉 be a separative quasi homogeneous partial order. First we
show that

∀p ∈ P roP ∼= ro(p↓). (2)

If p ∈ P , then there is a dense subsetD of P and an embeddingf : D →֒ p ↓
such thatf [D] is a dense subset ofp↓. ThusD andf [D] are isomorphic separative
posets, which implies thatroD ∼= ro f [D]. In addition,D is a dense suborder
of the separative orderP, which, by the uniqueness of the Boolean completion,
impliesroP ∼= roD and, similarly,ro f [D] ∼= ro(p↓) and (2) is true.

Let B = roP, b ∈ B+ and w.l.o.g. suppose thatP is a dense suborder ofB+.
Then there isp ∈ P such thatp ≤B b. Clearly the set(p ↓)B ∩ P = (p ↓)P is a
dense suborder of the relative algebra(p ↓)B, which implies(p ↓)B ∼= ro((p ↓)P)
so, by (2),(p↓)B ∼= roP ∼= B. It is well known that, ifB is aσ-complete Boolean
algebra,a, b ∈ B, a ≤ b andB ∼= a ↓, thenB ∼= b ↓ (see [4], p. 180). So we have
b↓∼= B. ✷
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Example 2.4 Clearly homogeneous partial orders are quasi homogeneous,but the
converse is not true. LetR be the real line and

P =
〈

{(a, b] : a, b ∈ R ∧ a < b} ∪ {R},⊂
〉

.

Then forp = (a, b] we havep ↓6∼= P, since the largest element ofP is not the
supremum of two smaller elements. ThusP is not a homogeneous partial order.
On the other hand, iff : R→ (a, b) is an isomorphism, then it is easy to show that
the mappingF : P → p↓ defined byF (R) = p andF ((c, d]) = (f(c), f(d)] is an
embedding and thatF [P ] is a dense subset ofp↓. Thus the partial orderP is quasi
homogeneous. We note thatP is, in addition, separative.

Theorem 2.5 For each relational structureX the Boolean completionro sqP(X)
of the posetP(X) is a homogeneous complete Boolean algebra, forcing equivalent
to P(X). All generic extensions byP(X) are elementarily equivalent.

Proof. By Theorem 2.2 of [6] the posetP(X) is homogeneous and, by Theorem
2.1, ro sqP(X) is a homogeneousthe algebra. By Fact 1.1(b) the posetsP(X) and
ro sqP(X) are forcing equivalent. By Theorem 4.3 of [6] either| sqP(X)| = 1,
and then all generic extensions are trivial, orsqP(X) is an atomless poset, and
thenB := ro sqP(X) is an infinite homogeneous complete Boolean algebra. This
implies that for eacha, b ∈ B \ {0, 1} there isf ∈ Aut(B) such thatf(a) = b (see
[4], Proposition 9.13) and, henceB+ is a weakly homogeneous partial order (we
recall that a partial orderP = 〈P,≤〉 is calledweakly homogeneousiff for each
p, q ∈ P there isf ∈ Aut(P) such thatf(p) 6⊥ q). By a known fact concerning
weakly homogeneous partial orders (see [5], p. 245), for each sentenceϕ of the
language of set theory we have1  ϕ or 1  ¬ϕ. Thus all generic extensions by
P(X) satisfy the same set of sentences. ✷

2.2 Forcing-equivalence and isomorphism of Boolean completions

Here we show that the posets of copies of two structures are forcing equivalent iff
their Boolean completions are isomorphic.

Fact 2.6 If B and C are complete Boolean algebras such that someB-generic
extension is equal to someC-generic extension, then

(a) There areb ∈ B andc ∈ C such thatb↓∼= c↓ (see [3], p. 267);
(b) If B andC are homogeneous algebras, thenB ∼= C. So,B ≡ C⇔ B ∼= C.

Proof. (b) If b ∈ B andc ∈ C are the elements from (a), by the homogeneity we
haveB ∼= b↓ andC ∼= c↓ and, hence,B ∼= C. ✷
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Theorem 2.7 LetX andY be arbitrary relational structures. Then
(a) P(X) ≡ P(Y) iff ro sqP(X) ∼= ro sqP(Y);
(b) The collectionsgeP(X) andgeP(Y) are either disjoint or equal.

Proof. (a) By Fact 1.1(b), Fact 2.6(b) and Theorem 2.5,P(X) ≡ P(Y) iff ro sqP(X)
≡ ro sqP(Y) iff ro sqP(X) ∼= ro sqP(Y).

(b) If geP(X) ∩ geP(Y) 6= ∅, then by Fact 1.1(b) and Fact 2.6(b) we have
ro sqP(X) ∼= ro sqP(Y), which impliesge(ro sqP(X)) = ge(ro sqP(Y)), that is
geP(X) = geP(Y). ✷

2.3 Isomorphic structures, equimorphic structures

In this section we prove that the posets of copies of isomorphic (resp. equimorphic)
structures are isomorphic (resp. have isomorphic Boolean completions). We will
use the following elementary fact.

Fact 2.8 Let 〈P,≤〉 be a pre-order andp ∈ P. Then
(a) If G is aP-generic filter overV andp ∈ G, thenG ∩ p ↓ is a p ↓-generic

filter overV andVP[G] = Vp↓[G ∩ p↓];
(b) If H is ap↓-generic filter overV , thenH ↑ is aP-generic filter overV and

Vp↓[H] = VP[H ↑].

Lemma 2.9 If X andY are structures of the same language,h : X →֒ Y, and
C = h[X], then the mappingF : P(X) → (C ↓)P(X,Y) defined byF (A) = h[A],
for A ∈ P(X), is an isomorphism of the posets〈P(X),⊂〉 and〈(C ↓)P(X,Y),⊂〉.

Proof. For A ∈ P(X) there isϕ : X →֒ X such thatϕ[X] = A and, clearly,
h ◦ ϕ : X →֒ Y, thush[ϕ[X]] = h[A] ∈ P(X,Y) andh[A] ⊂ h[X] = C, which
implies thath[A] ∈ (C ↓)P(X,Y). SoF [P(X)] ⊂ (C ↓)P(X,Y).

Sinceh is an injection, for eachA,B ∈ P(X) we haveF (A) ⊂ F (B) iff
h[A] ⊂ h[B] iff h−1[h[A]] ⊂ h−1[h[B]] iff A ⊂ B, thusF is an embedding.

If D ∈ P(X,Y) andD ⊂ C, thenh[h−1[D]] = D and the surjective restriction
h | h−1[D] : h−1[D] → D is an isomorphism, which impliesh−1[D] ∈ P(X). In
additionF (h−1[D]) = h[h−1[D]] = D thusF is onto. ✷

Theorem 2.10 If X andY are structures of the same relational language, then
(a)X ∼= Y ⇒ P(X) ∼= P(Y);
(b)X⇄ Y ⇒ ro sqP(X) ∼= ro sqP(Y).
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Proof. (a) If h : X → Y is an isomorphism, then, by Lemma 2.9,〈P(X),⊂〉 ∼=
〈P(X,Y),⊂〉 and, clearly,〈P(X,Y),⊂〉 = 〈P(Y),⊂〉.

(b) Letf : X →֒ Y, g : Y →֒ X andP(Y)↑= {S ⊂ Y : ∃B ∈ P(Y) B ⊂ S}.
First we show thatP(X,Y) := {h[X] | h : X →֒ Y} is a dense suborder of

〈P(Y) ↑,⊂〉. If C ∈ P(X,Y) andh : X →֒ Y, whereC = h[X], then, clearly,
h ◦ g : Y →֒ Y and, hence,h[g[Y ]] ∈ P(Y) andh[g[Y ]] ⊂ h[X] = C, which
impliesC ∈ P(Y)↑. ThusP(X,Y) ⊂ P(Y)↑. LetS ∈ P(Y)↑, B ∈ P(Y), where
B ⊂ S andψ : Y →֒ Y, whereB = ψ[Y ]. Now ψ ◦ f : X →֒ Y and, hence,
ψ[f [X]] ∈ P(X,Y) andψ[f [X]] ⊂ ψ[Y ] = B ⊂ S. ThusP(X,Y) is dense in
〈P(Y)↑,⊂〉. SinceP(Y) is dense in〈P(Y)↑,⊂〉 as well, we have

〈P(X,Y),⊂〉 ≡ 〈P(Y),⊂〉. (3)

Now letW be a generic extension byP(Y). By (3)W = VP(X,Y)[G], whereG is
aP(X,Y)-generic filter overV . LetC ∈ G. By Fact 2.8(a) we haveVP(X,Y)[G] =
VC↓[G ∩ C ↓] and, if F : 〈P(X),⊂〉 → 〈(C ↓)P(X,Y),⊂〉 is the isomorphism
defined in Lemma 2.9, thenH := F−1[G ∩ C ↓] is aP(X)-generic filter overV
andVC↓[G ∩ C ↓] = VP(X)[H]. ThusW = VP(X)[H] and, by Theorem 2.7(b),
P(X) ≡ P(Y). Now, by Theorem 2.7(a),ro sqP(X) ∼= ro sqP(Y). ✷

3 The hierarchy of similarities on the class ModL(X)

Now we restrict our consideration to some smaller classes ofstructures. IfL =
〈Ri : i ∈ I〉 is a language,X a fixed set andρ = 〈ρi : i ∈ I〉 ∈ IntL(X), we will
abuse notation writingP(ρ) instead ofP(〈X, ρ〉) and〈P(〈X, ρ〉),⊂〉 whenever the
context admits it. So, restricting our similarity relations to the setModL(X) or,
equivalently, to the corresponding set of interpretations, IntL(X), we obtain the
following equivalence relations: forρ = 〈ρi : i ∈ I〉, σ = 〈σi : i ∈ I〉 ∈ IntL(X)
(writing ρ ∼= σ instead of〈X, ρ〉 ∼= 〈X,σ〉 and similarly forρ⇄ σ) we define

ρ ∼0 σ ⇔ ρ = σ ρ ∼6 σ ⇔ P(ρ) ∼= P(σ)
ρ ∼1 σ ⇔ P(ρ) = P(σ) ∧ ρ ∼= σ ρ ∼7 σ ⇔ sqP(ρ) ∼= sqP(σ) ∧ ρ⇄ σ
ρ ∼2 σ ⇔ P(ρ) = P(σ) ∧ ρ⇄ σ ρ ∼8 σ ⇔ sqP(ρ) ∼= sqP(σ)
ρ ∼3 σ ⇔ ρ ∼= σ ρ ∼9 σ ⇔ ρ⇄ σ
ρ ∼4 σ ⇔ P(ρ) = P(σ) ρ ∼10 σ ⇔ P(ρ) ≡ P(σ)
ρ ∼5 σ ⇔ P(ρ) ∼= P(σ) ∧ ρ⇄ σ ρ ∼11 σ ⇔ 0 = 0.

Then some implications between the similarities on the setModL(X) are displayed
in Figure 2.

It is natural to ask are there more implications in it (exceptthe ones which
follow from the transitivity), that is, are some of the implicationsa - o, in fact,
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Figure 2: Some implications between the similarities onModL(X)

equivalences. Concerning this question we will show that the class of all relational
structures splits into the following three parts: finite structures, infinite structures
of unary languages, and infinite structures of non-unary languages. (A language
L = 〈Ri : i ∈ I〉 is calledunary iff ar(Ri) = 1, for all i ∈ I. Structures of
unary languages will be calledunary structures). Let us call a classC of structures
aCantor-Schr̈oder-Bernstein (CSB) classiff

∀X,Y ∈ C (X⇄ Y ⇒ X ∼= Y).

For finite structures the diagram from Figure 2 collapses significantly.

Example 3.1 If L is an arbitrary relational language andX a finite set, then for
eachρ ∈ IntL(X) we haveP(ρ) = {X}, becauseX ∈ P(X, ρ) ⊂ [X]|X| =
{X}. Thus,∼4 is the full relation, which implies that∼4=∼6=∼8=∼10=∼11.
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In addition, ModL(X) is a CSB class. Namely, ifρ, σ ∈ IntL(X) and ρ ⇄

σ, then there is an embeddingf : 〈X, ρ〉 → 〈X,σ〉, and, sinceX is a finite
set, f is an isomorphism, thusρ ∼= σ. So we have∼9⊂∼1, which implies
∼1=∼2=∼3=∼5=∼7=∼9. Since〈X, 〈∅, ∅, . . .〉〉 6∼= 〈X, 〈Xni : i ∈ I〉〉, we
have∼3 6=∼11. If |X| > 1, let a andb be different elements ofX, i0 ∈ I, and let
ρ, σ ∈ IntL(X), whereρi0 = {〈a, a, . . . , a〉}, σi0 = {〈b, b, . . . , b〉} ⊂ Xni0 and
ρi = σi = ∅, for i 6= i0. Thenρ 6=0 σ, butρ ∼= σ and, hence,∼0 6=∼1. Thus Figure
3 describes the hierarchy of the similarities∼k on the setModL(X), if |X| > 1.

We prove that∼0=∼1 ⇔ |X| = 1. LetX = {x} andρ, σ ∈ IntL(X), where
ρ ∼1 σ. Then there is an isomorphismf : 〈{x}, ρ〉 → 〈{x}, σ〉 and, consequently,
for eachi ∈ I we have〈x, x, . . . , x〉 ∈ ρi ⇔ 〈x, x, . . . , x〉 ∈ σi and, hence,
ρi = σi. Soρ = σ, that isρ ∼0 σ and the inclusion∼1⊂∼0 is proved.

r

r

r ∼4 = ∼6 = ∼8 = ∼10 = ∼11 = the full relation

∼1 = ∼2 = ∼3 = ∼5 = ∼7 = ∼9 = the isomorphism

∼0 = the equality

Figure 3: The similarities on the classModL(X), if 1 < |X| < ω

3.1 Infinite unary structures

In this subsection we assume thatL = 〈Ri : i ∈ I〉 is a unary relational language.
If X = 〈X, 〈ρi : i ∈ I〉〉 is anL-structure, it is easy to check that the binary relation
≈ on the setX defined by:x ≈ y ⇔ ∀i ∈ I (x ∈ ρi ⇔ y ∈ ρi) is an equivalence
relation. Then[x] := {y ∈ X : y ≈ x} is the equivalence class ofx ∈ X, and
if X/≈ = {Xj : j ∈ J} is the corresponding partition we defineκj := |Xj |, for
j ∈ J , andJ0 := {j ∈ J : |Xj | < ω}.

Theorem 3.2 LetX = 〈X, 〈ρi : i ∈ I〉〉 be a unary structure. Then
(a) If f : X → X is an injection, thenf ∈ Emb(X) ⇔ ∀x ∈ X f [[x]] ⊂ [x];
(b) If J0 = J , thenP(X) = {X};
(c) If J0 6= J , then the posetP(X) is atomless and we have

P(X) ∼=
∏

j∈J\J0
〈[κj ]

κj ,⊂〉 and sqP(X) ∼=
∏

j∈J\J0
(P (κj)/[κj ]

<κj )+.
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Proof. (a) If f ∈ Emb(X) andx ∈ X, thenx ∈ ρi ⇔ f(x) ∈ ρi, for eachi ∈ I,
thusx ≈ f(x). So fory ∈ [x] we havef(y) ≈ y ≈ x and, hence,f(y) ∈ [x].

Let f [[x]] ⊂ [x], for all x ∈ X. Then, forx ∈ X, x ∈ [x] impliesf(x) ∈ [x],
that isf(x) ≈ x. Hence∀i ∈ I ∀x ∈ X (x ∈ ρi ⇔ f(x) ∈ ρi), sof ∈ Emb(X).

(b) LetJ0 = J . By (a), forf ∈ Emb(X) andx ∈ X we havef [[x]] ⊂ [x] and,
since|[x]| < ω, f [[x]] = [x], which impliesf [X] = X.

(c) If f ∈ Emb(X), then, by (a),f [Xj ] = Xj , for all j ∈ J0, andCj :=
f [Xj] ∈ [Xj ]

κj , for all j ∈ J \ J0. Thus the inclusion “⊂” in the equality

P(X) =
{

⋃

j∈J0
Xj ∪

⋃

j∈J\J0
Cj : 〈Cj : j ∈ J \ J0〉 ∈

∏

j∈J\J0
[Xj ]

κj

}

(4)

is proved. On the other hand, if〈Cj : j ∈ J \ J0〉 ∈
∏

j∈J\J0
[Xj ]

κj and if
we choose bijectionsϕj : Xj → Cj , for all j ∈ J \ J0, then by (a) we have
f =

⋃

j∈J0
idXj

∪
⋃

j∈J\J0
ϕj ∈ Emb(X) and, hence,

⋃

j∈J0
Xj ∪

⋃

j∈J\J0
Cj ∈

P(X), so (4) is true. Thus the mappingF :
∏

j∈J\J0
〈[Xj ]

κj ,⊂〉 → 〈P(X),⊂〉
given by

F (〈Cj : j ∈ J \ J0〉) =
⋃

j∈J0
Xj ∪

⋃

j∈J\J0
Cj

is a well-defined surjection and, since{Xj : j ∈ J} is a partition ofX, it is an
injection. It is easy to see thatF is an order isomorphism. By Fact 1.1(c) we have
sq〈P(X),⊂〉 ∼=

∏

j∈J\J0
sq〈[κj ]

κj ,⊂〉 =
∏

j∈J\J0
(P (κj)/[κj ]

<κj )+. ✷

Lemma 3.3 Letκ ≥ ω be a cardinal,U ⊂ κ andλ := min{|U |, |κ \ U |}. Then
ρ = 〈U, ∅, ∅, . . .〉 ∈ IntL(κ) and we have

(a) P(ρ) = {C1 ∪ C2 : C1 ∈ [U ]|U | ∧C2 ∈ [κ \ U ]|κ\U |};
(b) P(ρ) ∼= 〈[κ]κ,⊂〉 × 〈[λ]λ,⊂〉;
(c) sqP(ρ) ∼= (P (κ)/[κ]<κ)+ × (P (λ)/[λ]<λ)+, where, by convention, for

λ ∈ ω, by (P (λ)/[λ]<λ)+ we denote the one-element poset.

Proof. For x, y ∈ κ we have:x ≈ y iff x ∈ ρi ⇔ y ∈ ρi, for all i ∈ I, iff
x ∈ U ⇔ y ∈ U . Thusκ/ ≈= {U, κ \ U} and we apply Theorem 3.2. ✷

Fact 3.4 (a) If κ > ω is a regular cardinal and2κ = κ+, thenro(P (κ)/[κ]<κ) ∼=
Col(ω, 2κ) (Balcar, Vop̌enka [1]; see also [2], p. 380).

(b) Under CH, all separative atomlessω1-closed posets of sizeω1 are forcing
equivalent (for example toCol(ω1, ω1)) (folklore).

(c) If λ > ω is a cardinal andP a poset of sizeλ such that1P  |λ̌| = ω̌, then
roP ∼= Col(ω, λ) (see [3], p. 277).

(d) If B is a Boolean algebra of size> 2, thenB+ 6∼= B+ × B+.
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Proof. (d) The sentence∀x 6= 1 ∃1y (x ⊥ y & x ∨ y = 1) is true in the posetB+,
but it is not true inB+ × B+. Namely, since|B| > 2, there isa ∈ B+ \ {1} and
we havex := 〈1, a〉 ∈ (B+ ×B+) \ {〈1, 1〉} anda′ ∈ B+, but for eachb ∈ B+ we
have〈1, a〉 ⊥ 〈b, a′〉 and〈1, a〉 ∨ 〈b, a′〉 = 〈1, 1〉. ✷

Theorem 3.5 For any unary languageL and infinite cardinalκ we have
(a) ModL(κ) is a CSB class;
(b) Figure 4 describes the hierarchy of the similarities∼k, for k 6= 8, 10, on

the setModL(κ). In addition we have∼8 6= ∼11.
(c) If κ is a regular cardinal and2κ = κ+, then∼8 6= ∼10.

❅
❅

❅

�
�
�

�
�
�

❅
❅

❅

r

r

r r

r

r ∼11 = the full relation

∼1 = ∼2

∼4

= the equality ofP(X)

∼6 = the isomorphism ofP(X)

∼3 = ∼5 = ∼7 = ∼9

= the isomorphism= the equimorphism

∼0 = the equality

Figure 4: The similarities onModL(κ), for unaryL and infiniteκ

Proof. LetL = {Ri : i ∈ I}.
(a) Assuming thatρ = 〈ρi : i ∈ I〉, σ = 〈σi : i ∈ I〉 ∈ IntL(κ) andρ⇄ σ we

show thatρ ∼= σ. By the assumption, there are embeddings

f : 〈κ, ρ〉 →֒ 〈κ, σ〉 and g : 〈κ, σ〉 →֒ 〈κ, ρ〉. (5)

Let ≈ρ and≈σ be the equivalence relations determined by the interpretations ρ
andσ respectively (see Theorem 3.2) and, forx ∈ κ, let [x]ρ and [x]σ be the
corresponding equivalence classes. First we prove that

∀x ∈ κ f [[x]ρ] ⊂ [f(x)]σ and ∀x ∈ κ g[[x]σ ] ⊂ [g(x)]ρ. (6)

For a proof of the first statement we takex ∈ κ andy ∈ [x]ρ. Theny ≈ρ x, that is

∀i ∈ I (x ∈ ρi ⇔ y ∈ ρi), (7)



Different similarities 13

and, sincef is an embedding, we have

∀i ∈ I ∀x ∈ κ (x ∈ ρi ⇔ f(x) ∈ σi). (8)

We prove thatf(y) ∈ [f(x)]σ, which means thatf(y) ∈ σi ⇔ f(x) ∈ σi, for all
i ∈ I. So,f(y) ∈ σi iff (by (8)) y ∈ ρi iff (by (7)) x ∈ ρi iff (by (8)) f(x) ∈ σi.
Thus the first statement of (6) is proved and the second has a symmetric proof.

Let κ =
⋃

j∈J Xj and κ =
⋃

k∈K Yk be the partitions determined by the
relations≈ρ and≈σ respectively. By (6), ifj ∈ J andXj = [x]ρ, thenf [Xj ] ⊂
[f(x)]σ = Yk, for (a unique)k ∈ K. Similarly, for eachk ∈ K there is a unique
j ∈ J satisfyingg[Yk] ⊂ Xj so we define the functions

F : J → K by: F (j) = k iff f [Xj] ⊂ Yk, (9)

G : K → J by: G(k) = j iff g[Yk] ⊂ Xj, (10)

and prove that
G ◦ F = idJ and F ◦G = idK . (11)

By (5) we haveg ◦ f : 〈κ, ρ〉 →֒ 〈κ, ρ〉 and, by Theorem 3.2(a),

∀x ∈ X g[f [[x]ρ]] ⊂ [x]ρ. (12)

For j ∈ J we prove thatG(F (j)) = j. Let F (j) = k andx ∈ Xj . Then
Xj = [x]ρ, by (6)f [Xj] = f [[x]ρ] ⊂ [f(x)]σ = Yk′, for somek′ ∈ K, and, by (9)
f [Xj] ⊂ Yk, which impliesk′ = k. Thusf [[x]ρ] ⊂ Yk and, hence,

g[f [[x]ρ]] ⊂ g[Yk]. (13)

LetG(k) = j′. Then by (10) and (13) we haveg[f [[x]ρ]] ⊂ g[Yk] ⊂ Xj′ and, by
(12),g[f [[x]ρ]] ⊂ Xj, which impliesj′ = j. ThusG(F (j)) = G(k) = j and the
first equality in (11) is proved. The second equality has a similar proof.

Now we prove that
∀j ∈ J |Xj | = |YF (j)|. (14)

By (9) we have|Xj | = |f [Xj ]| ≤ |YF (j)| and, by (10) and (11),|YF (j)| =
|g[YF (j)]| ≤ |XG(F (j))| = |Xj |. So (14) is true.

By (14) there are bijectionsϕj : Xj → YF (j); letϕ =
⋃

j∈J ϕj : κ→ κ. Since
{Xj : j ∈ J} is a partition ofκ the mappingϕ is well defined. By (11)F : J → K
is a bijection and, since the mappingsϕj are surjections,ϕ is a surjection as well.
Since{Yk : k ∈ K} is a partition ofκ and the mappingsϕj are injections,ϕ is a
injection too. Thusϕ is a bijection fromκ ontoκ.
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In order to show thatϕ : 〈κ, ρ〉 → 〈κ, σ〉 is an isomorphism, that is

∀i ∈ I ∀x ∈ κ (x ∈ ρi ⇔ ϕ(x) ∈ σi), (15)

we takei0 ∈ I andx0 ∈ κ. Let j ∈ J , wherex0 ∈ Xj . ThenXj = [x0]ρ and
ϕ(x0) = ϕj(x0) ∈ YF (j) and, by (6) and (9),f(x0) ∈ [f(x0)]σ = YF (j). Thus
ϕ(x0) ≈σ f(x0), that is

∀i ∈ I (ϕ(x0) ∈ σi ⇔ f(x0) ∈ σi). (16)

Nowx0 ∈ ρi0 iff (by (8)) f(x0) ∈ σi0 iff (by (16)) ϕ(x0) ∈ σi0 and (15) is proved.
Thusϕ : 〈κ, ρ〉 → 〈κ, σ〉 is an isomorphism and, hence,ρ ∼= σ.

(b) By (a) we have∼9 ⊂ ∼3 which, according to Figure 2, implies that∼3 =
∼5 = ∼7 = ∼9 and∼1 = ∼2.

Let us prove that∼0  ∼1. If κ = A∪B, whereA∩B = ∅ andA,B ∈ [κ]κ,
thenρ := 〈A, ∅, ∅, . . .〉 6= σ := 〈B, ∅, ∅, . . .〉. By Lemma 3.3(a) we haveP(ρ) =
{C1 ∪C2 : C1 ∈ [A]κ ∧C2 ∈ [B]κ} = P(σ). If f : κ→ κ is a bijection satisfying
f [A] = B, thenf : 〈κ, ρ〉 → 〈κ, σ〉 is an isomorphism and, hence,ρ ∼1 σ, but
ρ 6∼0 σ.

Now we prove that∼3 6⊂ ∼4 and, hence,∼1  ∼3 and∼4  ∼6. Letx, y ∈ κ,
x 6= y and letρ := 〈{x}, ∅, ∅, . . .〉 andσ := 〈{y}, ∅, ∅, . . .〉. If f : κ → κ is a
bijection satisfyingf(x) = y, thenf : 〈κ, ρ〉 → 〈κ, σ〉 is an isomorphism and,
hence,ρ ∼3 σ. By Lemma 3.3(a) we have

P(ρ) = {C1 ∪C2 : C1 ∈ [{x}]1 ∧ C2 ∈ [κ \ {x}]κ} = {C ∈ [κ]κ : x ∈ C}

and, similarly,P(σ) = {C ∈ [κ]κ : y ∈ C}, which implies thatκ \ {y} ∈
P(ρ) \ P(σ). Thusρ 6∼4 σ.

Further we prove that∼4 6⊂ ∼3 and, hence,∼1  ∼4 and∼3  ∼6. Letx ∈ κ
andρ := 〈{x}, ∅, ∅, . . .〉 andσ := 〈κ \ {x}, ∅, ∅, . . .〉. Then, clearly,ρ 6∼= σ, that is
ρ 6∼3 σ. As above we haveP(ρ) = {C ∈ [κ]κ : x ∈ C} and, by Lemma 3.3(a),
P(σ) = {C1∪C2 : C1 ∈ [κ\{x}]κ∧C2 ∈ [{x}]1} = {C ∈ [κ]κ : x ∈ C} = P(ρ).
Thusρ ∼4 σ.

Finally we prove that∼8 6= ∼11, which implies∼6 6= ∼11. LetU ⊂ κ, where
|U | = |κ \ U | = κ and letρ := 〈∅, ∅, ∅, . . .〉 andσ := 〈U, ∅, ∅, . . .〉. Then, by
Lemma 3.3 (b) and (c),P(ρ) = 〈[κ]κ,⊂〉, P(σ) = 〈[κ]κ,⊂〉 × 〈[κ]κ,⊂〉, and

sqP(ρ) ∼= (P (κ)/[κ]<κ)+, (17)

sqP(σ) ∼= (P (κ)/[κ]<κ)+ × (P (κ)/[κ]<κ)+. (18)

By Fact 3.4(d), the poset(P (κ)/[κ]<κ)+ is not isomorphic to its square. So, by
(17) and (18) we haveρ 6∼8 σ.
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(c) For ρ andσ defined in the previous paragraph we haveρ 6∼8 σ and we
prove thatρ ∼10 σ. First we consider the case whenκ > ω. By (17) and Fact 3.4,
P(ρ) ≡ (Col(ω, 2κ))+. By (18), forcing by the posetsqP(σ) collapses2κ to ω
and, since the poset is of size2κ, by Fact 3.4(c) we havero sqP(σ) ∼= Col(ω, 2κ).
Thus the posetsP(ρ) andP(σ) are forcing equivalent, that isρ ∼10 σ. If κ = ω
we use Fact 3.4(b). ✷

The following theorem shows that the equivalence of the similarities∼8 (the
isomorphism ofsqP(X)) and∼10 (the isomorphism ofro sqP(X)) is independent
of ZFC even for the simplest unary language.

Theorem 3.6 If L is the language containing only one unary relational symbol,
then onModL(ω) we have∼8 = ∼6 and

∼10 =

{

∼11 if the poset(P (ω)/Fin)+ is forcing equivalent to its square,
∼6 otherwise.

So, the equality∼8 = ∼10 is independent of ZFC.

Proof. By Lemma 3.3, forU ⊂ ω, writing P(U) instead of〈P(ω,U),⊂〉, we have

P(U) ∼=

{

〈[ω]ω,⊂〉 if |U | < ω or |ω \ U | < ω,
〈[ω]ω,⊂〉2 otherwise;

(19)

sqP(U) ∼=

{

(P (ω)/Fin)+ if |U | < ω or |ω \ U | < ω,
((P (ω)/Fin)+)2 otherwise.

(20)

If U1, U2 ⊂ ω andU1 6∼6 U2, that isP(U1) 6∼= P(U2), then, by (19) and (20),
for example,sqP(U1) ∼= (P (ω)/Fin)+ and sqP(U2) ∼= ((P (ω)/Fin)+)2 and,
by Fact 3.4(d),sqP(U1) 6∼= sqP(U2), that isU1 6∼8 U2. Thus∼8 ⊂ ∼6, which
implies∼8 = ∼6.

If (P (ω)/Fin)+ ≡ ((P (ω)/Fin)+)2, then by (20) for eachU ⊂ ω we have
P(U) ≡ (P (ω)/Fin)+ and, hence∼10=∼11. Otherwise, if(P (ω)/Fin)+ 6≡
((P (ω)/Fin)+)2, then forU1, U2 ⊂ ω satisfyingU1 ∼10 U2 by Fact 1.1(b) we
havesqP(U1) ≡ sqP(U2) so, by the assumption and (20),sqP(U1) ∼= sqP(U2).
Thus∼10 ⊂ ∼8 and, hence∼10 = ∼8 = ∼6.

By Fact 3.4(b), CH implies that(P (ω)/Fin)+ ≡ ((P (ω)/Fin)+)2. But, by
a result of Shelah and Spinas [14], in the Mathias model thesetwo posets have
different distributivity numbers and, hence, they are not forcing equivalent. ✷
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∼1 = ∼2

∼4

∼6 = ∼8

∼3 = ∼5 = ∼7 = ∼9

∼0

∼10=∼11= the full relation

Figure 5: The similarities onMod〈R〉(ω) if (P (ω)/Fin)+ ≡ ((P (ω)/Fin)+)2

3.2 Infinite non-unary structures

For infinite structures of non-unary languages the diagram from Figure 2 does not
collapse at all. Namely the main result of this subsection isthe following theorem.

Theorem 3.7 If L is a non-unary relational language andκ an infinite cardi-
nal, then in the diagram from Figure 2 describing the similarities ∼k on the set
ModL(κ) all the implicationsa - o are proper and there are no new implications
(except the ones following from transitivity). Consequently, the same holds for the
diagram from Figure 1 related to the class of all relational structures.

Theorem 3.7 will be proved in two steps. First we will prove the statement for the
classModLb

(ω) of countable binary structures (whereLb = 〈R〉 andar(R) = 2)
and then, roughly speaking, make a correspondence between the classesModLb

(ω)
andModL(κ) preserving all the similarities∼k and their negations.

3.2.1 Proof of Theorem 3.7 for the class of countable binary structures

First, giving examples (i.e. constructing pairs of structures), we show that forL =
Lb and|X| = ω, in the diagram from Figure 2 all the implicationsa - o are proper.
We will use the following auxiliary claim.

Lemma 3.8 If P = 〈P,≤P 〉 andQ = 〈Q,≤Q〉 are partial orders andf : P → Q
a surjection such that for eachp1, p2 ∈ P we have

(i) p1 ≤P p2 ⇒ f(p1) ≤
∗
Q f(p2),

(ii) p1 ⊥P p2 ⇒ f(p1) ⊥Q f(p2),
thensqP ∼= sqQ.
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Proof. First we prove that for eachp1, p2 ∈ P we have

p1 ≤
∗
P p2 ⇔ f(p1) ≤

∗
Q f(p2). (21)

(⇒) Assumingp1 ≤∗
P p2 we have to prove that

∀q ≤Q f(p1) q 6⊥Q f(p2). (22)

Let q ≤Q f(p1). Sincef is onto, there isp3 ∈ P such thatf(p3) = q. Thus
f(p3) ≤Q f(p1) and, by (ii), there isp4 ≤P p3, p1. So, sincep1 ≤∗

P p2 we
havep4 6⊥P p2 namely there isp5 ≤P p4, p2. By (i) we havef(p5) ≤∗

Q f(p2),
which impliesf(p5) 6⊥Q f(p2) and, hence, there isq0 ≤Q f(p5), f(p2). Since
p5 ≤P p4 ≤P p3, by (i) we havef(p5) ≤∗

Q f(p3) = q and, hence,q0 ≤∗
Q q, which

impliesq0 6⊥Q q, so there isq′ ≤Q q0, q. Now q′ ≤Q q, f(p2) and (22) is proved.
(⇐) Assuming (22) we prove thatp1 ≤∗

P p2. So, takingp ≤P p1 we show
that p 6⊥P p2. By (i) we havef(p) ≤∗

Q f(p1) which implies that there isq ≤Q

f(p), f(p1). By (22) we haveq 6⊥Q f(p2) and, hence, there isq′ ≤Q q, f(p2).
Now q′ ≤Q f(p), f(p2) and, by (ii),p 6⊥P p2. Thus (21) is proved.

Now we show that〈P/=∗
P ,EP 〉 ∼=F 〈Q/=∗

Q,EQ〉, whereF ([p]) = [f(p)].
By (21), forp1, p2 ∈ P we have[p1] = [p2] iff p1 =∗

P p2 iff p1 ≤∗
P p2 ∧ p2 ≤

∗
P p1

iff f(p1) ≤∗
Q f(p2) ∧ f(p2) ≤

∗
Q f(p1) iff f(p1) =∗

Q f(p2) iff [f(p1)] = [f(p2)]
iff F ([p1]) = F ([p2]) andF is a well defined injection. Sincef is onto, forq ∈ Q
there isp ∈ P such thatq = f(p). ThusF ([p]) = [f(p)] = [q] andF is onto.

By (21) again,[p1] EP [p2] iff p1 ≤∗
P p2 iff f(p1) ≤∗

Q f(p2) iff [f(p1)] EQ

[f(p2)] iff F ([p1]) EQ F ([p2]). ThusF is an isomorphism. ✷

Example 3.9 The implicationa can not be reversed. LetX = 〈ω,≤〉 andY =
〈ω,≤f 〉, wheref : ω → ω is a bijection different from the identity and≤f=
{〈f(m), f(n)〉 : m ≤ n}. ThenX ∼= Y andP(X) = P(Y) = [ω]ω, butX 6= Y.

Example 3.10 The implicationsb andf can not be reversed. Let
X = 〈ω, {〈n, n + 1〉 : n ∈ ω} ∪ {〈2n, 2n〉 : n ∈ ω}〉 and
Y = 〈ω, {〈n, n + 1〉 : n ∈ ω} ∪ {〈2n + 1, 2n + 1〉 : n ∈ ω}〉.

ThenP(X) = P(Y) = {[2n,∞) : n ∈ ω} andX⇄ Y butX 6∼= Y.

Example 3.11 The implicationsc, e and g can not be reversed. Let us define
X = 〈ω, ω2 \ {〈0, 0〉}〉 andY = 〈ω, ω2 \ {〈1, 1〉}〉. ThenX ∼= Y andP(X) =
{A ∈ [ω]ω : 0 ∈ A} ∼= P(Y) = {A ∈ [ω]ω : 1 ∈ A}, butP(X) 6= P(Y).

Example 3.12 The implicationsd, h, k andn can not be reversed. LetX = 〈ω,≤〉
andY = 〈ω, ω × ω〉. ThenP(X) = P(Y) = [ω]ω and, hence,P(X) ∼= P(Y),
sqP(X) ∼= sqP(Y) andP(X) ≡ P(Y), butX 6⇄ Y.
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Example 3.13 The implicationsi andj can not be reversed. LetX = 〈(0, 1)Q,≤〉
andY = 〈(0, 1]Q,≤〉 be suborders of the rational line,Q. Then, clearly,X⇄ Y.

Since the elements ofP(X) are dense linear orders without end points, each
chain Ł in the poset〈P(X),⊂〉 has a supremum:

⋃

Ł. On the other hand, Ł=
{(0, 12 −

1
n
]Q : n ≥ 3} is a chain in the poset〈P(Y),⊂〉,

⋃

Ł = (0, 12 ) 6∈ P(Y) and
the sets(0, 12)Q ∪ {q}, q ∈ [12 , 1]Q, are upper bounds for Ł, but Ł does not have
a least upper bound. Thus the poset〈P(Y),⊂〉 is not chain complete and, hence,
P(X) 6∼= P(Y).

Using Lemma 3.8 we show thatsqP(X) ∼= sqP(Y). We remind the reader that
a linear orderL is called scattered iffQ 6 →֒ L. LetScatt denote the set of scattered
suborders ofQ. It is easy to see that forA,B ∈ P(X) we haveA ≤∗ B ⇔ A\B ∈
Scatt andA ⊥ B ⇔ A ∩ B ∈ Scatt (where≤∗ is the corresponding separative
modification) and that the same holds forA,B ∈ P(Y). Clearly, ifA ∈ P(Y), then
A \ {maxA} ⊂ (0, 1)Q and it is a copy ofX, so, the functionf : P(Y) → P(X),
given byf(A) = A \ {maxA}, is well defined and we show that it satisfies the
assumptions of Lemma 3.8. First, ifC ∈ P(X), thenC ⊂ (0, 1)Q and, clearly,
C∪{1} ∈ P(Y) andf(C∪{1}) = C. Thusf is a surjection. LetA,B ∈ P(Y). If
A ⊂ B, thenf(A)\f(B) = (A\{maxA})\(B\{maxB}) ⊂ {maxB} ∈ Scatt
and, hence,f(A) ≤∗ f(B) so (i) is true. IfA ⊥ B, that isA ∩ B ∈ Scatt, then,
clearly, f(A) ∩ f(B) ∈ Scatt, thusf(A) ⊥ f(B) and (ii) is true as well. By
Lemma 3.8 we havesqP(X) ∼= sqP(Y).

Example 3.14 The implicationm can not be reversed. By Example 4.4 of [6],
if X is the directed graph〈<ω2, ρ〉, whereρ = {〈ϕ,ϕai〉 : ϕ ∈ <ω2 ∧ i ∈ 2},
then〈P(X),⊂〉 = sq〈P(X),⊂〉 ∼= 〈<ω2,⊃〉. LetY be the directed graph〈<ω3, σ〉,
whereσ = {〈ϕ,ϕai〉 : ϕ ∈ <ω3 ∧ i ∈ 3}, then in a similar way we show that
〈P(Y),⊂〉 = sq〈P(Y),⊂〉 ∼= 〈<ω3,⊃〉. Clearlysq〈P(X),⊂〉 6∼= sq〈P(Y),⊂〉, but
ro sq〈P(X),⊂〉 ∼= ro sq〈P(Y),⊂〉 ∼= Borel /M.

Example 3.15 The implicationl can not be reversed. LetX be the directed graph
from Example 3.14 and letY be the directed graph〈Y, σ〉, whereY ⊂ <ω2 and
σ ⊂ Y × Y are defined by

Y = {∅, 0, 1} ∪ {jjaϕ : j ∈ 2 ∧ ϕ ∈ <ω2},

σ = {〈∅, 0〉, 〈∅, 1〉, 〈0, 00〉, 〈1, 11〉} ∪ {〈jjaϕ, jjaϕak〉 : j, k ∈ 2 ∧ ϕ ∈ <ω2}.

It is easy to see thatX⇄ Y and

P(Y) = {Y } ∪ {Akl
jjaϕ

: j, k, l ∈ 2 ∧ ϕ ∈ <ω2},
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whereAkl
jjaϕ

= {jjaϕ, jjaϕa0, jjaϕa1} ∪ {jjaϕa0akaψ : ψ ∈ <ω2} ∪

{jjaϕa1alaψ : ψ ∈ <ω2}. By Example 3.14, the posetsq〈P(X),⊂〉 is isomor-
phic to the reversed binary tree. Thus, in order to prove thatsqP(Y) 6∼= sqP(X)
we will show that[A00

00] and [A01
00] are incomparable but compatible elements of

sqP(Y) = 〈P(Y)/=∗,E〉. So we have

A00
00 = {00, 000, 001} ∪ {0000aψ : ψ ∈ <ω2} ∪ {0010aψ : ψ ∈ <ω2},

A01
00 = {00, 000, 001} ∪ {0000aψ : ψ ∈ <ω2} ∪ {0011aψ : ψ ∈ <ω2}.

Clearly {0000aψ : ψ ∈ <ω2} is a copy ofX and, hence, contains a copy ofY,
sayB. SinceB ⊂ A00

00, A
01
00 we haveB ≤∗ A00

00, A
01
00 and[B] E [A00

00], [A
01
00] thus

[A00
00] and[A01

00] are compatible elements ofsqP(Y).
In order to prove that[A00

00] 6E [A01
00] we needC ∈ P(Y) such thatC ⊂ A00

00 and
D 6⊂ C ∩A01

00, for allD ∈ P(Y). Now{0010aψ : ψ ∈ <ω2} ⊂ A00
00 is a copy ofX

and, hence, contains a copy ofY, sayC. Since{0010aψ : ψ ∈ <ω2} ∩ A01
00 = ∅,

we haveC ∩ A01
00 = ∅ and we are done. Thus[A00

00] 6E [A01
00] and, similarly,

[A01
00] 6E [A00

00].

Thus in Figure 2 forModLb
(ω) all the implicationsa - o are proper and we show

that there are no new implications except the ones followingfrom transitivity. So
it remains to be shown that the eight pairs which are incomparable in the Hasse
diagram in Figure 2 are really incomparable. We will use the following elementary
fact: if P = 〈P,≤〉 is a partial order andp, q, r ∈ P , then

r = p ∧ q and r < p and r < q ⇒ p ‖ q. (23)

In fact our poset of similarities is a suborder of the lattice〈EQ(IntLb
(ω)),⊂〉 of

equivalence relations on the setIntLb
(ω), where for∼,∼′∈ EQ(IntLb

(ω)) we
have∼ ∧ ∼′=∼ ∩ ∼′ and∼ ∨ ∼′= trcl(∼ ∪ ∼′) and∼⊂∼′ iff the ∼-partition
is a refinement of the∼′-partition of IntLb

(ω). Now, sinceby our definitionwe
have∼1=∼2 ∩ ∼3, by (23) we obtain∼2 ‖ ∼3 and similarly for the other seven
pairs.

3.2.2 Proof of Theorem 3.7

The following concepts and facts will be used in our proof. Let Lb = 〈R〉, where
ar(R) = 2. If X = 〈X, ρ〉 is anLb-structure, then the transitive closureρrst
of the relationρrs = ∆X ∪ ρ ∪ ρ−1 (given byx ρrst y iff there aren ∈ N and
z0 = x, z1, . . . , zn = y such thatzi ρrs zi+1, for eachi < n) is the minimal
equivalence relation onX containingρ. The corresponding equivalence classes are
called thecomponentsofX and the structureX is calledconnectediff |X/ρrst| = 1.
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Thecomplementof the structureX, 〈X, (X ×X) \ ρ〉 will be denoted byXc; its
reflexification, 〈X, ρ ∪∆X〉, byXre; and itsirreflexification, 〈X, ρ \∆X〉, byXir.

If Xi = 〈Xi, ρi〉, i ∈ I, are connectedLb-structures andXi ∩ Xj = ∅, for
different i, j ∈ I, then the structure

⋃

i∈I Xi = 〈
⋃

i∈I Xi,
⋃

i∈I ρi〉 is thedisjoint
unionof the structuresXi, i ∈ I, and the structuresXi, i ∈ I, are its components.

Fact 3.16 ([6]) If X is anLb-structure, then at least one of the structuresX and
Xc is connected.

Fact 3.17 ([6]) Let Xi = 〈Xi, ρi〉, i ∈ I, andYj = 〈Yj , σj〉, j ∈ J , be fami-
lies of disjoint connected binary structures. ThenF :

⋃

i∈I Xi →֒
⋃

j∈J Yj iff
there aref : I → J and gi : Xi →֒ Yf(i), i ∈ I, such thatF =

⋃

i∈I gi and
〈gi(x), gi′(x

′)〉 6∈ σrs, wheneveri 6= i′, x ∈ Xi andx′ ∈ Xi′ .

Fact 3.18 LetX be a binary structure. Then
(a) Emb(X) = Emb(Xc) andP(X) = P(Xc);
(b) If X is irreflexive, thenEmb(X) = Emb(Xre) andP(X) = P(Xre);
(c) If X is reflexive, thenEmb(X) = Emb(Xir) andP(X) = P(Xir).

Theorem 3.19 (Vop̌enka, Pultr, Hedrĺın [15]) On any setX there is an irreflexive
binary relationρ such thatidX is the only endomorphism of the structure〈X, ρ〉.

For a cardinalλ let Int∗Lb
(λ) = {ρ ⊂ λ2 : 〈λ, ρ〉 is connected∧ ρ∩∆λ 6= ∅}. Then

Int∗Lb
(λ) ⊂ IntLb

(λ) andMod∗Lb
(λ) := {〈λ, ρ〉 : ρ ∈ Int∗Lb

(λ)} ⊂ ModLb
(λ).

Theorem 3.20 Let κ ≥ λ ≥ ω be cardinals andL = 〈Ri : i ∈ I〉 a non-unary
relational language. Then there is a mappingτ : Int∗Lb

(λ) → IntL(κ) such that
(a) P(κ, τρ) ∼= P(λ, ρ), for eachρ ∈ Int∗Lb

(λ);
(b) For eachρ ∈ IntLb

(λ) there areρ′ ∈ Int∗Lb
(λ) andτ ∈ IntL(κ) such that

P(λ, ρ′) = P(λ, ρ) ∼= P(κ, τ);
(c) τ preserves all the relations∼k from Figure 2, that is for eachk ≤ 11

∀ρ, σ ∈ Int∗Lb
(λ) (ρ ∼k σ ⇔ τρ ∼k τσ). (24)

Proof. First suppose thatλ < κ. Then|κ \ λ| = κ and, by Theorem 3.19 we can
fix an irreflexive binary relationθ ⊂ (κ \ λ)2 such thatEmb(κ \ λ, θ) = {idκ\λ}.
By Theorem 3.16 and Facts 3.18(a) and 3.18(c) we can assume that the relationθ
is connected and irreflexive. The languageL is not unary and we fix ani0 ∈ I such
thatni0 ≥ 2. Now, for ρ ∈ Int∗Lb

(λ) let the interpretationτρ = 〈τρi : i ∈ I〉 ∈
IntL(κ) be defined by

τρi =







(ρ ∪ θ)× κni0
−2 if i = i0 andni0 > 2;

(ρ ∪ θ) if i = i0 andni0 = 2;
∅ if i 6= i0.

(25)
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For convenience, forρ, σ ∈ Int∗Lb
(λ), instead ofEmb(〈κ, τρ〉, 〈κ, τσ〉) (respec-

tively, Emb(〈λ, ρ〉, 〈λ, σ〉)) we will write Emb(τρ, τσ) (resp.Emb(ρ, σ)).

Claim 3.21 For eachρ, σ ∈ Int∗Lb
(λ) we have

(i) Emb(τρ, τσ) = {f ∪ idκ\λ : f ∈ Emb(ρ, σ)};
(ii) Iso(τρ, τσ) = {f ∪ idκ\λ : f ∈ Iso(ρ, σ)};
(iii) P(τρ, τσ) = {C ∪ (κ \ λ) : C ∈ P(ρ, σ)};
(iv) Emb(τρ) = {f ∪ idκ\λ : f ∈ Emb(ρ)};
(v) Aut(τρ) = {f ∪ idκ\λ : f ∈ Aut(ρ)};
(vi) P(τρ) = {C ∪ (κ \ λ) : C ∈ P(ρ)}.

Proof. For convenience letπρ := ρ ∪ θ, for ρ ∈ Int∗Lb
(λ). First we prove that

Emb(〈κ, πρ〉, 〈κ, πσ〉) = {f ∪ idκ\λ : f ∈ Emb(ρ, σ)}. (26)

By the construction,〈κ, πρ〉 = 〈λ, ρ〉 ∪ 〈κ \ λ, θ〉 and〈κ, πσ〉 = 〈λ, σ〉 ∪ 〈κ \ λ, θ〉
are partitions of the binary structures〈κ, πρ〉 and 〈κ, πσ〉 into their connectivity
components. Sinceρ ∩∆λ 6= ∅ andθ is an irreflexive relation, we have〈λ, ρ〉 6֒→
〈κ \ λ, θ〉 and the inequalityκ > λ implies that〈κ \ λ, θ〉 6 →֒ 〈λ, σ〉. So, by
Theorem 3.17,F ∈ Emb(〈κ, πρ〉, 〈κ, πσ〉) iff F ↾ λ ∈ Emb(〈λ, ρ〉, 〈λ, σ〉) and
F ↾ (κ \ λ) ∈ Emb(〈κ \ λ, θ〉) = {idκ\λ} and (26) is proved.

Now we prove

Emb(〈κ, τρi0〉, 〈κ, τ
σ
i0
〉) = {f ∪ idκ\λ : f ∈ Emb(ρ, σ)}. (27)

If F : κ → κ is an injection, thenF ∈ Emb(〈κ, τρi0〉, 〈κ, τ
σ
i0
〉) iff for each

x1, x2, . . . , xni0
∈ κ

〈x1, x2, . . . , xni0
〉 ∈ πρ×κ

ni0
−2 ⇔ 〈F (x1), F (x2), . . . , F (xni0

)〉 ∈ πσ ×κ
ni0

−2

iff for each x1, x2 ∈ κ we have: 〈x1, x2〉 ∈ πρ ⇔ 〈F (x1), F (x2)〉 ∈ πσ, iff
F ∈ Emb(〈κ, πρ〉, 〈κ, πσ〉). Now (27) follows from (26).

(i) Clearly,F ∈ Emb(τρ, τσ) iff F ∈ Emb(〈κ, τρi 〉, 〈κ, τ
σ
i 〉), for all i ∈ I. By

(25) this holds iffF ∈ Emb(〈κ, τρi0〉, 〈κ, τ
σ
i0
〉) and we apply (27).

(ii) If f ∈ Emb(ρ, σ) thenf ∪ idκ\λ is a surjection ifff is a surjection iff
f ∈ Iso(ρ, σ). Now we apply (i).

(iii) A ∈ P(τρ, τσ) iff there isF ∈ Emb(τρ, τσ) such thatA = F [κ] so, by (i),
iff A = f [λ] ∪ (κ \ λ), for somef ∈ Emb(ρ, σ), iff A = C ∪ (κ \ λ), for some
C ∈ P(ρ, σ).

Statements (iv), (v) and (vi) follow from (i), (ii) and (iii)respectively. ✷

Now we prove the theorem.
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(a) By Claim 3.21(vi) we haveP(τρ) = {C∪ (κ\λ) : C ∈ P(ρ)} and it is easy
to check that the mappingF : P(ρ) → P(τρ), defined byF (C) = C ∪ (κ \ λ), is
an isomorphism of the posets〈P(ρ),⊂〉 and〈P(τρ),⊂〉.

(b) Let ρ ∈ IntLb
(λ) \ Int∗Lb

(λ). If ρ is connected, then it is irreflexive, thus
ρre ∈ Int∗Lb

(λ) and, by Fact 3.18(b),P(λ, ρre) = P(λ, ρ). Otherwise, by Theorem
3.16 the relationρc is connected and, by Fact 3.18(a),P(λ, ρc) = P(λ, ρ). Now, if
ρc ∩ ∆λ 6= ∅, we haveρc ∈ Int∗Lb

(λ); otherwise(ρc)re ∈ Int∗Lb
(λ) and, by Fact

3.18(b),P(λ, (ρc)re) = P(λ, ρc) = P(λ, ρ).
If ρ ∈ IntLb

(λ) andρ′ ∈ Int∗Lb
(λ), whereP(λ, ρ) = P(λ, ρ′), then by (a) we

haveP(λ, ρ′) ∼= P(κ, τρ′), whereτρ′ ∈ IntL(κ). ThusP(κ, τρ′) ∼= P(λ, ρ).
(c) It is sufficient to prove that the mappingτ : Int∗Lb

(λ) → IntL(κ) preserves
the relations∼k, for k ∈ {0, 3, 4, 6, 8, 9, 10}. Letρ, σ ∈ Int∗Lb

(λ).
∼0: ρ = σ ⇔ τρ = τσ. By (25) we have:τρ = τσ iff τρi0 = τρi0 iff ρ∪θ = σ∪θ

iff ρ = σ.
∼3: ρ ∼= σ ⇔ τρ ∼= τσ. If ρ ∼= σ andf ∈ Iso(ρ, σ), then, by Claim 3.21(ii),

f ∪ idκ\λ ∈ Iso(τρ, τσ) and, hence,τρ ∼= τσ. Conversely, ifτρ ∼= τσ andF ∈
Iso(τρ, τσ), then, by Claim 3.21(ii),F ↾ λ ∈ Iso(ρ, σ) and, hence,ρ ∼= σ.

∼9: ρ ⇄ σ ⇔ τρ ⇄ τσ. If ρ →֒ σ andf ∈ Emb(ρ, σ), then, by Claim
3.21(i), f ∪ idκ\λ ∈ Emb(τρ, τσ) and, hence,τρ →֒ τσ. Thusρ ⇄ σ implies
τρ ⇄ τσ. Conversely, ifτρ →֒ τσ andF ∈ Emb(τρ, τσ), then, by Claim 3.21(i),
F ↾ λ ∈ Emb(ρ, σ) and, hence,ρ →֒ σ. Soτρ ⇄ τσ impliesρ⇄ σ.

∼4: P(ρ) = P(σ) ⇔ P(τρ) = P(τσ). This follows from Claim 3.21(vi).
∼6: P(ρ) ∼= P(σ) ⇔ P(τρ) ∼= P(τσ). This is true since by (a) we have

P(ρ) ∼= P(τρ) and P(σ) ∼= P(τσ). (28)

∼8: sqP(ρ) ∼= sqP(σ) ⇔ sqP(τρ) ∼= sqP(τσ). This is true since by (28) and
Fact 1.1(a) we havesqP(ρ) ∼= sqP(τρ) andsqP(σ) ∼= sqP(τσ).

∼10: ro sqP(ρ) ∼= ro sqP(σ) ⇔ ro sqP(τρ) ∼= ro sqP(τσ). By (28) and Fact
1.1(a) we havero sqP(ρ) ∼= ro sqP(τρ) andro sqP(σ) ∼= ro sqP(τσ).

So, the theorem is proved forλ < κ. If λ = κ, then we defineτρi0 := ρ×κni0
−2

and continue in the same way. ✷

Finally we prove Theorem 3.7. In Subsection 3.2.1 it is shownthat all the
implicationsa - o in Figure 2 for the classModLb

(ω) are proper. For example,
concerning the implicationa, in Example 3.9 we have constructedρ, σ ∈ Int∗Lb

(ω)
such thatρ ∼1 σ butρ 6∼0 σ. By Theorem 3.20(c) we haveτρ ∼1 τσ andτρ 6∼0 τσ,
which implies that in Figure 2 for the classModL(κ) the implicationa is proper as
well. The reader will notice that the structures constructed in Examples 3.9 - 3.13
belong toInt∗Lb

(ω) and that the structures constructed in Examples 3.14 and 3.15
are irreflexive. But their refexifications are inInt∗Lb

(ω). Thus all the implications
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a - o in Figure 2 for the classModL(κ) are proper and using the same argument
as in Subsection 3.2.1 we conclude that there are no additional implications in
the diagram describing the hierarchy of the considered similarities on the class
ModL(κ).
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[10] M. S. Kurilić, Isomorphic and strongly connected components, Arch. Math. Logic (in print)
DOI10.1007/s00153-014-0399-2.
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