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Abstract. This paper addresses the problem of representing the intruder’s knowledge in the formal verification of
cryptographic protocols, whose main challenges are to represent the intruder’s knowledge efficiently and without
artificial limitations on the structure and size of messages. The new knowledge representation strategy proposed
in this paper achieves both goals and leads to practical implementation because it is incrementally computable
and is easily amenable to work with various term representation languages. In addition, it handles associative
and commutative term composition operators, thus going beyond the free term algebra framework. An extensive
computational complexity analysis of the proposed representation strategy is included in the paper.
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1. Introduction

The formal, automatic verification of security properties of cryptographic protocols is a difficult task, which has
already been explored in previous papers. Some of them leverage automatic proof techniques, with the help of
various proof systems and formalisms, e.g. [Pau98, Sch98, BDNP02]; although partial automation of proofs with
theorem provers is possible, the use of such tools is usually quite time consuming and difficult.

Another approach is to use state exploration methods, such as model checking, e.g. [Low96, MS01, CJMO00]. In
state exploration, one of the challenges is to find a compact and efficient representation of the intruder’s knowl-
edge, which plays a central role in modelling the protocol behaviour in an hostile environment, without sacrificing
the expressive power of the specification language. Previous papers only give partial solutions to this problem,
the most common approach being to restrict the way in which messages can be built. For example, a common
restriction is to force encryption keys to be atomic [CIM98]. Such a restriction can also be found with some
theorem proving techniques, e.g. [Pau98]. It is worth noting that offering support for constructed, non-atomic
keys is becoming increasingly important to analyse real-world protocols since, for example, it is common for such
protocols to build a symmetric key from shared secrets and other data exchanged between parties during a run
of the protocol itself.

This paper presents a novel intruder’s knowledge representation strategy that achieves both the goals of com-
pactness and implementation efficiency without artificially restricting the way in which messages can be built.
In particular, the proposed representation is largely independent from the term representation language chosen,
i.e. it supports all main cryptographic message construction operators, including the full term language of spi
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Table 1. Naming conventions Symbol Meaning

P is the set of term algebra operators; it contains the standard term algebra operators
of Table 2, as well as the additional operators described in Sect. 4

a ranges over names: a € A

T is the set of all terms that can be built by combining the elements of A with the
operators of P

o,pandn range over terms, either atomic or non-atomic, in 7

z and y range over variables

b ranges over fresh names

P, Qand R range over processes

<4 is a total order relation on A

<p is a total order relation on P

<7 is a total order relation on 7

calculus [AG99]. Moreover, it keeps the intruder’s knowledge in a minimised, canonical form, and is shown to be
incrementally computable.

Having a canonical intruder’s knowledge representation is especially important when state exploration tech-
niques are used to check security properties. In fact, simpler non-canonical representations, such as for example
the plain set of messages the intruder has access to when eavesdropping honest agents, may lead to state prolif-
eration, because different sets of known messages may correspond to the same intruder’s knowledge.

In addition, this representation goes beyond the free term algebra setting assumed by most existing work and also
handles commutative and associative operators. This feature is very important to model and verify any real-world
cryptographic protocol that makes use of this kind of operator, as pointed out in [BB02, CIM98, Low97, Low99,
MCJ97, Mon99, RT01], and is actively being addressed by other researchers too, e.g. [CKRT03, CLS03, MNO02,
MSO03].

The basic knowledge representation without the extension to commutative and associative operators has been
used in a framework for automatic testing equivalence verification of spi calculus specifications, presented in
[DSV03], where symbolic techniques are used to get finite models.

This paper presents the proposed intruder’s knowledge representation with reference to the spi calculus speci-
fication language. Since the expressive power of the message specification section of such a language is greater
than or equivalent to the one of most other formalisms for cryptographic protocols, the adoption of spi calculus
as our reference specification language is not restrictive.

The paper assumes that the reader is familiar with basic cryptography, and is structured as follows: Sect. 2 presents
the syntax of spi calculus, and informally describes its semantics. In Sects 3 and 4 we discuss our knowledge rep-
resentation strategy along with its extension to handle commutative and associative term composition operators;
then, we work out some examples to better illustrate our technique.

In Sect. 5 we analyse the computational complexity of the method we propose with an increasing level of accuracy,
and present a comparison of the estimated asymptotic complexity against both the simulated and the actual,
measured complexity of a prototype model-checking tool [DSV03]. Section 6 discusses related work and draws
some conclusions.

Finally, Appendix A elaborates on some mathematical details of the computational complexity analysis whereas
Appendices B through D contain the proofs of the theorems introduced in the previous sections. This work
extends and completes the results first presented in the conference papers [CDSV03b, CDSVO03a].

2. Spi calculus

The spi calculus is defined in [AG99] as an extension of the 7 calculus [MPW92] with cryptographic primitives. It
is a process algebraic language designed for describing and analysing cryptographic protocols. These protocols
heavily rely on cryptography and on message exchange through communication channels; accordingly, the spi
calculus provides powerful primitives to express cryptography and communication.

This section summarises the syntax and describes the language semantics informally; the language used in this

paper fully conforms to the original spi calculus definition [AG99], with the naming conventions outlined in
Table 1.
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Table 2. Term composition operators of the spi calculus

305

Notation Meaning Notation Meaning

(o, p) Pair ot Public part

suc(o) Successor o~ Private part

H(o) Hashing {lo]}p Public-key encryption
{o}, Shared-key encryption [{o}], Private-key signature

Table 3. Process syntax of the spi calculus

Notation Meaning Notation Meaning

a(p).P Output [ois p] P Match

o(z).P Input let (z, y) = o in P Pair splitting

Pl @ Composition case o of 0: P suc(z): Q Integer case

(vb) P Restriction case n of {z}, in P Shared-key decryption
\P Replication case 1 of {[z]}, in P Decryption

0 Nil case n of [{z}], in P Signature-check

The spi calculus has two basic language elements: terms, to represent data, and processes, to represent behaviours.
Terms can be either atomic elements, i.e. names, including the special name 0 representing the integer constant
zero, and variables, or compound terms built using the term composition operators listed in Table 2. Names may
represent communication channels, atomic keys and key pairs, nonces (also called fresh names) and any other
unstructured data.

Besides term specification, the spi calculus also offers a rich set of operators, shown in Table 3, to build behaviour
expressions that, in turn, represent processes.

As an example, Fig. 1 shows the spi calculus specification of a very simple protocol inspired by [FAO1]. The
left-hand side of the figure shows the message exchanges involved in the protocol, using the informal, intuitive
representation often encountered in the literature, whereas the right-hand side of the figure shows the corre-
sponding spi calculus specification. In this protocol two agents A and B, represented by spi calculus processes
P, and Ppg, respectively, share a secret key k£ and exchange two messages:

e First, A sends to B message M encrypted under key k& over public channel ¢. This is represented, in spi
calculus, by the output statement ¢({ M };) in process P4 and by the corresponding input statement c(y;) in
Pp; the latter statement assigns the datum just received to variable y; of Pg.

e Then, B tries to decrypt the message with key k, as specified by the statement case y; of {y}x in Pg and,
when successful, sends back to A the hashed cleartext of M on the same channel ¢, with the output statement
T(H (y)). Process A receives this message with the input statement c(z).

e Finally, A checks that the hash just received is correct with the statement [z is H(M)] and proceeds with
further operations on message M, represented by the unspecified process F(M).

The role of the spi calculus process P, in this example is twofold:

sample

e With the restriction operator (vk), it generates a restricted, private name &, only known to P4, Pp and itself,
to be used as the encryption key.

e [t instantiates both P4 and Pp to run in parallel, by means of the parallel composition operator |, so that an

instance of Psample represents all agents involved in a session of the protocol.

A— B:{M} PA(M) éE({M}Q c(x). [z is H(M)] F(M)
B—A:H(M) Pp= c( 1A) case y1 of {ya}r in ¢(H(y2)). 0
Psample = (Vk)(PA(M) | PB)

Fig. 1. A simple spi calculus specification
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3. Intruder’s knowledge representation

Our approach to the representation of the knowledge that an intruder can acquire, already described in [DSV03],
borrows some of the notation and concepts introduced in [CJM98], and has some similarities with [FAO01] and
[Hui99] as Sect. 6 points out. However, it is more sophisticated than previous representations in some respects,
because encryption and decryption keys are not restricted to be atomic, the spi calculus is considered to its full
extent, including public/private key cryptosystems, and the intruder’s knowledge is always kept in a minimised
form which both speeds up and simplifies processing.

As most other researchers do, our method relies on the well-known perfect encryption assumptions, and adopts
the Dolev- Yao intruder model inspired by [DY83].

3.1. The minimal intruder’s knowledge representation

Let A be the set of spi calculus names, including the integer constant 0, and 7 the set of all spi calculus terms
that can be built by combining the elements of A by means of the operators defined in Table 2. For simplicity,
and without loss of generality, it is assumed that distinct names and variables of the spi calculus always have
lexically distinct forms, since it is always possible to construct a unique identifier for each name or variable of the
spi calculus by taking scope information into account.

The closure of a set of terms ¥ C 7 is denoted ¥ and is defined as the set of all spi calculus terms that can be
built by combining the elements of X by means of the operators defined in Table 2 and their inverses. Formally,

¥ is the least set of terms such that, for each o, o and 0, € 7, the following closure rules hold:

ceY = ocex (1)

cexr = suc(o) € b (successor) 2)

cleES AmeS = (01, 00)es  (pairing) (3)
ClETAMmES = {o }o, € s (sh. key encryption) 4)
cey = H(o) € b (hashing) (5

oreX A o, € T = {loil}o; € s (pub. key encryption) (6)
o1 e A 0, € T = Ho1}lo; € b (priv. key signature) 7
ces = cTeS Ao el (key projection) (8)
suc(o)eE = o€  (prec) )

(o1, om) € S = eSS AmeS (projection) (10)
(o}, €S Aones = o1e€%  (sh keydecr) (11)
{lo1l}o; € T A o, € Y = o€l (pub. key decr.) (12)
{lo1]}s; € T A o, € T = oel (signature check) (13)
cteS Ao eSS = sex (key pairing) (14)

In principle, if T is the set of messages the intruder has intercepted so far, the generation of individual elements
of & (informally, the set of all messages the intruder can generate at a given point) starting from ¥ can be viewed
as a derivation in a natural deduction system [Pra65].

In this respect, closure rule (1) represents the ability to derive an element from itself, closure rules (2)—(8) are
equivalent to the introduction rules of the natural deduction system (Z rules), and closure rules (9)—(14) are equiv-
alent to its elimination rules (€ rules). In the following, it will sometimes be necessary to consider the closure of
a set X under 7 rules, that is, computed using only rules (1) and (2)—(8); that closure will be denoted by 1.

For example, using the rule notation of [Pra65], closure rule (4) is equivalent to the introduction rule:

o1 02

{01 }62

{}-Z rule. (15)
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Informally, we can read this rule as: “when both o1 and o, are known to the intruder, then the intruder also knows
about {o1},.”

Similarly, closure rule (11) is equivalent to the elimination rule:

e 0 e e, (16)
o1

Informally, we can read this rule as: “when the intruder knows both {0}, and o3, then it can successfully perform

a decryption and add o7 to its knowledge.”

In an elimination rule, the premise that contains the operator removed by the rule is called the major premise,
while all other premises are called minor premises. For example, in rule (16), {01}, is the major premise and o is
the minor premise.

The theory of natural deduction [Pra65] implies that, if o € T, then o can be deduced from ¥ with a natural
deduction in normal form, that is, a chain of applications of £ rules followed by a chain of applications of Z rules,
along the rules’ major premises. This is not necessarily true along minor premises, so the closure of ¥ under £
rules only is not a suitable candidate to represent the intruder’s knowledge, unless some additional constraints
are imposed, such as the atomicity of encryption keys; this is exactly the approach adopted, for example, in
[CIMO8, Pau9sg]. In the following, we show that this difficulty can be overcome by introducing the concept of
minimal closure seed of ¥, denoted by %, and by suitably refining the derivation rules of the deduction system.

Informally, ¥ is a minimised, canonical representation of the intruder’s knowledge, which contains no redundant
elements, but includes only the minimum set of simplest terms that the intruder needs in order to generate all
data it has ever known of.

For example, if the intruder eavesdrops {m}; but is unable to generate the decryption key £, it must add {m}; to
its knowledge representation. If £ becomes known to the intruder at a later time, the intruder can then add & and
m to its knowledge representation, because k allows it to decipher {m}; at the same time, it can remove {m}
from its knowledge representation, because it is now able to re-generate this term starting from k£ and m.

Given a finite set of terms %, we define the minimal closure seed of ¥, and denote it as %, the largest subset of >
that satisfies the following predicates for each a € A, and for each o, 01,0, € 7.

N ~

a€X S a€EX (17)
suc(o) € T (18)

(01,00) ¢ T (19)

(o1}, €T & o d S (20)
H(o)e X & cds 1)
{lo1l}y; €= & 0y ¢S Vo ¢S (22)
[{o}l,; €T & 0y L Vo ¢S (23)
ctex & cd3 (24)
cTex & cd3 (25)

For example, if ¥ = {{[a]}x+, k7 }, then & = {{[a]}x+, k~, a}, because:

e k= € X, by rule (25), because k ¢ . In fact, k cannot be deduced by k£~ only.

eac:sincek  eX C S, then £~ can be used to decrypt {[a]};+, and a € S, by rule (12). Moreover, being
a a name, by rule (17), a € X.

e {[a]};+ € T, by rule (22), because k" ¢ ¥, so there is no way to construct {[a]}+ starting from other members
of X.
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Table 4. An example of reduction

7 % R X Yo

0 {e, (ke tis» {[m]}k+ kit k, ks) (33) {{{k1} ey J iy} LSS
1 {eAlmD g+ k1™, ko, ks, (g ) (33) {{k1}i,} {k1}

2 {e. {ImD}y,+ k1+, ky, k3, ki} (29) k™) [

3 {e. {[mly,+. k2. k3, K} (34) g {m}

4 {c, {m]}k1+ ky, k3, ki, m} (27) {tm},+} g

5 {c, ko, k3, ki, m}

Before discussing the basic properties of %, let us define r(o, X) as the boolean value obtained by executing the
following algorithm:

boolean r(o, %) {

if o e X then return TRUE;

else if o = suc(oy) then return r(o;, X);

else if o = (01, 0y) then return r(o;, X) A r(oy, X);
else if o = {01}, then return r(oy, X) A r(oy, X);
else if o = H(oy) then return r(o;, X);

else if o = {[01]}(,; then return r(oy, X) A r(a{, )
else if o = [{01}]02— then return r(oy, X) A r(o;, X);
else if o = af then return r(oy, X);

else if o0 =0, then return r(o;, X);

else (0 € A\X) return FALSE;

}

Informally, this algorithm recursively checks whether o can be deduced from the set X using introduction rules,
i.e. (2)—(7), only; in this respect, an introduction rule is a rule that builds a new term by combining one or more
simpler terms.

The properties of ¥ are then expressed by the following theorems adapted from [DSV03] and proved in Appen-
dix C; these properties make it a good candidate as a finite and minimised representation of the term generation
capabilities of an intruder that has learned the set of terms X.

Theorem 3.1 (Finiteness and uniqueness) For each finite set of terms ¥ C T, X is finite and unique.

Theorem 3.2 (Minimality under introduction rules) Let ¥ C 7T be a finite set of terms, and o € %. Then

— I

(S\lo) C .

Theorem 3.3 (Closure preservation) For each finite set of terms ©. C 7T, T = s
Theorem 3.4 (Computability) For each finite set of terms ¥ C T, & can be computed in a finite number of steps.

Theorem 3.5 (Decidability) Let o € T be any finite term and X C T be a finite set of terms. Then, the question if
o € X is decidable.

The computation of ¥ from ¥ can be carried out by repeatedly applying closure rules (1)-(14). More precisely,
let us define a reduction rule as a triple R = (X7, C, Xo), where X; and X are sets of terms representing,
respectively premises and conclusions of closure rule C.

Applying reduction step R to a finite set of terms X means eliminating the premises from and adding the conclu-

. S R . .

sions to X. This is written ¥ —> X', where ¥’ = (X \ X;) U X is the resulting set.

Given a finite set of terms X, a reduction of X is a finite sequence of application of reduction rules R; to finite
sets of terms X;, denoted:

R R Ry_
Yo -5 T =5 Ty - Ty — T

such that ¥y = X and R; € R(X;), where R(X;) is the set of reduction rules whose pre-conditions are satisfied by
3;. Below, the notation a — b means that if the pre-condition « is true, then the reduction rule b can be applied
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in 3;, that is, b € R(X;). The set R(X;) is the least set such that the following relations hold:

H(o) € Z; A x(0, %) —  ({H(0)},(5),9) (26)

(lollo € Zi A T(01, ) A 2(05, ) = ({{[o1])oz). (6), 0) 27)
Hoi}ls; € i A x(o1, 53) A x(oy, Zi) — {{oill; ). (7). 9) (28)
o eX; Ar(0, %) = ({o7},(8),9) (29)

o0 e€eX; Ax(0,X;) = ({07} (8),0) (30)

suc(o) e &; —  {{suc(o)}, (9), {o}) 31)

(01,00) € %, = ({(01,02)}, (10), {01, 02}) (32)

{o1}e, € 25 A x(02, i) = (Hoi}e}, (11), {o1}) (33)

{loloy € Zi A x(0y, Zi) A —r(o1, Z9) = ({lo1l},; ). (12), {or. {[o1]}o; 1) (34)
[{o1)],; € Bi A x(07, %) A —x(01, Z) = ([{on)los ), (13), for, [{o)]or 1) (35)
cteX, Ao e, = (o, 07},(14), (o)) (36)

It can be shown that the reduction process preserves closures and leads to ¥ in a finite number of steps, i.e. that
the following propositions hold, as shown in Appendix C:

Proposition 3.1 If' 2 L Yisa one-step reduction, then Y=Y

- . . . . R Ry- .
Proposition 3.2 Given a finite set of terms %, all of its reductions ¥ = ¥ 5% - Sl =5 24 have a finite
number k of steps and end in %, that is, L = X.

In analogy with the natural deduction system, and unlike [CIM98], we allow both Z and & rules to be applied in
the computation of ¥ from X, under the constraint of their pre-condition, and at the expense of a greater com-
putational complexity, which will be analysed in Sect. 5. However, as entailed by these theorems, this approach
does neither sacrifice decidability nor computability.

The discussion above entails that if a new term p is added to a minimal closure seed ¥, e.g. as a consequence

of an output process, the new minimal closure seed = U {p} can be incrementally computed by a reduction that
starts from X U {p}, without restarting from scratch; it can be expected that the incremental computation is far
less expensive in terms of computing power with respect to the full one.

3.2. Examples of reduction

As an example, let us start with the minimal closure seed

T = {c. {{kibi)r. ImB+ k"L ko)

and let us observe the reduction process described above when the new term p = k3 is added; in Table 4 the
second column lists the contents of the partially reduced sets X; at each reduction step, the next column recalls
the reduction rule applied in that step, and the rightmost two columns list the set of elements removed from and
added to X; by the application of the rule, denoted ¥; and X, respectively.

In the table, rule applications are serialised, i.e. only one rule is applied at each step for clarity; in an actual imple-
mentation, all independent rules can be applied simultaneously, as outlined in the complexity analysis carried
out in Sect. 5.

Table 5 presents a reduction involving a non-atomic symmetric key; the initial intruder’s knowledge is & =
{katis, Ambpy,, » k5. H(m)} and the added term is p = kg. Note that in the second step, the premises of rule
(33) are indeed satisfied, because r({kg}x,, 1) is true, even if {kp}r, & Xi.

4. Commutative and associative operators

The introduction of operators with special properties has several subtle implications in the intruder’s knowledge
representation, where the necessary and sufficient condition for the equivalence of two terms simply relies on
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Table 5. A reduction involving a non-atomic key

7 % R X 20
0 {katks: Ambikgy,,)» kB, H(m), ks} (33) {{katis} {ka}
1 Um}pyy, » k5. H(m), ks, ka} (33) {Um}epy, ) {m}
2 {kp, H(m), kg, ka, m} (26) {H(m)} g

3 {kp. ks, ka, m}

their syntactic identity. In fact, when a free term algebra is extended with commutative and/or associative oper-
ators, two or more syntactic representations of the same term are allowed. For example, if ©® is a commutative,
binary operator, ¥; = {0 ©® p} and £, = {p © o} express exactly the same knowledge and are both minimum
and canonical according to the original definition of ¥ presented in Sect. 3, but clearly they are not equal in a
syntactical sense.

In order to correctly handle such operators, we introduce the notion of canonical term representation and we
assume that all algorithms presented in Sect. 3, such as X minimisation and r(-, -) always act on canonical terms.
Moreover, the intruder’s knowledge closure rules, the predicates defining X, the r(-, -) algorithm, and the ¥ min-
imisation rules have to be extended to take the operator’s properties into account. Having done this, it can be
proved that all the properties of ¥ mentioned in Sect. 3, including incremental computability, still hold, as shown
in Appendix D.

The canonical term representation leverages on the concept of term equivalence class induced by the operators’
properties: two terms belong to the same equivalence class, induced by a given property, iff they can be made
equal by applying that property. For example H(a © b) and H(b ® a) are in the same equivalence class if © is a
commutative operator, because they can be made syntactically equal by applying the commutative property.
The canonical term representation has the important role of selecting, for each term equivalence class induced
by the operators’ properties, a unique element that will represent the class as a whole in all contexts.

From now on it is assumed that two terms that can be obtained from each other by a suitable application of one or
more operators’ properties are indistinguishable from the intruder’s point of view. For this reason, any additional
observation the intruder can make on term generation besides the final value, such as timing or accuracy, is
neglected.

In addition to the main notational conventions of Table 1, note also that in this section:

e When multiple atoms, terms, and operators are needed in the same context, a unique, numeric subscript is
used to distinguish them. For example, ¢; and a; are two distinct, and possibly different, atoms.

e When appropriate, the arity of the operator is explicitly denoted with a subscript, for example: ®,, is an n-ary
operator. When more than one operator is needed in the same context, the first subscript singles out the
operator, and the second one gives its arity. For example, ®1,, and ©®,,, are two distinct, and possibly different
operators; the first one has arity n, the second has arity m.

e The infix and prefix operator notation are used interchangeably, that is, ¢ ©® b = ®(a, b).

4.1. Canonical term representation

Term canonicalisation has the purpose of determining a unique, canonical form for each o € 7; the canonical
form is used when inserting a term into the intruder’s knowledge, and when checking whether the intruder is able
or not to synthesise a term from a given knowledge.
Term canonicalisation selects one representative element from each equivalence class induced on 7 by operator
properties according to the following informal rules:

e The canonical form of an atom is the atom itself.

e The canonical form of the invocation of an operator without special properties is the invocation of the same
operator on the same operands, put into canonical form.

e The canonical form of the invocation of a commutative operator ® on a list of operands o1, ..., o, is the
invocation of the same operator on the operands put into canonical form and then sorted according to <r,

to ensure the uniqueness of representation (rule 37). The relation <7 is a total order relation on the canonical
subset of T and will be defined in Sect. 4.2.
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e The canonical form of the invocation of an associative operator ® on a list of operands o7, ..., o, is the
invocation of the same operator on the operands taken into canonical form. If, after canonicalisation, some
operands have the same operator ® as their top-level operator, the hierarchy of invocations of ® is flattened
(rule 38).

Formally, the term canonicalisation function C* : 7 — 7 is the result of the reduction performed by the term
rewrite system defined according to the following set of rules, where P is the set of commutative operators, and
P4 is the set of associative operators. The intersection of these sets may be non-empty because operators may
have multiple properties.

In the following, a rewrite rule like —

C
o0

should be read as: when the prerequisite predicate 7 is true, then term

o can be rewritten as o”’.
©OePc A@iloy#C(oy) vV i, 7, i <j, |C(0)&rC (o)) A
ki, .o ko, ki #Ek Vi, 1| CH(og)<7rC (o)), 1=1,....,n—1

@1, ... 00) ~> OC* o). ....C*(03,))

(37)

O ePa A Ji|C(0i) =O(0il, - - - Oim)

(38)
C
OO, ..oy 0p) > O(O1, « .oy T4 1041y -« vy Oimn ity - -« s On,)

Theorem 4.1 The function C* : T — T is computable for any finite o € T .

The proof is based on the observation that the term rewrite system defined above is convergent.

4.2. Total order relation on terms

We assume that there is a total order relation <p on the elements of P, which is always possible when P is finite
or is a countable infinity; similarly, we assume that there is a total order relation <4 on the elements of A, as it
is the case when the total number of atomic terms ever used in a session of the protocol is finite or is a countable
infinity. Under these hypotheses, we define a relation <7 on the canonical subset of T as the smallest relation that
satisfies the following implications:

o1€A AN oreA A 015407 = 01570, (39)

oleA N d A= 01570, (40)

01 =01n(...) AN =0Oan(...) A n<m= o01<70, 41)
01 = O1n(011, -, 010) A 02 = O2,(021, ..., 021)

A djl oy # o2 A 01j<709

A opp=00 Vi<j=o01<70, 42)
o1 = O1n(011, ..., 01n) A 02 = O2p(0021, ..., 02p)
A 01 =02 Vi A Oin <pOry = 015702 (43)

It can be shown that the <7 relation, as defined above, is computable.

Theorem 4.2 The relation <t is a total order relation on the canonical subset of T .

4.3. Commutative operators

Let us assume, without loss of generality, that ©® is a binary, commutative operator. The ability to synthesise
a compound term by means of operator ® can be captured by the following closure rule, to be added to rules
(1-14):

O‘]Ei/\O’zGiAU]STO'z:}O']OO'in. (44)
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Accordingly, the following, additional predicate for the definition of ¥ must be added to (17-25):
U]@OszC}(U]Q/i VO’2¢§)/\O]§TO'2. (45)

This predicate has been defined with reference to the closure rule (44) in the same way as predicates (17-25) were
derived from (1-14), also taking canonicalisation into account. For example, predicate (20) states that {01}, € X
iff o, & T because otherwise it would be possible to reduce {o}},, into simpler terms by rule (11), and rebuild it
from the reduction results by rule (4).

In this case, o1 © 0, can possibly belong to ¥ iff it cannot be synthesised from its operands o and o>, that is, iff
o1 & TV o =3 ¥. Moreover, o; © o5 can possibly belong to X iff it is, or has been put, in canonical form, that
is, from canonicalisation rule (37), iff o1 <705. In turn, this implies that only canonical terms belong to X.
Similarly, closure rule (44) gives rise to the following additional = reduction rule to be added to (26-36):

0100y € Xi A r(o1, Xi) A (02, Zi) = ({01 © 02}, (44),0) (46)

When its premises are satisfied, rule (46) has a premise term o; ® o, which can be generated using other ele-
ments of X;, because the truth of r(oq, X;) A r(o2, X;) makes closure rule (44) applicable, and simply removes
it. Therefore, it guarantees that no loops are introduced in the reduction process, preserves the closure ¥ and
ensures that ¥,;; only contains canonical terms if the same is true for ¥;. Closure rule (44) is also the starting
point to extend function r(-, -) presented in Sect. 3:

boolean r(o, %) {

else if 0 = ®(01,03) A © € P then
return r(oy, X) A r(oy, X) ;

4.4. Associative operators

Let us assume, without loss of generality, that ® € P4 is a n-ary, associative operator, with n > 2. In addition,
let us assume that the (degenerate) invocation of operator © with one operand is the operand itself: ©(c) = o.
The ability to synthesise a compound term by means of operator ©, possibly leveraging the associative property,
is captured by the following closure rule:

O011, -, 01m) EZ A O(021,...,00) € = 011, ..., Olyns 021, - ., 02p) € 47)

by the additional predicate for the definition of X:

O(@1,...,on)exaVie[l,n—1] ©(@1,...,0)€Z V O (Git1,...,0n) &% (48)
by the additional ¥ reduction rule:
@(O—l’---,o—n) € El
A FJiell,n—=1]]z(O(o1,...,0;), X)) } - ({O(o1,...,0.)}, (47), 9) (49)
A (OO vy Op), 25)

and by the following extension to the r(-, -) function:
boolean r(o, X) {
else if 0 = O(01,...,0n) A O € Py
then return =3i e [1l,n—1]|
r(O(oy,...,01),2) A r(O(0i+1,...,00), L) ;

)

If © is both associative and commutative, the rules outlined above must be complemented because if the lists:
(o1,...,0;) and (0;+1, ..., 0y,) are both sorted according to <7, this does not imply that their concatenation

(o1,...,04, 041, ...,0y)1s also sorted according to the same relation.
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(1) A—-B : X=G" mod N
(2) B—A : Y=G"™ modN
(3) A—B : {M}Y”'l mod N

Fig. 2. The Diffie-Hellman key exchange protocol

So, for example assummg that o1 <70,<703 it can be ®(o1, 07, 03) € ¥ even if o1 & T A0 (02, 03) & T A je
(o1,00) & T A o3 & ¥ and closure rule (47) cannot be applied. In fact, this happens when o, € T A O(o1,03)€ .
On the other hand, the same closure rule can introduce non-canonical terms in E for the same reason. The
refined closure rule for a commutative and associative operator therefore is:

OO0, 01m) EZ A O021,...,02,) € 5 = CHO(O11s .+, Olms 02l - .., 02p)) € 5, (50)

where the invocation of the canonicalisation operator C* avoids non-canonical terms in . On the other hand,
when defining the predicate for the definition of ¥ and the corresponding reduction rules on terms in the form
o(o1, ..., 0,), all possible partitions of S = {0y, ..., 0, } into two subsets must be considered:

o(01,...,0p) €T &
VSL S 1S1#0 A S#0ASNSH=0ASUS={0,....00} OSNEE V OS¢ (51)

ooy, ...,0,) € X

E|S],SQ|S] #ﬂ A Sz;éﬂ

SINS =460 - ({O(a1,...,0n)}, (50), @) (52)
StUS ={o1,...,0,}

r(O(5), Zi) A £(O(5), X))

In the above rules, with a little abuse of notation, we let ©(S) = (o1, ..., 0,), where S = {0, ..., 0,} is a set
of terms. In the same manner, the extension to the r(-, -) function must be:

> > > >

boolean r(o, X) {

else if 0 =O(01,...,04) A © € PyNP;

then return I S1,S5 |S1# 0 A S #B A S1NS,=0 A
SiLJSQ:{O'i,...,O'n} A
r(®O(81), ) A r(O(Sy), X) ;

4.5. Modular exponentiation

In the Diffie-Hellman protocol [DH76], depicted in Fig. 2, two numbers G and N are publicly agreed on by the
communicating principals A and B. A chooses X = G™ mod N for some random n; and sends the result to
B as message (1). B chooses Y = G™ mod N for some random 7, and sends the result to A as message (2). A
computes £k = Y™ mod N and B computes £k = X" mod N. The result of these two calculations is the same
and is equal to the new session key k. This provides a means for exchanging keys but gives no guarantees of
authenticity.

The last step (3) does not belong to the key-exchange protocol itself, but shows how the new key shared among
agents can be used: A sends a message M encrypted by means of k = (G™ mod N)™ mod N to B which in turn
can decrypt it by means of the same key &k = (G™ mod N)™ mod N.

To model the computation carried out in this protocol, we define a new operator as:

<< O'>>(]T\l] ..... Op — O,al ..... Oy mod N (53)

The new operator has the following properties:

On

L oI = L o), (54)
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where I1(o1, ..., 0,) is a permutation, which captures the commutative property of the exponent product, and:
L KL U>>(]7\l[1a~~~v(7]n>>(17\§la~~~:l72m = O—>>(]7\]]1 ~~~~~ O1n0215ees (72m7 (55)

which reflects the ability to associate nested invocations of the operator in base position.

The generic term canonicalisation rewrite rules outlined in Sect. 4.1 can be specialised for the Diffie-Hellman
operator, taking into account its well-known operator’s algebraic properties recalled in (53-55). Since these rules
have been derived by specialisation, they preserve the properties of the generic rules they derive from, namely, all
the properties of ¥ mentioned in Sect. 3 still hold.

The specialised rewrite rules are:

(Filoy#C (o)) v Fi,j, i <j, [C(0:)%rC"(07)) A
Elkl, o kny K 7é ki Vil | C*(le)STC*(ka), i=1,...,n—1

: : (56)
< O_>>(;\} ..... on '_C_> < U>>(1:v(akl) ~~~~~ C*(oky)
. / O] yeees Oln
o=<o>% 57)

02150y

L o>%

Oll,5-ee5 O1n,0215--+,02m

o G & ol

The intruder’s ability to compute the Diffie-Hellman operator can be expressed by the following closure rules
which are the specialisation of (44) and (50):

' ET A0l ...,0n€EX A 0;<70i4 Vie Ln—1]=><Ko>y "€ b (58)

LS e T A 091, ..., Oy € B = CHK o/ SR0Im00m) ¢ 5 (59)
Rule (58) captures the commutative property of the Diffie-Hellman operator with respect to oy, ..., 0,; simi-
larly, rule (59) captures the ability to flatten nested invocations of the Diffie-Hellman operator in base position
by grouping exponents o1y, ..., 01, and oy, ..., 02,, together.

Notice that, in rule (58), canonicalisation is unnecessary, because the rule’s prerequisites implicitly ensure that
the right-hand term is canonical.

According to the closure rules above, we can introduce the following additional predicates for the definition of

; below, S| and S, represent any binary partition of S = {01, ..., 0,} and, with a little abuse of notation, we
o11

let < O'>>]Sv1 =K O->>N ..... o1k,

Lo>Y e & (o Y Vv Jiloié3) A 0;<rojs1 Vje[l,n—1] (60)
St = {o11, ..., 011},
- S = {021, ..., 00},

Lo>U " eT VS, 5| SIFIANSFEFIASNS=0 A (61)

S1US ={oy,...,0,} A
(Ko>N g v Jiloy ¢3)

Last, closure rules (58) and (59) induce the following ¥ reduction rules, which are the specialisation of (46) and
(52):

Lo>YTTm e Arx(o, %) A x(oj, %) Vjie[l,n]—- (KoY, (58), 9) (62)
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Table 6. An example of canonicalisation 5

p C

{c, G, N} < G

{c. G, N, < G>}} < G

{e. G,N, < GV, <« G2} M} casmsm (57
{M}<<G>>;(,2"1 (56)
(M} G»"™

{6, G, N, <G>, <G> 7, (M) gymm)

Loy e A 38,85 ={ow, ..., ouh
Si\ZSfOSl:gZ Z’{Oo?ll,}7 .‘Sjl, z—én? " Sz 75 o Sl i Sz -’ - <{<< U>>(]T\1] ,,,, (Tn}’ (59)’ ﬂ> (63)
A T(KL o>V, T) A (0, ) Viell,l]
and the following extension to the r(-, -) function:

boolean r(o, X) {
else if o0 =K o> ™
then return ( r(o’, ¥) A r(oj, £) Vj) V
38y = {011, ..., 01}, S2 = {021, ..., Oon} |
S1#£0 AN Sy#0 A
Si1NSy=60 A S1USQ={O'1,...,O'H} AN
r(€o’>y, ) A 1o, T) Vi);

)

It should be noted that if we allow S; = @ and assume that the degenerate application of modular exponentiation
to any o with an empty set of exponents yields o itself (that is, < 0>>% = o Vo), then (60) becomes a special
case of (61). However, it may still be convenient to keep them separate, both to adhere to the general theory
developed in Sects. 4.3 and 4.4 more closely, and to have distinct reduction rules, (62) and (63), for the two cases.
In this way, by evaluating these rules in the given sequence, it becomes possible to avoid the expensive computation
of all the partitions of {7, ..., 05} into two subsets S} and S, entailed by the evaluation of (63), when the simpler
rule (62) applies and renders that computation useless. In fact, the conclusions of (62) remove < o3> from
o and thus unconditionally invalidate the premises of (63). From the implementation point of view, (62) can also
be seen as an efficient shortcut to (63) that covers the simplest situations.

It can also be noted that the ability of handling any generic commutative operator allows this method to handle,
at least in principle, other forms of encryption commutativity besides Diffie-Hellman. However, this possibility
has not been further investigated in the present work.

4.6. Example of intruder’s knowledge management

Table 6 shows how the intruder’s knowledge grows up when the intruder intercepts the messages exchanged
between A and B of Fig. 2: T is the minimised intruder’s knowledge, p is the eavesdropped message, and column
C contains the number of the canonicalisation rules needed to put p in canonical form.

The first and second message of Fig. 2 are already in canonical form, thus no canonicalisation is needed. More-
over, they cannot be split into simpler sub-messages, thus the new minimal intruder’s knowledge is obtained
simply by adding these messages to the initial one.

The last message of Fig. 2 has been encrypted by a nested invocation of the new operator thus, by rule (57), the asso-

ciative property is exploited and {M} <G is obtained. Last, rule (56) gives the canonical form {M} asnm

where each exponent precedes the next one with respect to the total order relation among terms (we assume
nm<7rm).
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Table 7. An example of reductions

¥ ={c, G, N, m} C*(p) = < G
T Ei R E[ EO
0 {c. G. N, ni, < G>}} (62) (<G> 9
1 {c, G, N, n1}

T ={c.G.N.m} C*p) = < G
7 %, R X7 z:O
0 {e, G,N,n, < G}

T ={c, G, N, ni, < G>}?} C*(p) = (M) gy

i % R Xy Yo
0 le, G, N, m, < G, (M) gy mm) (33) UM} gy} (M}
1 {c. G. N, ni, < G>, M}

T ={c, G, N, n, < G}, M}

Table 7 shows what happens to the intruder’s knowledge when n; belongs to the initial %, too. Since the canon-
icalisation details have already been analysed in the previous example, here we assume that each message the
intruder intercepts is already in canonical form (C*(p)), and we focus on the intruder’s knowledge minimisation
steps, induced by the presence of n; in the initial 3.

At each protocol step = (obtained from the previous step) and the intercepted message C*(p) are listed in a
row. Below, the sequence of reduction steps follows, starting from Xy = % U {C*(p)} and ending when a new
minimised ¥, has been obtained. For each step, the reduction rule used (R) and the corresponding X; and X
sets are shown.

Starting from ¥ = {c, G, N, ny}, the intruder captures the first message < G>>\ sent from A to B, thus
%o = {c, G, N, n;, < G} is obtained. < G>'y can be synthesised starting from G and n; (N is embedded
into the operator itself, but this is correct since N and G are publicly agreed between A and B), in fact rule (62)
allows it to be removed from .

The next intercepted message is < G>>; it is added to ¥ without any reduction, since it can neither be synthes-
ised from simpler messages, nor it allows to decode some message already in %. In fact, premises of both rules
(62) and (63) fail.

The last intercepted message is {M} <G> since (o, € G>>N™) is true, then rule (33) allows to remove

nin

(M} asnm from, and add M to theintruder’s knowledge. In fact, r(« G> ", o) corresponds to the last exten-

sion to r(-, -) made before the examples. By defining S; = {n,} and .5, = {n,}, we have that both r(« G>>IS\,‘, >0)
and r(n;, X) are true.

5. Complexity analysis

The complexity analysis is carried out in three steps: first, we describe a basic complexity model for operators
with no special properties. Then, we extend the model to encompass operator’s properties and take a sequence
of reductions into account. A comprehensive set of experimental results concludes the section.

5.1. Basic computational complexity

5.1.1. On the computation of the question o € X

In this and in the following sections, let op(o') be the number of operators in term o and n(X) the number of
elements in set X. Moreover, we extend the domain of the operator op(-) to sets of terms, by defining it as:

op(X) = r;lgg(op(o))

in that case. Assuming that the comparison between atomic terms can be carried out in constant time, and the
lookup of a term in ¥ is sequential, then the computational complexity to check whether o € ¥ is O(nm), where
n =n(X)and m = op(o).
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5.1.2. On the computation of r(o, X)

The worst case happens when the operator’s tree in o is fully unbalanced, that is, each invocation of r(c, X) on
a compound term o with m operators entails the recursive computation of r(o;, X) and r(o,, X), where o is
atomic, and o, has m — 1 operators.

In this case, each recursion step executes in O(nm), where n = n(X) and m = op(o) as shown above, and
the recursion depth is m. So, the computational complexity of r(o, X) is O(nm?), as it has also been proved in
[McA93] in the more general framework of local inference rule sets, of which the definition of r(:, -) is a special
case.

5.1.3. On the incremental computation of ©

For the sake of this discussion, and without loss of generality, let us define a reduction step as the simultaneous
application of all independent reduction rules and let us denote it with —. The incremental reduction of ¥ after
the addition of the new term p can be seen as a finite sequence of reduction steps starting from £ U {p} = Zo;
reduction step ¢ acts on set X; and produces the (partially) reduced set ;41:

TUpI=S1— -2 o T > -

Let n; = n(X;) be the number of terms in X;, and m; = op(Z;) the maximum number of operators of terms in
¥;. Then, we have the initial condition:

{ ny = n(x U {p})
mo = op(X U {p})

In the worst case, up to n; reduction rules can be applied at step 7, one for each term in X;; assuming that we
can determine which reduction rule must be applied in constant time, each application of such rule entails one
invocation of the € operator and up to two invocations of r(-, -); therefore, each application of a reduction rule
at reduction step 4 has a computational complexity of O(n;m;) + O(n;m?) = O(n;m?), and the computational
complexity of reduction step i is O(n?m?).

Ateach reduction step 7, whenever we remove a term o from ¥;, and add some other terms o7, . . ., o, derived from
it, the added terms will always have one operator less than the term they originated from, thatis, op({oy, ..., 0,}) =
op(o) — 1.

Therefore, as a result of reduction step < we remove n; terms with m; operators and add up to 2n; terms with
up to m; — 1 operators; rules (34) and (35) are the only exceptions in this respect, because they do not remove
any term. However, their application does not lead to the worst-case complexity because they leave in X;4; the
compound term {[o1]},; or {lo1]}o; that cannot be further reduced, because o] € ¥;+; as a consequence of the
application of the rule itself.

So, we can write:

mi+1 = m; — 1

{ Ni+1 = 214

After a maximum of my reduction steps, X,,, is reduced to contain only atoms and no further reductions are
possible. So the computational complexity of the reduction as a whole is:

my my
> 0mimd) =Y 02" o) (my — i)*) = O(ng2*™) = O ((ng2™)*) (64)
=0 =0

5.1.4. Comparison with normal, natural deductions

When we assume that encryption keys are atomic, neglect public/private cryptosystems, and restrict our scope
to normal, natural deductions only, as in [CJM98], we can replace all invocations of r(o, X) in pre-conditions
(26)—(36) with the simpler check o € X, and we can drop out reduction rules (27)—(30) and (34)—(36).
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Accordingly, the complexity of a reduction step as defined in the previous section is reduced to O(n;m;), because
function r(-, -) is never invoked in this case. So, the complexity of the reduction process as a whole reduces to:

> 0(nimd) = 02" no(mg — i) = O(ne2™) (65)

=0 =0

5.2. Commutative and associative operators
5.2.1. Computation of o1<707

The total order relation on terms is defined on canonical terms only; therefore, we can assume that both o7 and
o, are canonical.

The computation of the relation when at least one operand is an atom is carried out in constant time, because
only rule (39) or (40) may possibly apply.

When neither operand is an atom, rules (41-43) may apply, and the complexity is then linear with respect to the
number of operators. In this respect, we consider a k-ary operator equivalent to the nesting of k¥ — 1 applications
of a binary operator. In summary, the complexity of o) <707 is:

O(op(fo1, 02}))
5.2.2. Computation of C*(o)

The complexity of the canonicalisation depends on the actual term structure, because the properties of each
operator determine which of rules (37-38) must be applied at the corresponding step of the recursive descent
through the structure of the term.

The worst case is rule (37), which entails sorting the top-level operands, taken into canonical form, according to
relation <7. When using a naive sort algorithm, the complexity of such a sort is quadratic in the complexity of
<7 applied on the top-level operands. The worst case for a term with m = op(o) commutative and associative
operators happens when the operators can be flattened into a single application of the operator to m + 1 atomic
operands, and the corresponding complexity is:

O((m + 1)*) = O(m?) (66)

barring lower-order addenda.

5.2.3. Computation of the question 6 € X

This computation is not affected by the extension to the intruder’s knowledge representation for associative and
commutative operators, so its complexity is O(mn) as before.

5.2.4. Computation of r(o, X)

The computation of r(o, X) does not involve, per se, any canonicalisation, though the canonicalisation of o must
be performed before the invocation of r(-, -), so the complexity of the latter can be computed independently.
The worst case occurs when the operators in o are both associative and commutative, because in this case the
computation of r(-, -) involves the recursive invocation of the same function on all possible partitions of the
operands in o into two subsets. If a given o] has k£ operands, the number P of such partitions is:

k—1

1 k k1
P=22<i)=2 -1, k>2 (67)
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Taking into account that the worst case for the complexity of the recursion still happens when the expression tree
is fully unbalanced, and equating the complexity of all cases to the worst one, the complexity of r(o;, X), where
op(oy) = kand welet o1 = a © 07, is:

[emplx(r(a, £)) + emplx(x(os, £))] (2%~ — 1),

where op(o;) = k£ — 1 and emplx(-) denotes the complexity of computation -. Barring terms of lower order and
bringing the summation to closed form we obtain for the overall complexity of r(o, Z):

O(nm*2% ) (69)

With respect to this complexity, the additional complexity introduced by the canonicalisation step to be performed
beforehand (66) can be neglected.

5.2.5. Incremental computation of =
The framework is the same as in the complexity analysis of the basic knowledge representation; the difference is

that, from (67) and reduction rule (52), the application of each reduction rule may now involve up to 2™~ — 1
invocations of r(-, -) instead of two, so the overall complexity of reduction step i is:

7er2 m2
n;[20™=D — 110 <n7;m1-222[> =0 <n§m§22’>
provided we neglect the lower-order term in the exponent of 2. The overall complexity is therefore:
mo m12 mo } (mo—i)z
S o <n3mfzz'> -0 ((2”70)2(7% —iy2 s )
i=0 i=0

that is, barring lower order terms in the summation:

O(ng2?™) (69)

With respect to the original complexity for a free-term algebra, we have now 2mg instead of 2my at the exponent.

5.3. Further refinements

The most important shortcoming of the basic computational complexity analysis carried out in Sects. 5.1 and
5.2 is that it takes only a single reduction into account, that is, the incremental computation of the updated ¥
after the addition of a single term p.

This approach neglects the effects that each reduction can possibly have on the complexity of subsequent ones.
For example, if a given reduction splits some compound terms into atoms and thereby removes the formers
from the new X, these very same terms will no longer have to be considered in any reduction that follows, thus
intuitively lowering its complexity.

The model of a sequence of reductions presented in this section tries to solve these issues to some extent, and
provide a more realistic asymptotic complexity figure. The computation will be carried out with respect to the
basic knowledge representation strategy of Sect. 3; however, the same model is still true under the extension
presented in Sect. 4.

5.3.1. Multiple reduction model

Let us make, for the sake of the following discussion, some further definitions and simplifying assumptions:

m 1s the maximum term length ever occurring in the intruder’s knowledge. As a consequence, m — 1 is the
maximum number of operators in non-atomic termes.

Y, is the minimised intruder’s knowledge at the beginning of the ith reduction. In order to simplify the analysis,
the number of operators in each non-atomic term ¢ € %, is approximated with the worst-case value m — 1,
that is, op(o) = m — 1.
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x; is the number of non-atomic terms in X.

y; is the number of atoms in ;.

represents the fraction of non-atomic terms in X; that is split into atoms by the ith reduction. By definition,

O0<a; <1, Vi

B; represents the fraction of the atoms produced by the ith reduction that are “fresh”, that is, were not already
known to the intruder; these atoms will become new elements of ¥;4;. The fraction of fresh atoms added in
the ith reduction is then «; 8;. By definition, 0 < 8; < 1, V.

p; represents the term added to X, to trigger the ith reduction. It is assumed, as a worst-case hypothesis, that
all p; are non-atomic, that op(p;) = m — 1, and that they are always “fresh”, that is, they were not already
known to the intruder, even if some of their constituents possibly were.

oy

N

It should be noted that none of the simplifications above affects the behavior of the algorithm that computes X;
they are merely worst-case assumptions introduced to simplify its complexity analysis.
Under the set of definitions and assumptions discussed above, we can write the following recurrence relations:

Ti+1 = (CL’Z + 1)(1 — Oli) .
{ Yoo = g+l Dagfy 02 (70)

with initial values x; and y;. The relations above hold because the ith reduction starts, after the addition of p;,
with z; + 1 non-atomic terms in %,. By definition of «;, the reduction process leaves (z; + 1)(1 — «;) of them
untouched, whilst splitting (x; + 1)a; of them into atoms, thus producing m atoms for each non-atomic term.
Among the atoms produced, by definition of g;, only m(x; + 1)a;8; are actually fresh, and increase the number
of atoms in X;+1, denoted by 4;+1.

5.3.2. Asymptotic convergence

If om = min;(«;), from the first recurrence in (70) we can write:
Tis1 = (7 + (1 — ;) < (2 + I)(1 —om) (71)

and then, solving the recurrence relations under the additional restriction that 0 < am < 1, as shown in the
appendix, it results that:

1—0lm

1—+00 oam

(72)

iff the limit on the left-hand side of the equation exists, thus ensuring that both the elements of the succession
and its limit have a finite upper bound; it can also be shown that the same result holds when «; = 0 for a finite
number of choices of i.

In addition, it can easily be shown that when the values of «; are chosen according to a uniform or normal
probability distribution, a reasonable approximation of the asymptotic limit of the succession z;, when it exists,
is:

l-@
—, (73)
o
where @ is the distribution’s mean.
Let us now consider the succession y; and introduce the additional assumption:
Bi=1-2 (74)

N

where N is finite and represents the total number of atoms ever known in the system. Basically, this corresponds
to assume that the frequency of collision is proportional to the fraction y;/N of atoms already known to the
intruder, and that when all existing atoms are known, no further atoms can add up into the intruder’s knowledge.
Assuming N to be a finite quantity is reasonable, because the non-decidability of the problem with an infinite N
has already been proved otherwise.
Then, we can solve the recurrence as described in the appendix and obtain:

lim y; < N, (75)

1—+00
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Under the initial, obviously true, condition i < N, and assuming N > 1, it can easily be proved that the
succession y; is monotonic, non-decreasing and its upper limit is N.

From Egs. (72) and (75), and assuming that both successions have a finite limit, denoted by zj;;,, and yjjpy»
respectively, we can write the following asymptotic relations:

{ im

Ylim
At equilibrium, X; has up to (1 — am)/am compound terms, and up to N atoms. Then, on each subsequent
reduction, substituting (76) into (70) and keeping in mind the definition of am, up to

(1_“m+1)am=1 (77)

am

l—am
@ 76
No (76)

IN A

terms are split into atoms, but none of these is fresh.
5.3.3. Refined complexity analysis

From the point of view of the computational complexity, starting from the asymptotic behaviour analysis car-
ried out in Sect. 5.3.2, combined with the discussion of Sect. 5.1 about the complexity of the basic reduction
algorithms, we have:

e The worst-case complexity of the lookup of a term o in X (Sect. 5.1.1) is: O(m(z}jy, + 1))+ O(N) = O(majjy, +
N).

e The worst-case complexity of r(o, ¥) (Sect. 5.1.2) is: mO(mayj, + N) = O(mzzz:hm + mN).

e The splitting into atoms of a single compound term with m — 1 operators entails up to m applications of a
reduction rule. In turn, neglecting the complexity of the lookup in ¥ with respect to the r(-, -) operator, this
implies up to 2m applications of the r(-, -) operator. Thus, the overall complexity is:

2mO (m*ajjy + mN) = O (m’ajjp, +m*N) (78)
that is polynomial in m.

It can easily be shown that, in the same framework, limiting the reduction process to natural deductions only,
the complexity is:

2mO (mzsclim + mN) =0 (mleim + mN) (79)
that, again, is polynomial in m, albeit with a lesser exponent.
Comparing (78) and (79) it can be seen that, asymptotically, the complexity of our reduction method is still
greater than methods based on natural deductions, but the disadvantage is considerably lesser than it would seem

to be when considering a single reduction alone, as was done in Sect. 5.1. Similar results can be obtained for
commutative and associative operators.

5.4. Experimental results
5.4.1. Comparison against a reduction simulator

In order to compare the results about asymptotic behaviour derived in Sect. 5.3.2 with the actual evolution of
the reduction model presented in Sect. 5.3.1, a simulator of the reduction model was used to produce two sets of
simulation results. In both sets, the value assigned to parameters «;, IV, and m is derived from, and representative
of, real-world protocols, as will be discussed in detail in the next section.

In the first set, all &; are assumed to be constant. Figure 3 plots the values of z; and y; for 30 reductions obtained
from the simulator, and compares them against their asymptotic upper bounds.

In the second set, the values «; are chosen at random according to two different probability distribution functions.
Figure 4 compares the simulator’s values for z; and y; against both the asymptotic limit and the upper bound of
z;, and the upper bound of y;, when the «; are uniformly distributed in a given range. The asymptotic limit of z;
has been computed as discussed in Sect. 5.3.2.
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Fig. 3. Simulation results with constant or; = 0.3 to the /left, and o; = 0.2 to the right; in both cases, N = 10 and m = 3
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Fig. 4. Simulation results with uniformly distributed «; € [0.3,0.5] (i.e. @ = 0.4) to the left, and «; € [0.2,0.4] (i.e. @ = 0.3) to the right; in
both cases, N = 10 and m = 3

Figure 5 makes the same comparison, but with normally distributed «;. In this case, the upper bound on the z;
has been computed assuming o = @ — 0y

All plots show a good correspondence between the simulated and the asymptotic behaviours. All simulations
start from the initial conditions z; = 0 and y; = 1, thus assuming that, at the very beginning, the intruder’s
knowledge includes a single atom, e.g. a public communications channel, and no compound terms.

5.4.2. Comparison with the actual minimisation process

To better assess the conformance of the simulator to the behaviour of the intruder’s knowledge minimisation
process in real protocol analysis, simulator’s results were compared with some test runs of a prototype, automatic
model-checking tool [DSV03], with source code instrumentation added to dump the contents of the intruder’s
knowledge after each reduction, thus enabling us to gather statistics about its contents. Since the tool only works
on the basic knowledge representation described in Sect. 3 and does not support the extensions presented in
Sect. 4 we did not use commutative and associative operators in the test runs.

Figure 6 compares the solution for z;, i.e. the number of non-atomic terms in the intruder’s knowledge, computed
by the simulator and measured with the tool’s instrumentation for two parallel sessions of the well-known WMF
protocol that appears in [AG99] and is recalled in Fig. 7. The simulator’s parameters have been determined by



Attacker’s knowledge in protocol analysis

323

14 | §i : 14 §i :
Upper bound on x; Upper bound on X; -~
12 1 Upper bound on ; 121 Upper bound on y;
Asymptotic limit on x; ------- Asymptotic limit on x; -------
10 R 10 R
= 8t e = 8} >
< « < x
6 . 6
4t = 4 -
2 - S e + ......... , .................... ‘ + ...... +¢+‘++ ...... 2 S i + . +_+ + T o .
oLl—— : : : : : 0 : : : : : :
0 5 10 15 20 25 30 0 5 10 15 20 25 30

Reduction step

Reduction step

Fig. 5. Simulation results with normally distributed «;, with @ = 0.4 and o, = 0.1 to the /left, and @ = 0.3 and o, = 0.1 to the right; in both

cases, N =10and m =3

Simulator x; .

Tool x;

X+

Fig. 6. Comparison between simulation and tool results for the WMF protocol. Simulator’s parameters are N =

=1/6

10
Reduction step

15 20

12, m = 2, and a constant

A(Ma Kasy Cas; Cab)
S(Ka57 Ksb, Casa Csb)

B(Ksln Osba Caba CF)

SyS(M7 KaSa Ksba
Casa Csb, CYabv CF)

Inst()

> 1>

1>

1>

1>

(VKa )(Cas({Kar}k,.)- Car({M} ) 0)

Cos(x1). case x1 of {x2}k,, in
so({z2}K,,)- 0
sb(y1)- case y1 of {ya}r,, in
ab(y3). case ys of {ya}y, in
7 (ya). O

(Ma Kasvcasacab) ‘
(Kavasbvcasacsb) |
B(Ksb7 Csba Caba OF)

(VK as) (v Kp)(
SyS(MhKasaKsbaCaslyCsbl, ablaCF1)|
SyS(M%KasaKsbyCastCsb2a ab27CF2))

A
S

Fig. 7. Spi specification of the WMF protocol, two sessions



324 1. Cibrario Bertolotti et al.

3l Simulator x;  +
Tool x;  x
25 1
2 Loe XX oxoxox
o 15 . + . x
1l X x
O0 é ;1 é é 1‘0 1‘2 1‘4

Reduction step

Fig. 8. Comparison between simulation and tool results for the protocol of Fig. 9. Simulator’s parameters are N = 3, m = 2, and a constant
a; =1/3

Pa(M) % (M) e(x). [z is H(M)|F(M)
Pg = c(y1). case y1 of {y2}k in ©(H(y2)). 0
Inst(M) = (vk)(Pa(M) | Pp | Pa(M) | Pp)

Fig. 9. Spi specification of two parallel sessions of the protocol of Fig. 1

fitting the model to the spi specification of the protocol itself, for parameters N and m, and estimating «; from
one of the protocol traces with maximum length. In particular:

e Parameter NV has been determined by counting the total number of atoms in the protocol specification (N =
12).

e Parameter m has been determined by inspecting the structure of all messages exchanged in the protocol, and
counting the maximum number of operators they contain (m = 2).

e Parameter «; has been estimated from one of the traces of the protocol with maximum length, by computing
the fraction of output terms that went into the intruder’s knowledge without being split by the reduction
process.

Figure 8 repeats the same comparison, but for two parallel sessions of the protocol already presented in Fig. 1
and whose spi specification can be found in Fig. 9. It can be noticed that, even when the number of reductions
in the actual protocol is very small, like in this case, thus placing the simulator in its worst-case, the simulator’s
result are still near the measured ones, and the error is below unity.

6. Concluding remarks and related work

Most finite [CIM98, CIMO00, Low96] and infinite-state [AL0O0, BDNP02, Bor01] protocol analysis methods
restrict encryption operators to atomic keys only. For example, in [CJM98] and [Pau98], this restriction comes
from the adoption of the closure of X under £ rules as a representation of the intruder’s knowledge.

Other approaches based on theorem proving do not pose this restriction but the trade-off in the general case is
between incompleteness and possible non-termination of the analysis, as pointed out by [MS01]. For example,
the approach taken by Proverif [Bla01] admits non-atomic keys, but may give false positives.

It is worth noting that support for constructed, non-atomic keys is becoming increasingly important to be able to
analyse real-world protocols, since it is common for such protocols to build a symmetric key from shared secrets
and other data exchanged between parties during a run of the protocol itself.
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Other papers, such as [FA01, Hui99, BMVO05], relax this restriction but neither explicitly introduce the notion
of X, that is, the minimised, canonical representation of the intruder’s knowledge, nor analyse and exploit its
properties. As a consequence their intruder’s knowledge representation is less than optimal.

The free term algebra of [MS01], too, allows any term to be used as an encryption key for both public-key and
symmetric key encryption, but the attacker’s knowledge representation is not minimised and some other slight
restrictions are in effect, such as for example the assumption that private keys are never leaked. This assumption
seems quite reasonable, but cannot easily be guaranteed by hand when dealing with complex protocols; so, we
believe that such property is best checked with the aid of a formal, automated method.

On the other hand, [RT01] proves that the maximum length of a derivation of a term o from an arbitrary set of
terms X is bounded by the size of the Directed Acyclic Graph (DAG) representation of o and X, thus implying
the existence of a polynomial algorithm to carry out a single reduction step. However, the proof of this result
heavily relies on the assumption that asymmetric encryption keys are restricted to be atomic, i.e. the validity of
this result has not been proved in the general case of non-atomic keys. The same restriction affects [CKRTO03]
too, which extends [RTO1] to also cope with the exclusive or operator.

By contrast, our approach does not pose any restriction on the internal structure and construction operators of
symmetric and asymmetric encryption keys, and supports the full term language of the spi calculus itself. This
result comes at the expense of a greater computational complexity for a single reduction step; however, the overall
complexity of our method for a whole reduction has been shown to be asymptotically polynomial anyway.

The additional expressive power and flexibility of our method more than outweighs this disadvantage in the com-
munications protocols typically found in practice, as it has been shown by a refined model for complexity analysis.
This result was relieved by the comparison of the refined model against the actual behaviour of a model-checking
tool, showing good results.

Several recent papers, e.g. [CKRT03, CLS03, MNO02, MS03], present methods to overcome the limitations of a
free term algebra framework and support commutative, associative and self-cancelling operators; however, they
have not been applied to model checking and do not keep the intruder’s knowledge in a minimised form.

Last, it should be noted that, even if we adopted the term syntax of spi calculus in this paper, our method is easily
amenable to work with other term representation languages with similar sets of term composition operators.
As a future work, it would be interesting and useful to further extend this method to handle self-cancelling
operators and, more in general, cancellation. However, at present, this possibility has been little investigated.

Appendix A: Refined computation analysis details

This section works out the mathematical details of the refined computational analysis described in Sect. 5.3,
under the same assumptions already outlined in Sect. 5.3.1. If @y = min;(«;), from the first recurrence in (70)
we can write:

ziv1 = (2 + D1 — o) < (z; + 1)(1 — am) (80)
and then, solving the recurrence relation:

zion < (1 —am)'z + Y (1 —am) @81

j=1

Under the additional restriction that 0 < am < 1:

lim (1 —am)'z =0, Va (82)
1—+00
and
+00 1 —
> (I—am) = ——= (83)
j=1 m

So, substituting (82) and (83) into (81), we obtain (72), iff the limit on the left-hand side of the equation exists.
‘We have shown that when the succession z; has a limit for 7 — +o00, then both the elements of the succession and
its limit have a finite upper bound, provided that 0 < am < 1; it can also be shown that the same result holds
when «; = 0 for a finite number of choices of :.
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Let us now consider the succession y;, with the additional assumption (74), where N is finite and represents the
total number of atoms ever known in the system.
If apg = max;(e;), substituting (74) into the second recurrence in (70) we can write:

Yoot = i+ mle+ Daif < gyt mia + Day (1-5) (84)
Since the succession z; has a finite upper bound (72), then we can choose a suitable M to write:
m(z; + Doy < M, Vi (89)
Substituting (85) into (84) and solving the recurrence, we obtain:
Yi MY’
; ,+ -2 =(y — - — | +
w < v M (1=3) ==m (1-37) + (56)
and, therefore, when |1 — M /N| < 1, that is, being M > 0 by definition, when M < 2N, (75) holds since, in this
case:
, M\
iEI-Poo (l — N) =0. (87)

Under the initial, obviously true condition y; < N, and assuming N > 1, it can easily be proved that the
succession y; is monotonic, non-decreasing and its upper limit is N.

Appendix B: Summary of Theorems

Theorem C.1 Let X C 7 be a finite set of terms, with closure s, and’ T defined by (17)-(25), givenc € s, then
o satisfies a predicate among (17)—(25) & & cannot be built by a rule among (2)—(8) from b

ie eacho € X is computed from by by means of closure rules (1), and (9)—(14) only.

Corollary C.0.1 Let ¥ C 7T be a finite set of terms, with closure f X defined by (17)—(25), and given@ € X then,
o € X V G isasub-term of some o € X.

Uses Theorem C.1.
Theorem 3.1 (Finiteness) For each finite set of terms ¥ C T, X is finite and unique.
Uses Corollary C.0.1.

Theorem 3.2 (Minimality) Let = C T be a finite set of terms, and o € . Then (X \{c})! C )
Uses Theorem C.1.

Theorem C.2 Given a finite set of terms ¥ C T, with closure T a finite message o € T, and a finite subset of s
S, then

(o, 5) = cex

and r(o, S) can be computed in a finite number of steps.

Theorem C.3 Given a finite set of finite messages > C T with closure s,

oceZ\lo) = S\{o)=3

Proposition 3.1 Given a finite set of finite messages ¥ C T with closure f and areductionrule R = (X7, C, o),
then

—

sy o s5=%

Uses Theorems C.2 and C.3.
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Theorem C.4 Given a finite set of terms . C T, and a finite message o € T, then
r(o,X) &0 € 5!

and x(o, X) is computed in a finite number of steps.

Theorem C.5 Given a finite set of terms ¥ C T, T defined by (17)~(25), and a finite message o € T, then
r(o, L) oy

and the computation of t(c, X) takes a finite number of steps.

Theorem C.6 Given a finite set of terms £ C T, and T defined by (17)—(25) = rules (26)—(36) do not hold in ¥ .
Uses Theorems C.3, C.4 and C.5.

Theorem C.7 Given a finite set of terms ©. C 7T,

if rules (26)~(36) do not hold in © = S\S! = @

i.e. from such a ¥ we can build b by using T rules only (f) = flf).
Uses Theorem C.4.
Theorem C.8 Given a finite set of terms ¥ C T, and % defined by (17)—(25),
if rules (26)—(36) do not holdin X = £ =X
Uses Theorems C.1, C.3 and C.7.

Appendix C: Proofs of Theorems

Theorem C.1 Let X C 7 be a finite set of terms, with closure f and X defined by (17)—(25), given e f then
o satisfies a predicate among (17)—(25) < & cannot be built by a rule among (2)—(8) from T

Proof. We need to prove that each & cannot be built by combining simpler terms, i.e. when rules (17)—(25) hold,
the preconditions of closure rules (2)—(8) are always invalid (since ¥ C X, then & € X and closure rules apply)
and vice-versa. We address each syntactic form of 7.

=

e if & = a, rule (17) holds and no rule among (2)—(8) can build a name belonging to s

e rule (18) states that & cannot be a successor, then it cannot have been built by means of closure rule (2);

e rule (19) states that & cannot be a pair, then it cannot have been built by means of closure rule (3);

e if o ={01},,, rule (20) states that o, ¢ T, then the preconditions of closure rule (4) are always invalid;

e ifo = H(o), rule (21) states that o & T, then the preconditions of closure rule (5) are always invalid;

o ifo = {[o1]},;, rule (22) states that o, ¢ T Vo 3 %, then the preconditions of closure rule (6) are always
invalid;

o ifg = [{o1}]s; rule (23) states that o, ¢ T Vo =3 S, then the preconditions of closure rule (7) are always
invalid;

e ifg =0, rule (24) states that o ¢ %, then the preconditions of closure rule (8) are always invalid;

e if5 =07, rule (25) states that o ¢ T, then the preconditions of closure rule (8) are always invalid.

o ife=0aby(17)(ceX=ae f) we have the thesis, without the need of assuming that rules (2)—(8) do not
hold;
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e if @ = suc(o), only closure rules (2) and (9) deal with suc(-), moreover closure rule (2) does not hold, i.e. its

premises are false by hypothesis. We claim that this leads to suc(o) ¢ ¥, and, since T C ¥, then (18) holds
too, leading to the thesis. The truth of the claim comes from the truth of:

ces = suc(a)ef)
A

suc(o)ef = oeX :suc(c)gf
A
o¢X

which can be easily proved by using boolean expressions.
e if & = (01, 02), only closure rules (3) and (10) deal with (-, -), moreover closure rule (3) does not hold, i.e. its

premises are false by hypothesis. We claim that this implies (o1, 02) & T, and, since T C I, also (19) holds
too, leading to the thesis. The truth of the claim comes from the truth of:

U]Ei/\o‘zei = (U|,02)€§
A
(0'1,0‘2)62 = 0l€EXA0EX =>((71,0'2)¢E
A
01¢§V(72¢f

which can be easily proved by using boolean expressions.
e if & = {01}, only closure rules (4) and (11) deal with {-}., moreover closure rule (4) does not hold, i.e. its

premises are false, and {o1},, € . We claim that this implies o, ¢ A {o1}s, € s, allowing (20) to hold too,
leading to the thesis. The truth of the claim comes from the truth of:

alef/\azei = {o‘l}gzei
AN
{al}azef/\azef = alef . .
A = oo g X A{ol)e, €X
{UI}GZE§
A
O‘]¢§VO‘2¢§

which can be easily proved by using boolean expressions.

e if @ = H(o), we have that the premises of closure rule (5) are invalid by hypothesis, then rule (21) holds, and
the thesis comes from the truth of:

ceS = H)eX
A
b =S od3

Q
> W

H(o) e S

which can be easily proved by using boolean expressions.

e ifo = {[o1]},;, we have closure rule (6) whose premises are invalid by hypothesis, and {lo1]}o; € T. We claim
that this implies (al Y, o, & f)) AMlollsy € T, allowing (22) to hold too, leading to the thesis. The
truth of the claim comes from the truth of:

o] € i/\rerr es = {[01]}0; et
A
{[01]}0; e = (01 & RV, 02+ 4 f)) A {[01]}0; es
A
DR oy ¢ b

which can be easily proved by using boolean expressions.
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o ifg =[{o] }s;» we have closure rule (7) whose premises are invalid by hypothesis, and [{o} o, € T. We claim

that this implies (ol ¢ v o, & f) Aoy € s, allowing (23) to hold too, leading to the thesis. The
truth of the claim comes from the truth of:

o1eS Ao, s = [lon)],- € &
A
o], € S = (a1 ¢S v oy ¢8) Alloll,; €S
A
o] 9.’2 Voo, ¢f

which can be easily proved by using boolean expressions.

e if5 = o", we have closure rule (8) whose premises are invalid by hypothesis, and o * € . We claim that this

implies o & £ Ao* e 3, allowing (24) to hold too, leading to the thesis. The truth of the claim comes from
the truth of:

ey = oteS Ao el
A
cteS =S odSrctes
A
U&’f

which can be easily proved by using boolean expressions.

o fo=0" . we have closure rule (8) whose premises are invalid by hypothesis, and 0~ € $. We claim that this

implies o g’ SA0” €3, allowing (25) to hold too, leading to the thesis. The truth of the claim comes from
the truth of:

\ol}

ceY = oteX Ao €
A

o el :ogif)/\a_ef
A
ogx

which can be easily proved by using boolean expressions. O

Corollary C.0.1 Let ¥ C T be a finite set of terms, with closure D) defined by (17)-(25), and & € X then,
G € X V 0 isasub-term of some o € X.

Proof. From Theorem C.1, it comes that & can be built from b by means of closure rules (1), and (9)-(14) only.
Since ¥ C X, the thesis can be deduced by inspection of closure rules (1) and (9)-(14). O

Theorem 3.1 (Finiteness) For each finite set of terms ¥ C T, X is finite and unique.

Proof. Here a set of terms is finite if it contains a finite number of finite terms. So let us divide the proof: first of
all we prove that each term in X is finite, then that ¥ contains a finite number of terms.

Each term in X is finite: Absurdly, let us assume that 3 &, € X | 5 is made by an infinite number of sub-terms.
Corollary C.0.1 states that such o, € ¥ Vv @ is a sub-term of some o € X, but this means that ¥ contains at
least an infinite term, and this violates the hypothesis of finiteness of X. O

The cardinality of T is finite: Absurdly, let us assume that the cardinality of X is infinite: then, by Corollary C.0.1,
we have that ¥ contains infinite terms, or some term with infinite sub-terms, but this violates the hypothesis of
finiteness of X.

X is unique: Let us absurdly assume that 3 two distinct ¥ and ¥ both satisfying rules (17)~(25): let & € =, and
o ¢ X, (or vice-versa): ¢ cannot be a pair or a successor by rules (18) and (19), on the other hand, the remaining

rules among (17) and (25) are necessary and sufficient conditions on %, then, given a &, just one % exists. [
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Definition C.1 Let & C 7 be a set of terms, we define &7 as the closure of & under rules (1) and (2)—(8) only.

Theorem 3.2 (Minimality) Let = C 7T be a finite set of terms, and o € . Then (2 \{c})! C T

—

Proof. Absurdly, let us assume that (X \{c})! ¢ .
In general, given two sets H, K|H ¢ K,itmeansthat H = K v 3 h € H|h ¢ K. In this case we know how that
Y \{o} C X, moreover the set of rules under which we close X \{o} is a subset of the set of rules under which we

close . Then (2 \{o})! cannot be larger than X, and, in particular, (£ \ {o})! cannot include terms not included
in ¥ also, then we can reduce our absurd hypothesis (Z\{o})! ¢ = to (T\{o})! = =.

Since o € X, we have that o € T and, absurdly being (X \{c})! = X, it also holds that o € (X\{o})!. Then we
should be able to build o from X\ {o} by using rules (1) and (2)—(8) only.

YVe have that o & ¥\ {0} by definition, then we cannot use rule (1). On the other hand, being both (X \{c})! and

T subsets of ¥, Theorem C.1 holds and states that premises of (2)—(8) are not satisfied by elements of ¥, and,
even more so, this holds for the subset X\ {c}, i.e. we are not able to compute o from X\ {o} by means of rules

(1) and (2)—(8) only, and this comes from our initial, absurd hypothesis. |
The absurd hypothesis (Z\{c})! = % = o e (Z\{o})!, but Theorem C.1 proves that this last statement is

e —-—

false, and this implies that our absurd hypothesis is false (o € (T\{c})! = (Z\{o})! = %).

Theorem C.2 Given a finite set of terms ¥ C T, with closure s, a finite message o € T, and a finite subset offl S,
then

r(o,5) = o € s
and r(o, S) can be computed in a finite number of steps.

Proof. The basicidea is to carry out the proof inductively: the theorem will be proved directly for the two disjoint?
caseso € S,and 0 € A\S (i.e. the base of the induction) and inductively the remaining cases: 0 ¢ A A0 &€ S
(ie.o € AUS).

Base (0 € S v o € A\S)

e o € S:we have that
— o € S as hypothesis;
— o0 €S = r(o,S)from the definition of r (if o € S then return TRUE);
— o0eS = oeTsinceSCTas hypothesis.

Thus we shall prove that under these hypotheses r(o, S) = o € T holds, i.e.:

ocefS

A

oceS = r(o,85) = (r(o,S): aef)
A

ceS =o€l

which can be easily proved by using boolean expressions.
e o € A\S: we have that

— o e A A o ¢S as hypothesis;
— o0eAANo¢gS = r(o,S)from the definition of r (else (0 € A\S) return FALSE);

— o0eS = oeTsinceSCTas hypothesis.

2 SN(A\S) = 8.
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Thus we shall prove that under these hypotheses r(o, S) = o € T holds, i.e.:

ceANcES
A

ceAANogS = x(o,5) :(r(a,S):aef)
A
ceS =o€l
which can be easily proved by using boolean expressions.
Induction (c ¢ AU S)

e Leto = suc(oy) Asuc(oy) & S: trivially r(oy, S) = r(suc(oy), S), moreover suc(o]) ¢ S, and this makes true
also the backward implication

(o1, S) < r(suc(oy), S)

Closure rule (2) states that o} € s = suc(oy) € s
By inductively assuming r(oy, §) = o1 € £, we have the thesis:

r(suc(oy), S) = r(01,5) = o) € T = suc(oy) € s

e Leto = (01,07) A(01,07) & S: trivially r(o1, S) A r(02,5) = r((o1,02), 5), moreover (o1, 07) & S, and
this makes true also the backward implication

r(01, 8) A r(02,5) < r((01,02), 5)

Closure rule (3) states that o} € SAcmeS = (o1,00) € T and, by inductively assuming r(o}, S) = o] € s
and r(oy, S) = o, € X, it holds that

r((o1, 02), S) = 1r(01,S5) A (o2, 5)
A

r(oy, S) = o] € >
A

I‘(O’z, S) = 0 € i
AN

O‘]Ei/\o’zei = (01,0’2)6%

which easily implies r((o1, 03), S) = (01,03) € 3.
o Leto = {01}y, A{o1}s, & S: trivially r(oy, S) A r(o2, S) = r({o1}s,, S), moreover {o}},, & S, and this makes
true also the backward implication
r(o1, S) A (02, 5) <& r({o1)s,, 5)

Closure rule (4) states that o € > A o) € T = {o1}s, € > and, by inductively assuming r(o, S) = o] € b
and r(0,,5) = oy € i, we have the same case of 0 = (o1, 02) (Where {01}, replaces (o1, 02)), which easily
implies r({o1}s,, S) = {o1}s, € T,
e Leto = H(oy) AH(oy) & S: trivially r(oq, S) = r(H(oy), S), moreover H(o() ¢ S, and this makes true also
the backward implication
r(o1, §) & r(H(oy), S)

Closure rule (5) states that o] € T = H(o)) € 3.
By inductively assuming r(oy, S) = o7 € X, we have the thesis:

r(H(01), 8) = r(01,5) = 01 L = H(o)) e =

3 we know that r(suc(o1), S) has given TRUE, and that the result has been computed by means of r(a1, S).
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o Leto = {[o1]lo; Alonlloy & 5 trivially r(o1, S) A (o), S) = r({[o1]}o;, S), moreover {[o1]},+ & S, and
this makes true also the backward implication

I'(O'], S) A I'(O'2+, S) — r({[al]}a;’ S)

Closure rule (6) states that o} € f)/\o; el = {[o1]}or € T and, by inductively assuming r(o}, S) = o] € s
andr(o,,S) = o) € 3, we have the same case of o - (o1, 02) (Where {lo1]}o; replaces (o1, 02)), which easily
implies r({[o1]},;. §) = {[o1]}o; € .
o Leto = [{01}]0;_/\ [{o1}lo; ¢ S is handled exactly as the previous one [where closure rule (7) replaces (6)].
o Leto =of /\U{* ¢ S:trivially (o1, S) = r(o;", S), moreover o;" ¢ S, and this makes true also the backward
implication
r(o1, S) & x(oy,95)

Closure rule (8) states that o} € T = o € T
By inductively assuming r(oy, ) = o7 € X, we have the thesis:

r(oy,S) = r(01,5) = oy € T = o € T
e o0 =0, Aoy ¢S5 ishandled exactly as the previous one.

Since, by hypothesis, o is a finite message, and S is a finite set containing finite messages only, the check r(o, 5)
can be carried out in a finite number of steps. |

Theorem C.3 Given a finite set of finite messages ¥ C T with closure s,
ceI\(o} = S\[o}=%

Proof. Since o € Z/\—{?} by hypothesis, closure rules (2)-(14) that hold for a term in E/\{?}, also hold for the
same term in . Closure rule (1) does not hold in X\ {c}, but it has been replaced by the hypothesis itself. O

Proposition 3.1 Given a finite set of finite messages = C T with closure f] and a reductionrule R = (X7, C, Zo),
then

Ly s S=Y
Proof. The proof can be carried out by taking into account each rule at a time, and by reasoning on the related
¥ and X',
(26) X5y ={H(o)}, Tp =0, then X’ = X\ {H(0)}.

r(o, ¥) = TRUE by rule (26): while doing such a computation, r(-) starts from o, and recursively computes
on o’s subterms, then it will never be called on H(o). Then it also holds that r(o, ¥\{H(o)}) = TRUE and, by

Theorem C.2, we have thato € X @)}, and this implies that closure rule (5) holds, i.e. H(o) € X\ {H(0)}
too, and by Theorem C.3 we have that ¥\ {H(o)} = T

27 Zr = o]}y ), To =0, then X = E\{{[o1]},;}-
r(oj, £) = TRUE and r(o,, £) = TRUE by rule (27): while doing such a computation, r(-), respectively
starts from o7, and o, and recursively computes on o1’s and o, s subterms, then it will never be called
on {[o1]}s;. Then it also holds that r(oy, Z\{{lo1]}o;}) = TRUE and r(o;, Z\{{lo1]}o;}) = TRUE and, by

Theorem C.2, we have that o] € X \@a;} and o) € E\WOT]}U;}, and this implies that closure rule (6)
holds, i.e. {[o1]}o; € \ﬁal\]}a;} too, and by Theorem C.3 we have that X \maT]}g;} =3.

(28) see (27).

(29) Ty ={0"},Zo =0, then &' = T\{o*}.

r(o, ¥) = TRUE by rule (29): while doing such a computation, r(-) starts from o, and recursively computes
on o’s subterms, then it will never be called on o*. Then it also holds that r(o, ¥\ {o"}) = TRUE and, by

Theorem C.2, we have that o € ET{-F}, and this implies that closure rule (8) holds, i.e. 0¥ € X\ {o "} too,
and by Theorem C.3 we have that X \{o*} = s
(30) see (29).
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(1)

(32)

(33)

(34)

(35)
(36)

Y1 = {suc(o)}, To = {o}, then T’ = X\ {suc(o)} U {o}.

>’ has been obtamed from ¥ by replacing suc(o) with o, on the other hand, closure rules (2) and (9) state
that suc(o) € T ooel,ie starting from X, by means of closure rule (9), we obtain ¥ U{c}, on the other
hand, starting from X, by means of closure rule (2), we obtain ¥’ U{suc(o)}, and T U{o} = X' U{suc(o)}.
X1 ={(o1,02)}, Xo = {01, 02}, then &' = X\ {(01, 02)} U {01, 02}.

%’ has been obtained from X by replacing (o1, 02) with o7 and o7, on the other hand, closure rules (3)
and (10) state that (o1, 03) € Y o o] € TS A oy € f, i.e. starting from X, by means of closure rule
(10), we obtain X U {07, 03}, on the other hand, starting from X', by means of closure rule (3), we obtain
' U{(o1, 02)}, and T U {07, 02} = ' U {(01, 02)}.

Y= {{al}az}a Yo = {Gl}a then X' = 2:\{{0—1}02} U {01}'

¥’ has been obtained from X by replacing {0 },, with o7, provided that r(o», X) is TRUE. r(o», X) = TRUE by
rule (33): while doing such a computation, r(-) starts from o7, and recursively computes on o,’s subterms,
then it will never be called on {o}},,. Then it also holds that r(o,, ¥’) = TRUE and, by Theorem C.2, we have
that both o, € ¥ and 0, € . Then closure rules (11) and (4), respectively hold, enabling us to respectively,
build ¥ U {01} and £’ U {{o1},,}, and the last two sets are equal.

£ = {{lo1llo ). Bo = (o1, {[01])a; ). then &' = T U (o).

¥’ has been obtained from ¥ by adding o1, provided that r(o, , X) is TRUE. r(o, , ) = TRUE by rule (34)
(and trivially it holds that r(o; , ¥’) = TRUE, being X’ a superset of X), and, by Theorem C.2, we have that
02~ € 3. Then closure rule (12) holds, enabling us to add o] to X, thus obtaining X’.

see (34).

Yr={0*,0"}, 20 ={o}, then T’ = Z\{o*, a “JU{o}.

>’ has been obtained from ¥ by replacmg o*, 0~ with o, on the other hand, closure rules (14) and (8)

statethato € £ <ot e & A 0~ € 3, ie starting from X, by means of closure rule (14), we obtain
3 U {o}, on the other hand, starting from E’ by means of closure rule (8), we obtain X’ U {o*, 07}, and
TU{o} =X U{c", o7)).

In all cases we are able to obtain the same set as an intermediate result during the computation of the closure of
% and X', thus they have the same closure. O

Theorem C.4 Given a finite set of terms X C T, and a finite message o € T, then

r(0, ) oo e 3!

and r(o, X) is computed in a finite number of steps.

Proof. The basicidea is to carry out the proof inductively: the theorem will be proved directly for the two disjoint*
cases o € X, and o0 € A\ X (i.e. the base of the induction), and inductively the remaining cases: 0 ¢ AAoc & X
(le.o g AUY).

Base (c € X V 0 € A\Y)

e o € X: we have that

— 0 € X as hypothesis;

-0 €¥ = r(o, X) from the definition of r (if o € ¥ then return TRUE);

—06eX = oex!byrule(l).

Thus we shall prove that under these hypotheses r(o, ) < o € $7 holds, i.e.:

oceXx

A

ceX = r(0, %) = (r(a,E)@GEEI)
A

ceY = oes!

which can be easily proved by using boolean expressions.

4 T NA\D) =0.
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e 0 € A\ X: we have that
— o0 €A A o & X as hypothesis;
—o0eAANo¢gX = r(o, X)from the definition of r (else (0 € A\X) return FALSE);

—ceANTEE = 0¢ $7 since rule (1) does not hold by hypothesis, and rules (2)—(8) cannot be used
to build a name.

Thus we shall prove that under these hypotheses r(o, ) < o € $7 holds, i.e.:

ceEANTEXT
A

CeANTEE = 1(0,Z) § = (r(o,E)@UEfI)
:T\EA/\U¢E = og3!
which can be easily proved by using boolean expressions.
Induction (6 ¢ AU X)

e 0 = suc(o) A suc(oy) & X: trivially r(o), £) = r(suc(o)), ), moreover suc(o]) ¢ X, and this makes true
also the backward implication,’ thus leading to

r(oy, X) © r(suc(or), X)
Moreover, by induction, we are allowed to assume
r(o), X) & o) € !
Then, we still need to prove that
o1 e 2! o suc(o) e £

= Trivial, since rule (2) allows us to build suc(o}) from o7.
& suc(oy) € ¥ by hypothesis, then rule (1) is not responsible for suc(o1) € X7, then it holds that suc(oy) has

been built by means of a rule among (2)—(8), i.e. rule (2), and this leads to oy € /.
We can now state that

r(suc(oy), ) © r(o1, ) © 01 € 27 < suc(oy) € &7

e 0 = (01,07) A (01, 00) & X trivially r(o, X) A r(om, £) = r((01, 02), X), moreover (o1, 02) € X, and this
makes true also the backward implication, thus leading us to have

I‘(O’], Z) A I‘(O’z, E) (=4 I‘((O’l, 02), E)
Moreover, by induction, we are allowed to assume

r(o], X) & o) € !
I‘(O’z, E) & 0 € »!

We still need to prove that
o] € 21/\0'26 il <:>(01,0'2)€ il

= Trivial, since rule (3) allows us to build (o1, 07) from o} and o, separately.
< (o01,072) € X by hypothesis, then rule (1) is not responsible for (o1, 03) € $7, then it holds that (o1, 02)
has been built by means of a rule among (2)—(8), i.e. rule (3), and this leads to o] € LN =

5 we know that r(suc(o), =) has given TRUE, and that the result has been computed by means of r(cy, ).
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Thus we shall prove that under these hypotheses r((o7, 03), X) < (01, 02) € =7 holds, i.e.:

(o1, ) A (02, ) © r((01, 02), X)

A

r(oy, X)) <o) € !

A = (x(@1.02. ) & (1.0 € £)
r(Uz, Z) &~ 0 € il

A

(S iI/\O'Q € il <:>(01,0'2)€ EI

which can be easily proved by using boolean expressions.
e 0 = {01}y, Ao}, & X: trivially r(o7, X) A r(02, X) = r({o1}s,, X), moreover {01}, ¢ X, and this makes
true also the backward implication, thus leading us to have

(o1, £) A r(02, X) © r({o1}s,, X)
Moreover, by induction, we are allowed to assume
r(o),X) <o) € 21
r(oy, L) &0 e X!
We still need to prove that
o] € ! A0y € LI {o1}0, € !

= Trivial, since rule (4) allows us to build {o}},, from o] and o, separately.
< {o1}s, € X by hypothesis, then rule (1) is not responsible for {o1},, € 7 then it holds that {o1}s, has
been built by means of a rule among (2)—(8), i.e. rule (4), and thisleadstoo; € =/ Aoy € X7
Thus we shall prove that under these hypotheses r({o}s,, £) © {01}, € > holds, i.e.:

r(01, £) A r(02, Z) & r({o1}0,, )

A

r(al,E)@alefl ~

A _ = (01} ) & o)y € )

r(02, L)oo e !

A

o] € il ANO) € gl (=4 {O‘]}U2 € EI

which can be easily proved by using boolean expressions.

e 0 = H(o1) A H(oy) & Z: trivially r(o1, ) = r(H(oy), X), moreover H(o) ¢ X, and this makes true also
the backward implication, thus leading us to have

r(o1, ¥) & r(H(o), )
Moreover, by induction, we are allowed to assume
r(o), X) & o) € !
We still need to prove that
o1e ! o H(o)e !

= Trivial, since rule (5) allows us to build H(o) from oj.
& H(o)) ¢ by hypothesis, then rule (1) is not responsible for H(o1) € X/, then it holds that H(oy) has

been built by means of a rule among (2)—(8), i.e. rule (5), and this leads to oy € X7.
We can now state that

r(H(o1), £) © (01, £) & 01 € &1 & H(oy) € &7
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o 0 = {[o1llo; Alo1]}o; ¢ Z: trivially x(o1, Z) A (o), %) = r({[o1]}5;, ), moreover {[o1]},; ¢ X, thus
leading us to have

(o1, 2) A x(0y, 2) & r({[o1]}o;. T)
Moreover, by induction, we are allowed to assume
r(o),X) & o) € fil
r(oy,X) e o0, e B
We still need to prove that
nexlnof €T o (o]l € B

= Trivial, since rule (6) allows us to build {[01]},+ from o} and o, separately.

< A{lo1]}o;) & X by hypothesis, then rule (1) is not responsible for {[o1]},; € $7, then it holds that {lo1l}o;
has been built by means of a rule among (2)—(8), i.e. rule (6), and this leads to o] € LN o, € s

Thus we shall prove that under these hypotheses r({[o1]},;, X) & {[01]}5; € 7 holds, i.e.:

r(op, ) A r(a;, Y) &
{[o1llo3, %)
VAN

ST
HonE S aey = (xllolly;. D & (o1l € )
r(02+, PIR=N 0; e !
AN
o1 rof el & lo1l}ys € 1

which can be easily proved by using boolean expressions.
e 0 =[{o}l,; Alloi}l,; ¢ 2 is handled exactly as the previous one (where closure rule (7) replaces (6)).

e 0 =0 Aoy & Z: trivially r(o1, £) = (o], £), moreover o;" ¢ ¥, and this makes true also the backward
implication, thus leading us to have

r(o1, £) © (o], T)
Moreover, by induction, we are allowed to assume

r(o), X) & o) € !
We still need to prove that

o e oo et
= Trivial, since rule (8) allows us to build o} from o7.

& o] ¢ % by hypothesis, then rule (1) is not responsible for o € S/, then it holds that o;* has been built

by means of a rule among (2)—(8), i.e. rule (8), and this leads to o] € >
We can now state that

r(of’, Y)or(o,X) & o0 € Y c>ol+ e !
e 0 =0; Ao, ¢ X thenreturn r(oy, ¥) is handled exactly as the previous one.

Since, by hypothesis, o is a finite message, and X is a finite set containing finite messages only, the check r(o, X)
can be carried out in a finite number of steps. |

Theorem C.5 Given a finite set of terms ©. C T, T defined by (17)—~(25), and a finite message o € T, then
r(o, $) @oes

and the computation of r (o, X) takes a finite number of steps.
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Proof. The basicidea is to carry out the proof inductively: the theorem will be proved directly for the two disjoint®
caseso € X,and o € A\X (i.e. the base of the induction), and inductively for the remaining cases: 0 ¢ AA0 & X

(ie.o ¢ AUT).

Base(c € ¥ vV 0 € A\X)
e 0 € X: we have that

— o € X as hypothesis;

- 0 X = r(o, %) from the function (if ¢ € ¥ then return TRUE);

—0€eY = oceX,sincex C 3.

Thus we shall prove that under these hypotheses r(o, X) < o € T holds, i.e.:

cex
ZAN
cexr = r(0, %) = (r(o*,f)@o'ei)
ZAN
ceT s 0e3

which can be easily proved by using boolean expressions.
e 0 € A\ X: we have that

-0 eA A o ¢ ashypothesis;

—oceAAodX = r(o,X)from the function (else (o € A\X) return FALSE);
—ced = (ceT oo es)fromrule(17).

Thus we shall prove that under these hypotheses r(o, ) < o € T holds, i.e.:

ceAArcgT
A

ceEANTEY > 1(0,5) § = (r(a,f)@aei)
;\EA > (ceTooel)
which can be easily proved by using boolean expressions. O
Induction (o ¢ AUX)

e 0 = suc(oy) A suc(oy) & X: trivially r(oy, ) = r(suc(o)), %), moreover suc(o) ¢ %, and this makes true
also the backward implication,” leading us to have:

r(suc(oy), ) & r(o1, X)

Closure rules (2) and (9) state that o] € T o suc(oy) € s
By inductively assuming r(o], £) < o1 € %, we have the thesis:

r(suc(01), ) & (01, %) &0y € S & suc(o)) €

o 0 = (01, 0) A (01, 00) & X: trivially r(oy, £) A (o2, %) = r((01, 02), ), moreover (o1, 03) & %, and this
makes true also the backward implication, leading us to have:

I‘((U], 0‘2), i) = I‘(Gl, f) A I‘(Ug, f)

Closure rules (3) and (10) state that o € T A 0y € T o (01,07) € .

* T NA\T) =40.
7 we know that r(suc(o1), ) has given TRUE, and that the result has been computed by means of (o1, ).
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By inductively assuming r(o}, ) < o1 € % and r(02, T) < 03 € £, we have:

(01, ) A (02, T) & (01, 02), T)

A

r(o], %) o1 € s

A = (x(@1.02.5) & (1.0 € )
(07, Z) & 0s € )

A

o1 Ei AN O‘zEfC}(O’],O‘z)EE

which can be easily proved by using boolean expressions. O

e 0 = {01}, A {O1}s, & X: trivially r(oy, T) A (02, ) = r({01}s,, X), moreover {o1},, & X, and this makes
true also the backward implication, thus leading us to have

r(o1, ) A r(02, X) © r({o1}s,, X)
Now we have to deal with the two following cases:

—{oi}e, € OE being X a subset of T, rules relating ¥ with T hold, i.e. (20) in particular; closure rules (4)
and (11) always hold, and we have {01},, ¢ = by hypothesis, leading us to

{01 }Uz ¢ b
A

{‘71}026i
A
eSS AMES = o)), es § = (aleEA(rzeE@{al}”zEE)
A
{()‘1}6262/\0'26220'162
A

{o1l, e 00 ¢ X

which can be easily proved by using boolean expressions. |

- {oi}e, & $: here we have no constraints coming from X, and just closure rules (4) and (11) hold, leading

us to
{01}02¢§
A
0l€EX A0 eX = {01}, €X :>(01€EA62€Z<:>{J1}JZEE)
A

{al}azefl AmeS = g es
which can be easily proved by using boolean expressions. 0

and both of them lead to o7 € > A oy € Y o {o1}s, € . By inductively assuming r(oq, ¥) < o1 € ¥ and
r(oy, X) & 0, € =, we have:

(01, X) A (02, X) & r({o1}0,, 2)

A

aleil\azeiﬁ{al}{,zei o .
A _ = (to1)ey, ) & (1), € £)
r(o,X)o o0 € X

A

r(c, L) S o0 € )

which can be easily proved by using boolean expressions. |
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e 0 = H(o1) A H(oy) & X: trivially r(o1, ) = r(H(o1), £), moreover H(oq) ¢ %, and this makes true also
the backward implication, thus leading us to have

(o1, ¥) & r(H(oy), X))
Now we have to deal with the two following cases:

— H(o)) € T being ¥ a subset of ¥, rules relating ¥ with T hold, i.e. (21) in particular; closure rule (5)
always holds, and we have H(o1) ¢ T by hypothesis, leading us to

H(o1) ¢ &

A

H(o)) e

A R = (01€§<Z>H(0'1)€§)
oleEX = H(U])GE

A

H((T]) €§<=>01 ¢§
which can be easily proved by using boolean expressions. O

- H(o)) ¢ ¥ here we have no constraints coming from X, and just closure rule (5) holds, leading us to

H(o)) ¢ & R R
A = (01 eE(:»H(al)eZ)
61e€% = H(o)e S

which can be easily proved by using boolean expressions, O

and both of them lead to 01 € £ < H(oy) € . By inductively assuming r(o7, ) < o] € T, we have:

(o1, ¥) & r(H(oy), X)

A

o1 e o Ho)es = (r(H(ol), T) e H(oy) e E)
A

r(o1, %) o) € )

which can be easily proved by using boolean expressions. O
o 0 ={[o1l}o; AM[o1]}o; & Tt trivially (o1, 2) A r(0;, X) = r({[o1]}s;, X), moreover {[01]},+ ¢ %, and this
makes true also the backward implication, thus leading us to have

I'(O’], f) A I'(O‘;, f) i r({[al]}a;i f)
Now we have to deal with the two following cases:

= {lo1l}o; € s being ¥ a subset of s, rules relating ¥ with T hold, i.e. (22) in particular; closure rule (6)
always holds, and we have {[01]},, & T by hypothesis, leading us to

A = (‘01 ED NN ANCS SR {lonloy € f)

{fo1))y €T =0y S Vo ¢y
which can be easily proved by using boolean expressions. O
—{lo1l}o; & $: here we have no constraints coming from X, and just closure rule (6) holds, leading us to
{lonll,r ¢ %
A = (U]EEAO';E§<:>{[01]}J+E§)
eSS Aofes = (ol S :

which can be easily proved by using boolean expressions. O
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and both of them lead to o, € £ A o, € Tt o {lollo; € . By inductively assuming r(o}, ) < o] € &
and r(o;, ¥) & of € 3, we have:

(01, %) A x(0y. ¥) & x({[o1]}y;. T)
AN
Ulei/\n;efm{al}a;ef) - R
A = (xiolo;. D & (follyy < £)
r(o‘|,§)c>0’| € i
A
r(c;,f)cwr; el
which can be easily proved by using boolean expressions. O
o 0 = [{oi}l,; Alfoi}l,; ¢ 2 is handled exactly as the previous one [where closure rule (7) replaces (6), and
(23) replaces (22)].
e 0 =0 Aof ¢ Z:trivially r(oy, £) = r(o], ¥), moreover o] ¢ X, and this makes true also the backward
implication, thus leading us to have

r(o1, %) & (o, X))
Now we have to deal with the two following cases:

-0 € F being ¥ a subset of T, rules relating ¥ with T hold, i.e. (24) in particular; closure rule (8) always
holds, and we have o;" & T by hypothesis, leading us to
of %
A
o € ) N N
A R :>(0162<:>a|+62)
cleX = 0/ eX
AN
of eT o ¢ b))
which can be easily proved by using boolean expressions. |
-0, ¢ $: here we have no constraints coming from ¥, and just closure rule (8) holds, leading us to
D))
/\] 2(01€§<:>(rr€§)
ses = ol e s
which can be easily proved by using boolean expressions. O
and both of them lead to 01 € £ < o, € . By inductively assuming r(o7, ) & o] € T, we have:
r(o1, %) & r(af', %)
A
cleS oo el = (r(of’,f)@afef))
AN
r(o),X) & o) € D)
which can be easily proved by using boolean expressions. |
e 0 =0, Ao; & X is handled exactly as the previous one, where (25) replaces (24).

Since, by hypothesis, o is a finite message, and ¥ is a finite set containing finite messages only (Theorem 3.1), the
check r(o, X) can be carried out in a finite number of steps.

Theorem C.6 Given a finite set of terms ¥ C T, and % defined by (17)~(25) = rules (26)—(36) do not hold in %.
Proof. The basic idea is to carry out the proof for each syntactic form of 0 € ©

e 0 € A: no rule among (26)—(36) deals with names, then we have the thesis.

e 0 = suc(oy): rule (18) forbids suc(:) to belong to 3, and makes rule (31) inapplicable, the only one dealing
with suc(-) among (26)—(36).
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e 0 = (01, 0»): rule (19) forbids (-, -) to belong to X, and makes rule (32) inapplicable, the only one dealing with
(-, -) among (26)—(36).

e 0 = {01},,: from (20) we have that {01},, € = & 0, & f, and, by Theorem C.2, we have o, ¢ T = r(07, X).
Among rules (26)—(36), just (33) deals with {-}., but it needs r(o3, ), and we have r(o3, ¥).

e o = H(o): from (21) we have that H(o1) € & < o] ¢ £, and, by Theorem C.2, we have o ¢ £ = (01, T).
Among rules (26)—(36), just (26) deals with H(-), but it needs r(o(, ), and we have r(oy, X).

e 0 = o : from (24) we have that 6] € £ & o) ¢ %, and, by Theorem C.2, we have 01 ¢ £ = r(0], ).
Among rules (26)—(36), just (29) deals with -*, but it needs r(o7, X), and we have r(o, X).

e 0 = oy : as the above case, where (25) and (30) replace (24) and (29), respectively.

o0 = {[0’1]}[,;1 from (22) we have that {[01]},, € = & o1 ¢ TV o -3 i, and, by Theorem C.2, we have
01 €S Vods = 1r(0,3) A r(os, £). Among rules (26)(36), (27) deals with {[-]}.-, but it needs
r(02, X) A r(o1, ), and we have r(o1, ) A r(02, 2).

e o = [{o1}],;: as the above case, where (23) and (28) replace (22) and (27), respectively.

Now we have proved that rules (26)—(32) and (33) are inapplicable, and we still need to prove that also (34), (35),
and (36) are inapplicable:

e (34): if we absurdly assume that (34) holds, given {[o1]},; € X, we would have r(0;, %) A r(o1, %). In
particular r(o; , ¥) would enable Theorem C.4, then r(o, , X) & o0, € T and, being T CT. o, € T
Since ¥ C %, we would have {[o1]},; € % and o, € %, i.e. rule (12) would hold, giving us o} € % and, by
Theorem C.5 when X replaces a generic X, we would have r(o7, X), but, by assuming (34) holding, we also
have r(oq, 2).

e (35): as the above case, where (13) and (35) replace (12) and (34), respectively.

e (36): if we absurdly assume that (36) holds, we would have o™ € fA A 0~ € %, and this would enable (14),
leading us to have o € X, but (24) and (25) hold and prevent o € .

Since the theorem holds for each syntactic form of ¢ € X, we have the proof. O
Theorem C.7 Given a finite set of terms ¥ C 7T,

if rules (26)~(36) do not hold in & = S\S!1 = @
i.e. from such a ¥ we can build s by using T rules only (f = EI).

Proof. Let us absurdly assume that exists o € $\S7. Then, in the sequence of closure rules leading to o from X,
at least a rule among (9)-(14) shall exist.
The basic idea is to carry out the proof inductively:

Base (we assume that a rule among (9)—(14) is the first one in the sequence of rules leading to o from X)

e (9): if this rule holds in ¥, then also (31) holds, but this is forbidden by hypothesis.

e (10): if this rule holds in X, then also (32) holds, but this is forbidden by hypothesis.

e (11): if this rule holds in X, then we have {o1},, € £ A 02 € X, then also (33) holds, but this is forbidden by
hypothesis.

e (12):if this rule holds in X, then we have {[o1]},» € £ Ao, € X, so the first two hypotheses of rule (34) hold.
Let us now investigate what happens of the third hypothesis of rule (34):

— if r(o7, X) then all the hypotheses of rule (34) hold, absurdly enabling it

— if r(oy, X) then (34) does not hold, and, by Theorem C.4 it follows that o] € ! , and it means that o can
be built from X by means of rules (1) and (2)—(8), i.e. rule (12) is not needed to compute o.

In practice, by assuming (12) enabled in X, we have two scenarios: an absurd situation, or rule (12) produces
a term which can be also computed by means of Z rules only, i.e. (12) is not needed.
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e (13): the same as above, where we replace (12), (34), {[01]},; and o5 with (13), (35), [{o }1,; and o, , respectively.
e (14): if this rule holds in X, then (36) is absurdly enabled.

Induction (we assume that, starting from X, rules (1) and (2)—(8) have been applied a number of times, leading
to a new set ¥ U 8y, where it holds that ¥ U 8y, C X7, and 8y C X7, and where a rule among (9)—(14) can be
applied).
e (9): suc(o) € X U §x leads to two disjoint sub-cases
— suc(o) € X already managed in Base;

— suc(o) € 8y, then it has been computed by a rule among (2)—(8), because of the hypotheses about the
construction of §5. The only rule, among (2)—(8), able to compute suc(o) is (2) and this means that also
o shall belong to ¥ U 8y, i.e. rule (9) is not needed to compute o.

e (10): (01, 02) € X U 85 leads to two disjoint sub-cases
— (01, 02) € X already managed in Base;

— (01, 02) € 8%, then it has been computed by a rule among (2)—(8), because of the hypotheses about the
construction of 8x. The only rule, among (2)—(8), able to compute (o}, 07) is (3) and this means that both
o1 and o, shall belong to ¥ U §y, i.e. rule (10) is not needed to compute oy and o5.

e (11): we have that

{0‘1}(72 (S > U(SZ
A
o, € XUSs

and, being ¥ Udy built by means of Z rules only, also 0, € X U8y = 03 € ! holds, leading to two sub-cases:

—{o1}s, €ds AOm € $7, then {o1}s, has been computed by a rule among (2)—(8), because of the hypotheses
about the construction of §x. The only rule, among (2)—(8), able to compute {01}, is (4) and this means
that both o] and o5 shall belong to X U 8y, i.e. rule (11) is not needed to compute oy;

- {01}, e Z Ay € LE by Theorem C.4 we have that {o1},, € Z A0 € DI {o1}s, € £ Ax(02, ¥), and
this absurdly enables rule (33).

e (12): we have that

{[01]}02+ € X U(SZ
A
02_ e X U(Sz

and, being ¥ U §x built by means of Z rules only, also 0, € ¥ Uy = 0, € ! holds, leading to two
sub-cases:
—{lo1llo; €z N0y € $7, then {[o1]}; has been computed by a rule among (2)—(8), because of the hypoth-
eses about the construction of §x. The only rule, among (2)—(8), able to compute {[o1]},; is (6) and this
means that both o} and o, shall belong to ¥ U 85, i.e. rule (12) is not needed to compute o7;

~{[o1l}o; € ZA0; € $7: by Theorem C.4 we have that {[01]},+ € A0y € IS {[o1]}o; € T AL(o;, X),
so the first two hypotheses of rule (34) hold in ¥, and, even more so, they hold in X U ds ({[o1]},; €
X Udxy A (o, , £ Uéy)). Let us now investigate what happens of the third hypothesis of rule (34):

—— 1 ~
- ifr(o1, ¥ U 8x) then by Theorem C.4 it holds that o; ¢ ¥ U 8y and, being 85 C X7, it also holds that
o1 € %!, leading to r(o7, ¥) (by Theorem C.4). So now we have that {lo1]lo; € ZAx(oy, X)Ar(or, X),
absurdly enabling rule (34) in X;

_—— I ~
- if r(o1, £ Udy) then by Theorem C.4 it holds that 0y € X U8y and, being 8z C X7, it also holds that

o1 € £7, and it means that oy can be built from by means of rules (1) and (2)—(8), i.e. rule (12) is not
needed to compute o7.
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: the same as above, where we replace (12), (34), {[o1]},+ and o, wit ,(35),[{o1}],- and o5, respectively.
(13):th b h lace (12), (34), {[01]},; and o with (13), (35), [{o1}],; and o5’ ivel
(14): 0% € U85 Ao~ € ¥ USx. Let us consider the following four cases separately:

— 0" € ¥ Ao~ € X: this absurdly enables (36) in X (see Base);

-~ 0" e€dx Ao~ €8x:0" and o~ computed by a rule among (2)—(8), because of the hypotheses about the
construction of 8x. The only rule, among (2)—(8), able to compute both ™ and o~ is (8) and this means
that o belongs to ¥ U 8y, i.e. rule (14) is not needed to compute o;

- 0" e X Ao € 8x: 0 computed by a rule among (2)—(8), because of the hypotheses about the construc-
tion of §x. The only rule, among (2)—(8), able to compute o ~ is (8) and this means that o belong to X Uy,
i.e. rule (14) is not needed to compute o;

— 0% €8x Ao~ e X: the same as above, where we exchange o* with ™.

Theorem C.8 Given a finite set of terms ¥ C T, and ¥ defined by (17)—(25),

if rules (26)—(36) donot holdin ¥ = £ =%

Proof. By absurdly assuming that ¥ # X, we have

T#£Y=> (JoeX|ogT) Vv (e |o¢Y)

Let us begin to prove that 3 o € ¥ | 0 & X leads to absurd. The proof is carried out for each syntactic form of
o e

o € A(o = a): our absurd hypothesis gives a ¢ T and, by rule (17) (e € £ < a € £), wewould have a & &,
leading us to violate closure rule (1) (e € ¥ = a € f), so the o we are looking for cannot be an atom.

o = suc(oy): if such a term would belong to X, it would enable rule (31), violating the hypothesis.

o = (o1, 07): if such a term would belong to X, it would enable rule (32), violating the hypothesis.

o = {o01}e,: our absurd hypothesis gives o ¢ ¥ and, by rule (20) ({01}, € T & 02 & fl), we would have
oy € ¥. On the other hand, since no reduction rules are enabled, in particular do not hold the preconditions
of rule (33), i.e. r(02, &). Then, by Theorem C.5 (x(07, &) < 0, & =), we would have 0, € £\ X7, i a
violation of the thesis of Theorem C.7.

o = H(oy): our absurd hypothesis gives 0 ¢ T and, by rule (21) (H(o)) € ¥ < o ¢ f)), we would have
o1 € £. On the other hand, since no reduction rules are enabled, in particular do not hold the preconditions
of rule (26), i.e. r(o1, ). Then, by Theorem C.5 (x(o1, ) < o1 & £7), we would have 01 € £\ X7, ie a
violation of Theorem C.7.

o = {[01]}5;: our absurd hypothesis gives o ¢ 3 and, by rule (22) ({[o1]}s; € = & 0, ¢ T Vo dl) we

would have o) € T A o] € ¥. On the other hand, since no reduction rules are enabled, in particular do not

hold preconditions of rules (27) and (34), i.e. x(o1, £;) A (05, ;) Ax(o; , ;) A —r(o1, T;). The resulting
boolean expression is

02+ e A o] € S A (r(ol,E) \ r(a;,E)) A (r(a{,Z‘) \% r(Ul,E))

By means of Theorem C.5, we replace r(o1, £), r(o5, £), r(0; , £), and r(oy, ), respectively with o1 & 1,
of ¢ 21,0, ¢ £/, and 0y € £7, and obtain:

a;eff\alef/\(mg/fIVa;g!f)I) A(az_g’flvglef])

(U]Ei/\o'1¢§]/\az+€§/\az_¢§1) v (a;efl/\o;g’fl/\aleif\(cz_ngllvmefl)),

where in the two or-ed sub-expressions, we respectively, find oy € & A o1 ¢ S ando) € £ A o ¢ £/,
which violate Theorem C.7, and make false the whole expression.

o = [{o1}]s; the same as above, where we replace (22), (27), (34), {[o1]},;, o, and o, with (23), (28), (35),
[{o1)],; » 05 and o5, respectively.
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e 0 = o;": our absurd hypothesis gives 0 ¢ ¥ and, by rule (24) (o] € £ & 0, ¢ %), we would have 0] € .
On the other hand, since no reduction rules are enabled, in particular do not hold the preconditions of rule
(29) i.e. r(o, 2). Then, by Theorem C.5 (x(o1, 2) < o1 & £7), we would have o € £\ X7, i.e. a violation of
Theorem C.7.

e o = oy : the same as above, where we replace (24), (29), and o} with (25), (30), and o, respectively.

Let us now prove that 35 € ¥ | & ¢ X leads to absurd.

Because of & € ¥, Theorem C.1 (¢ € ¥ < & cannot have been built by rules (2)—(8) from f) holds, and, being
¥ C £, even more so, it holds in ¥, preventing us from building & from X by means of rules (2)—(8).

By definition of X, we have T C T, and, since & € ¥, we have & € £. Moreover, hypotheses of Theorem C.7
hold here, so we have that & = 7, leadingto o € $7. This means that & can be computed from ¥ by means of
closure rules (1) and (2)—(8) only (definition C.1). On the other hand, our absurd hypothesis & ¢ X prevents the
use of closure rule (1) during the computation of & from %, leaving us closure rules (2)—(8) only for computing &
from X: this makes the thesis of Theorem C.1 false, leading to make its hypotheses false. Since they are a subset
of our hypotheses, also the latter ones become false. |

Proposition 3.2 Given a finite set of terms T, there exists a finite reduction of S such that:

Ri_ | —
DO SNNELING SRR S M0 5}

Proof. First of all we prove that each sequence of one-step reductions is finite, then we prove that the last computed
setis X.

Each rule in (26)—(36) in particular needs that a certain term o belong to X, . Anyway, when all the premises are
satisfied, each one add to X;+; a sub-term of o, i.e. a simpler term.

Moreover, rules (26)—(33) and (36) always remove o from X;+;, while (34) and (35) do not do it, but the presence
of the subterm of o (o7 in this case) in X, prevents the rule from being enabled again on the same term.

In practice almost all rules replace a term o with a simpler one, while a couple of them does not remove o, but
prevent the rule itself from entering an infinite loop on the same term.

Then, being ¥ finite, just a finite number of reduction steps can be done.

Above we have proved that always we reach a £ where no reduction rules are enabled, then Theorem C.8 holds,

leading us to state that ¥, = X. Theorem C.6 states that in ¥ no reduction rules are enabled. O
Proof of Theorem 3.3 Since Theorem 3.1 guarantees the closure preservation after each reduction step, by means
of Proposition 3.2 we have that T = £. O
Proof of Theorem 3.4 Trivially from Proposition 3.2. a
Proof of Theorem 3.5 Trivially from Theorem 3.4, Theorem 3.3 and Theorem C.5. |

Appendix D: Extension to associative and commutative operators

In order to be sound, the extensions to the knowledge representation method described in Sect. 4 must not
invalidate any of the theorems and propositions introduced in Sect. 3.

Figure 10 depicts the relationships among the theorems, corollaries and propositions proved in Appendix C.
There, the main theorems and propositions, discussed in the main text, are highlighted by means of a grey box,
and double-stroked boxes mark the theorems whose proof also depends on one or more properties of rules (1)—
(14), (17)—(25), and (26)—(36). Finally, dependencies of a theorem on another are denoted by an arrow going from
the dependent to the dependee.

By means of Fig. 10, it is possible to locate the theorems whose proof is influenced by an extension of the above-
mentioned rules, identify the requirements they pose on the extension itself, and confirm that they are still satisfied
after the extension. In particular:

Theorem C.1 requires that the predicate of each rule within (17)—(25) and their extensions must invalidate the
corresponding Z rules (2)—(8) and their extensions. Moreover, from the negation of the premises of rules
(2)—(8), it must be possible to derive the truth ofAthe right-hand side of the corresponding rules in (17)—(25).
For a commutative operator, (45) implies o] € ¥ V 03 & 3, which invalidates the premises of (44). On the
other hand, the negation of the premises of (44) implies the truth of the right-hand side of (45).
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Fig. 10. Dependencies of the theorems, corollaries and propositions proved in Appendix C, among themselves and with respect to rules
(1)-(14), (17)—(25), (26)—(36), and their extensions

For an associative operator, (48) implies @(on, ey Olm) & VNG (021, ...,00,) & ., hence it cannot
be ©(o11,...,01m) € T A0 (021, .. O’zn) e T as required by (47) On the other hand, the negation of
the premises of (47) yields ©(oy, . .. crz) =3 SV O, .. -1 T for any 4, which coincides with the
right-hand side of (48).
When considering an operator which is both commutative and assomatwe (51) implies Q(Uu, e, Ol) &
VNG (021, ...,000) & E hence it cannot be O(oyy, ..., 01,) € YA O (021, ..., 00p) € T as required by
(50). On the other hand, the negation of the premises of (50) yields ©(5)) ¢ IRV ® (5) ¢ T for any choice
of S, | S1 £ AN S ZDBASNSH=0A 5US ={oy,...,o0,}, which makes the right-hand side of
(51) true.

Theorem C.2 proceeds by induction, with a separate case for each possible syntactic form of the term being
considered. From the similarities between the proofs of Theorems C.2 and C.4, it is possible to conclude that
Theorem C.4 is a stronger form of Theorem C.2:

r(0,8) <o eSS’ byTheorem C.4 (88)

SCy=8cCcs hypothesis of C.2, property of closures (89)

S7 c 5 restriction of a closure (90)

r0,5)=>0eS >0eS=0e%  thesisof C.2 1)

Therefore, the same proof technique that will be described for Theorem C.4 applies to Theorem C.2 as well.

Proposition 3.1 considers the reduction rules (26)—(36) one at a time. The rules added by the extension are similar,
for example, to (26) because they all have ¥ = #. The proof requires that, for each added rule:

e In the preconditions of the rule, r(, -) is always invoked on a proper subterm of the term in X; being
considered.

e Byusing an 7 rule, it must be possible to rebuild the terms which were removed from ; by the application
of the rule.
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By inspection, it can be seen that it is possible to rebuild the term o; ® o, removed by (46) through rule
(44). In the same way, it is possible to rebuild ®©(o1, ..., 0,) removed by (49) through rule (47) by letting
o1l = 01,...,00l;m = 0;,02] = 0;+1, ... With respect to rule (52), the removed term is in canonical form,
because it belonged to X;, and will be reintroduced in canonical form by (50) due to the forced canoni-
calisation on its right-hand side, with an appropriate assignment of o1, ..., 0, to 011, ..., O1m, 021, ... This
consideration also justifies the addition of the canonicalisation to rule (50) with respect to (47).

Theorem C.4 proceeds by induction, with a separate case for each possible syntactic form of the term being
considered. For a commutative operator ©, the following must be proved:

e r(0],X) A r(03, X) = r(o] © 0z, X)
e Assuming that oy © 0n & X, r(0] © 02, ) = r(0], Z) A x(02, X)

e From the inductive hypothesis r(o1, ) < 01 € &1 A 1(00, S) & 03 € 71, it must be r(o) ® 02, L) =
r(o1,X) A (o, X)=> 01 € sTA oy € PILEEN o1 ®oy e s

All these claims can easily be proved by examining the extension to the r(-, -) function presented in Sect. 4.3
and the additional closure rule (44), which concurs to the construction of X! being an Z rule.
When associative operators are considered, the requirements become:

o r(O(011, ..., 01m), ) A r(O(021,...,02,), ) = r(O(011, ..., Olm, 0215 - .-, 02p), X)
e Assuming that ®(o11, ..., O1m, 021, ..., 02,) € X,

I‘(@(Gll, e Ol 021 e e s (Tgn), E) = I‘(@((Tll, Cee, Ulm)» E) A I‘(@((Tz], ey O2n), E)

e From the inductive hypothesisr(O(a11, . . ., O1m), ) & O(011, ..., 01m) € 1 A T(O(0a1, ..., 09m), T) &
(o1, ..., 09,) € X1, it must be
r(OO11, - -+ Olm: 0215 -+, O2p), X) & T(O(011, - .., O1m), X) A 1(O(001, ..., 02p), T) &
@(0111 e 701m) € EI /\ @ (021’ e 902n) € ZI 4 @(0117 AR ] 61m70217 e 702n) € EI

Again, these claims can be proved by examining the extension to the r(-, -) function presented in Sect. 4.4 and
the additional closure rule (47).

If the operator is both associative and commutative, then the above requirements must be satisfied regardless
of the order of the operands o1y, ..., 01, and o3, ..., 02,. This justifies the introduction of subsets 5] and
S, in the extension to the r(-, -) function made in this case.

Theorem C.5 requires the same properties as Theorem C.4.

Theorem C.6 uses Theorem C.2 to state that oy € & V 02 € £ = (01, £) V (03, 2).
Then, all the reduction rules in (26)—(36) and their extension which can possibly apply to the commutative
operator o7 ® o, must require r(oy, ¥) A r(02, ), and therefore be inapplicable. This constraint is trivially
satisfied by rule (46).
For an associative operator, rule (49) must be inapplicable if

Vie[l,n—=1]]r(®(o1,...,0:),2) V r(O(04+1, ..., 00), X),
but the preconditions of the rule satisfy this constraint. If the operator is also commutative, the same state-
ment must be true regardless of the order in which the operands o1, ..., o, are considered: this justifies the

introduction of subsets S} and S in rule (52).
TheoremC.7 uses several properties of £ rules, but no additional rules of this kind are added by the extension.

TheoremC.8 proceeds by absurd with a separate path for each syntactic form of the term o begin considered.
For a commutative operator © the proof requires the following steps:

o If 61 ® 0y € ¥ but 01 ® 05 € X, then it must be 07 € T A 0y € ¥. This is guaranteed by rule (45).

e The inapplicability of the corresponding reduction rule (46) implies that r(oj, £) V r(oz, X).

e By Theorem C.4, this implies o1 ¢ &7 V 0, & 1. Then, it would be oy € S\E! v o7 € £\E7, but this
is absurd because it violates Theorem C.7.
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For an associative operator, the steps become:

o If ®(o11,...,01m, 021, ...,02,) € Z but O(011,...,01m, 021, ...,02) & f, then it must be ©(oyy, ...,
o1m) €X A O(oa1,...,02,) € X. This is guaranteed by rule (48).

e The inapplicability of the corresponding reduction rule (49) implies that

I‘(@(O‘]], e, O’]m), 2) \% r(@(azl, e, Uzn), 2).

e By Theorem C.4, this implies O(o11, ..., 01m) & LRVANG! (021, ...,00n) & L Then, it would be
011, ...,01m) € T\ V O(0a1,...,09,) € Z\X,but this is absurd because it violates Theorem C.7.

If the associative operator is also commutative, the steps must be valid regardless of the order in which
Oll, -+ Olm, 021, - - -, 02y, are considered. This is guaranteed by the introduction of subsets .S} and S; in (51)
and (52).

Proposition 3.2 could be invalidated only by additional reduction rules with a non-empty X o, but this is not the
case for any of the extended rules.
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