
Computational Statistics (2021) 36:2671–2699
https://doi.org/10.1007/s00180-021-01101-7

ORIG INAL PAPER

Bayesian sparse convex clustering via global-local
shrinkage priors

Kaito Shimamura1,2 · Shuichi Kawano2

Received: 27 May 2020 / Accepted: 19 March 2021 / Published online: 5 April 2021
© The Author(s) 2021

Abstract
Sparse convex clustering is to group observations and conduct variable selection simul-
taneously in the framework of convex clustering. Although a weighted L1 norm
is usually employed for the regularization term in sparse convex clustering, its use
increases the dependence on the data and reduces the estimation accuracy if the sam-
ple size is not sufficient. To tackle these problems, this paper proposes a Bayesian
sparse convex clustering method based on the ideas of Bayesian lasso and global-
local shrinkage priors. We introduce Gibbs sampling algorithms for our method using
scale mixtures of normal distributions. The effectiveness of the proposed methods is
shown in simulation studies and a real data analysis.

Keywords Dirichlet–Laplace distribution · Hierarchical Bayesian model · Horseshoe
distribution · Normal–gamma distribution · Normal–exponential–gamma
distribution · Markov chain Monte Carlo

1 Introduction

Cluster analysis is an unsupervised learning method aimed at assigning observations
to several clusters so that similar individuals belong to the same group, and is widely
used in various research fields as biology and genomics, as well as many other fields
of science. Until now, many clustering methods have been proposed: hierarchical
clustering, k-means clustering (Hartigan and Wong 1979), Gaussian mixture model
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(McLachlan et al. 2019), Bayesian nonparametric clustering (Frühwirth-Schnatter and
Malsiner-Walli 2019; Wade and Ghahramani 2018), and Bayesian clustering based on
the uncertainty (Chandra et al. 2020; Rigon et al. 2020). However, in general, these
clustering methods are instable due to non-convex optimization.

Convex clustering proposed by Hocking et al. (2011) searches for the centers of all
clusters simultaneously with allocating individuals to the clusters. Convex relaxation
ensures that it achieves a unique global optimum regardless of the initial values.
Estimates can be obtained by solving a regularization problem, which is similar to
sparse regularization in regression analysis. However, convex clustering does not work
well if the data contain a large amount of irrelevant features.

Sparse regularization is used to exclude irrelevant information. Wang et al. (2018)
proposed sparse convex clustering to perform convex clustering and variable selection
simultaneously. Sparse convex clustering estimates sparse models by using the L1
norm in addition to the regularization term of the convex clustering. Also, Wang et al.
(2018) used the L1 norm for the convex clustering penalties, where the penalty was
assumed to be different weights according to individual and feature. However, it was
pointed out by Griffin and Brown (2011) that the penalty used in sparse convex clus-
tering depends on the data, which may lead to model estimation accuracy degradation
when the sample size is small.

Our proposed methods overcome the problem that penalties in sparse convex clus-
tering depend heavily on weights. In particular, with these methods, even when the
sample size is small, estimation is possible without depending on the weights. To
propose a method, we first introduce a Bayesian formulation of sparse convex clus-
tering, and then propose a Bayesian sparse convex clustering based on a global-local
(GL) prior distribution. As the GL prior, we consider four types of distributions: a
normal-exponential-gamma distribution (Griffin and Brown 2005), a normal-gamma
distribution (Brown and Griffin 2010), a horseshoe distribution (Carvalho et al. 2010),
and a Dirichlet–Laplace distribution (Bhattacharya et al. 2015). The Gibbs sampling
algorithm for our proposed models is derived by using scale mixtures of normal dis-
tributions (Andrews and Mallows 1974). We note that although many other GL prior
distributions have been proposed, we use representative prior distributions among
them. Recently, many researchers have discussed their relationships: Bhadra et al.
(2019), Cadonna et al. (2020), Van Erp et al. (2019), Bhadra et al. (2017), and Piiro-
nen and Vehtari (2017).

The rest of this paper is organized as follows. Section 2 focuses on the sparse
convex clustering method. In Sect. 3, we propose a Bayesian formulation of sparse
convex clustering. A Bayesian convex clustering method with GL shrinkage prior
distributions is proposed in Sect. 4. The performances of the proposed methods are
compared with those of the existing method by conducting a Monte Carlo simulation
in Sect. 5 and a real data analysis in Sect. 6. Concluding remarks are given in Sect. 7.

2 Sparse convex clustering

In this section, we describe convex clustering. This is a convex relaxation of such
clustering methods as k-means clustering and hierarchical clustering. The convexity
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overcomes the instability of conventional clustering methods. In addition, we describe
sparse convex clustering which simultaneously clusters observations and performs
variable selection.

Let X ∈ R
n×p be a data matrix with n observations and p variables, and

xi (i = 1, 2, . . . , n) be the i-th row of X . Convex clustering for these n observa-
tions is formulated as the following minimization problem using an n × p feature
matrix A = (a1, . . . , an)T :

min
A

1

2

n∑

i=1

‖xi − ai‖22 + γ
∑

i1<i2

‖ai1 − ai2‖q , (1)

where ai is a p-dimensional vector corresponding to xi , ‖·‖q is the Lq normof a vector,
and γ (≥ 0) is a regularization parameter. If âi1 = âi2 for the estimated value âi , then
the i1-th individual and i2-th individual belong to the same cluster. The γ controls the
number rows of Â = (â1, . . . , ân)T that are the same, which determines the estimated
number of clusters. Both k-means clustering and hierarchical clustering are equivalent
to considering the L0 norm for the second term in the problem (1), which becomes
a non-convex optimization problem (Hocking et al. 2011). Convex clustering can be
viewed as a convex relaxation of k-means clustering and hierarchical clustering. This
convex relaxation guarantees that a unique global minimization is achieved.

Hocking et al. (2011) proposed using a cluster path to visualize the steps of clus-
tering. A cluster path can be regarded as a continuous regularization path (Efron et al.
2004) of the optimal solution formed by changing γ . Figure 1 shows the cluster path
of two interlocking half-moons described in Sect. 5.1. A cluster path shows the rela-
tionship between values of the regularization parameter and estimates of the feature
vectors. The estimates exist near the corresponding observations when the value of the
regularization parameter is small, while the estimates concentrate on one point when
the value is large. The characteristics of the data can be considered from the grouping
order and positional relationship of the estimates.

In conventional convex clustering, when irrelevant information is included in the
data, the accuracy of estimating clusters tends to be low. Sparse convex clustering
(Wang et al. 2018), on the other hand, is an effective method for such data, as irrelevant
information can be eliminated using sparse estimation.

Sparse convex clustering considers the following optimization problem:

min
A

1

2

n∑

i=1

‖xi − ai‖22 + γ1
∑

(i1,i2)∈E
wi1,i2‖ai1 − ai2‖q + γ2

p∑

j=1

u j‖a· j‖1, (2)

where γ1 (≥ 0) and γ2 (≥ 0) are regularization parameters, wi1,i2 (≥ 0) and
u j (≥ 0) are weights, q ∈ {1, 2,∞}, E = {(i1, i2);wi1,i2 �= 0, i1 < i2}, and
a· j = (a1 j , . . . , anj )T is a column vector of the feature matrix A. The third term
imposes a penalty similar to group lasso (Yuan and Lin 2006) and has the effect that
‖â· j‖1 = 0. When ‖â· j‖1 = 0, the j-th column of X is removed from the model,
which is variable selection. γ1 and wi1,i2 adjust the cluster size, whereas γ2 and u j

adjust the number of features. The weight wi1,i2 plays an important role in imposing a
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Fig. 1 A cluster path for two interlocking half-moons. The colored squares are 20 observations and the
circles are convex clustering estimates for different regularization parameter values. Among the estimates
of the same observation, the lines connect the estimates whose values of the regularization parameter are
close

penalty that is adaptive to the features. Wang et al. (2018) used the following weight
parameter:

wi1,i2 = ιmi1,i2 exp
{
−φ
∥∥xi1 − xi2

∥∥2
2

}
,

where ιmi1,i2 equals 1 if the observation xi1 is included among the m nearest neighbors
of the observation xi2 , and is 0 otherwise. This choice of weights works well for a
wide range of φ when m is small. In our numerical studies, m is fixed at 5 and φ is
fixed at 0.5, as in Wang et al. (2018).

Similar to the adaptive lasso (Zou 2006) in a regression problem, the penalty for
sparse convex clustering canbe adjustedflexibly byusingweight parameters.However,
it was shown by Griffin and Brown (2011) that such penalties are strongly dependent
on the data. In particular, the accuracy of model estimation may be low due to the data,
such as because the number of samples is small.

We remark that Yau and Holmes (2011) and Malsiner-Walli et al. (2016) have pro-
posed Gaussian mixture models for clustering and variable selection simultaneously.
While sparse convex clustering is convex optimization, these methods are non-convex
optimization.
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3 Bayesian formulation of sparse convex clustering

By extending sparse convex clustering to a Bayesian formulation, we may use the
entire posterior distribution to provide a probabilistic measure of uncertainty.

3.1 Bayesian sparse convex clustering

In this section, we reformulate sparse convex clustering as a Bayesian approach. Sim-
ilar to Bayesian lasso (Park and Casella 2008), which extends lasso to a Bayesian
formulation, we regard regularized maximum likelihood estimates as MAP estimates.

We consider the following model:

x = a + ε,

where ε is a p-dimensional error vector distributed as Np(0p, σ 2 Ip), a is a feature
vector, and σ 2 (> 0) is a variance parameter. Then, the likelihood function is given
by

f (X |A, σ 2) =
n∏

i=1

(2πσ 2)−p/2 exp

{
−‖xi − ai‖22

2σ 2

}
.

Next, we specify the prior distribution of feature matrix A as

π(A|σ 2) ∝ (σ 2)−(#E+p)/2 exp

⎧
⎨

⎩−λ1

σ

∑

(i1,i2)∈E
wi1,i2‖ai1 − ai2‖2

⎫
⎬

⎭

× exp

⎧
⎨

⎩−λ2

σ

p∑

j=1

u j‖a· j‖2
⎫
⎬

⎭ , (3)

where λ1 (> 0), wi1,i2 (> 0), λ2 (> 0), u j (> 0) are hyperparameters, E =
{(i1, i2) : 1 ≤ i1 < i2 ≤ n}, and #E is the number of elements in E . Note that
λ1 and λ2 correspond to γ1 and γ2 in (2), respectively. This prior distribution is an
extension of Bayesian group lasso in linear regression models (Xu and Ghosh 2015).
The estimate of a specific sparse convex clustering corresponds to the MAP estimate
in the following joint posterior distribution:

π(A, σ 2|X) ∝ f (X |A, σ 2)π(A|σ 2)π(σ 2)

∝ (σ 2)−(np+#E+p)/2 exp

{
− 1

2σ 2 ‖xi − ai‖22
}

× exp

⎧
⎨

⎩−λ1

σ

∑

(i1,i2)∈E
wi1,i2‖ai1 − ai2‖2

⎫
⎬

⎭
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× exp

⎧
⎨

⎩−λ2

σ

p∑

j=1

u j‖a· j‖2
⎫
⎬

⎭π(σ 2), (4)

where π(σ 2) is the non-informative scale-invariant prior π(σ 2) ∝ 1/σ 2 or inverse-
gamma prior π(σ 2) = IG(ν0/2, η0/2). An inverse-gamma probability density
function is given by

IG(x |ν, η) = ην

Γ (ν)x−(ν+1)
exp
{
−η

x

}
, (5)

where ν (> 0) is a shape parameter, η (> 0) is a scale parameter, and Γ (·) is the
gamma function. Note that this prior distribution (4) has unimodality: see “Appendix
A”.

We obtain estimates of each parameter by applying the MCMC algorithm with
Gibbs sampling. Therefore, it is necessary to derive the full conditional distribution for
each parameter. Because it is difficult to derive full conditional distributions from (4),
we derive a hierarchical representation of the prior distribution. From this relationship,
we assume the following priors:

π
(
A|{τ 2i1,i2}, {̃τ 2j }, σ 2

)
∝

∏

(i1,i2)∈E

1√
σ 2τ 2i1i2

exp

{
−
∑p

j=1(ai1 j − ai2 j )
2

2σ 2τ 2i1i2

}

×
p∏

j=1

1√
σ 2τ̃ 2j

exp

{
−
∑n

i=1 a
2
i j

2σ 2τ̃ 2j

}
,

π
(
τ 2i1i2

)
∝ λ21w

2
i1,i2

2
exp

{
−λ21w

2
i1,i2

2
τ 2i1i2

}
,

π
(
τ̃ 2j

)
∝ λ22u

2
j

2
exp

{
−λ22u

2
j

2
τ̃ 2j

}
.

These priors enable us to carry out Bayesian estimation using Gibbs sampling. The
details of the hierarchical representation of the prior distribution (4) and the sampling
procedure are described in “Appendix B.1”.

3.2 MAP estimate by weighted posterior means

InBayesian sparsemodeling, anunweightedposteriormean is oftenused as a substitute
for MAP estimates, but the accuracy is not high and sometimes it is far from the MAP
estimates. As a result, we introduce the weighted posterior mean in this section.

We define a vector θ containing all the parameters as follows:

θ = (θ1, . . . , θ2n+2)

= (a1, . . . , an, τ 1, . . . , τ n, τ̃ , σ 2),
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where τ i = (τi1, . . . , τin) and τ̃ = (̃τ1, . . . , τ̃p). For example, θ1 = a1 and θn+1 =
τ 1. In addition, we assume the parameter vector corresponding to the b-th MCMC
sample is θ (b) = (θ

(b)
1 , . . . , θ

(b)
2n+2), where the range of b is from 1 to B.

We introduce weights corresponding to the b-th MCMC sample as follows:

w̃(θ l ,b) = L(X |θ̂ (b)
l )π(θ̂

(b)
l ),

where L(X |θ) is the likelihood function, π(θ) is the prior,

θ̂
(b)
l = {θ̂1, . . . , θ̂ l−1, θ

(b)
l , θ̂ l+1, . . . , θ̂2n+2},

and θ̂ l ′ is an estimate of θ l ′ . It can be seen that this weight corresponds to the value of
the posterior probability according to Bayes’ theorem. This weight was also used in
the sparsified algorithm proposed by Shimamura et al. (2019).

Using this weight, we obtain the posterior average as follows:

θ̂ l =
B∑

b=1

w(θ l ,b)θ
(b)
l ,

where w(θ l ,b) = w̃(θ l ,b)/
∑B

b′=1 w̃(θ l ,b′). Therefore, we adopt θ̂ l as an estimate of θ l .
The performance of this estimate is examined by numerical studies in Sect. 5.1.

4 Bayesian sparse convex clustering via global-local (GL) shrinkage
priors

Polson and Scott (2010) proposed a GL shrinkage prior distribution. Generally speak-
ing, when we use the Laplace prior distribution, it is necessary to pay attention to how
to handle contraction for irrelevant parameters and robustness against relevant param-
eters. The important features of the GL shrinkage prior distribution are that it has a
peak at the origin and heavy tails. These features make it possible to handle shrinkage
of all variables, and the individual variables shrinkage estimated to be zero. There-
fore, irrelevant parameters are sparsified, and relevant ones are robustly estimated.
The penalty for sparse convex clustering has similar characteristics. Specifically, it is
weighted on individual and feature quantities. This weighted penalty is one of the key
factors for improving accuracy. However, this penalty has the problem that it is highly
dependent on the data. By using the GL prior distribution, it is possible to properly
control this the dependency by using the Bayesian approach.

Polson and Scott (2010) formulated the GL scale mixtures of normal distributions
for vector a = (a1, . . . , ap) as follows:

a j |ν2, τ 2j ∼ N(0, ν2τ 2j ),

τ 2j ∼ π(τ 2j ),
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ν2 ∼ π(ν2).

Each τ 2j (> 0) is called a local shrinkage parameter and ν (> 0) is called a global
shrinkage parameter. This leads to efficient Gibbs sampling based on block updating
of parameters.

We need to specify the priors π(τ 2j ) and π(ν2). In the next subsections, we provide

some concrete formulae for π(τ 2j ) and π(ν2).

4.1 NEG prior distribution

Griffin and Brown (2005) proposed using an NEG distribution as an alternative to a
Laplace distribution for the prior distribution of regression coefficients. By using an
NEG distribution, we can perform more flexible sparse modeling than with a Laplace
distribution.

The NEG density function is given by

NEG(θ |λ, γ ) = κ exp

{
θ2

4γ 2

}
D−2λ−1

( |θ |
γ

)
, (6)

whereκ = (2λλ)/(γ
√

π)�(λ+1/2) is a normalization constant, D−2λ−1 is a parabolic
cylinder function, and λ (> 0) and γ (> 0) are hyperparameters that control the
sparsity of θ . The parabolic cylinder function is a solution of a second-order linear
ordinary differential equation and its integral representation is given by

D−2λ−1

( |θ |
γ

)
= 1

�(2λ + 1)
exp

{
− θ2

4γ 2

}∫ ∞

0
w2λ exp

{
−1

2
w2 − |θ |

γ
w

}
dw.

The NEG density function can be expressed as hierarchical representation

NEG (θ |λ, γ )

=
∫ ∫

1√
2πτ 2

exp

{
− θ2

2τ 2

}
ψ exp

{
−ψτ 2

} (γ 2)λ

Γ (λ)
ψλ−1 exp

{
−γ 2ψ

}
dτ 2dψ

=
∫ ∫

N(θ |0, τ 2)Exp(τ 2|ψ)Ga(ψ |λ, γ 2)dτ 2dψ,

where Exp(·|μ) is the exponential distribution and Ga(·|k, λ) is a gamma distribution.
Therefore, the prior distribution of each parameter is as follows:

θ |τ 2 ∼ N(θ |0, τ 2),
τ 2 ∼ Exp(τ 2|ψ),

ψ ∼ Ga(ψ |λ, γ 2).
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Using the NEG distribution on the feature matrix A, we propose the following
prior:

π(A|σ 2) ∝ (σ 2)−(#E+p)/2
∏

(i1,i2)∈E
NEG

(
1

2σ
‖ai1 − ai2‖2

∣∣∣ λ1, γ1
)

×
p∏

j=1

NEG

(
1

2σ
‖a· j‖2

∣∣∣ λ2, γ2
)

.

By using the hierarchical representation, we can develop a Gibbs sampling algorithm
for Bayesian sparse convex clustering with NEG prior distributions. The details of the
hierarchical representation and the algorithm are given in “Appendix B.2”.

4.2 NG prior distribution

Brown and Griffin (2010) proposed an NG distribution as follows:

NG (θ |λ, γ ) =
∫

N(θ |0, τ 2)Ga(τ 2|λ, γ 2)dτ 2,

where λ (> 0) and γ (> 0) are hyperparameters that control the sparsity of θ . The
NG prior is a generalization of a Laplace distribution and has been used successfully
in many applications. For example, Malsiner-Walli et al. (2016) used the NG prior in
a sparse finite mixture model.

Using the NG distribution on the feature matrix A, we propose the following prior:

π(A|σ 2) ∝ (σ 2)−(#E+p)/2
∏

(i1,i2)∈E
NG

(
1

2σ
‖ai1 − ai2‖2

∣∣∣ λ1, γ1
)

×
p∏

j=1

NEG

(
1

2σ
‖a· j‖2

∣∣∣ λ2, γ2
)

. (7)

Note that this prior distribution consists of the NG distribution and the NEG distri-
bution. The prior distribution can also be constructed using only the NG distribution.
However, as a result of the numerical experiment, it did not work well. Therefore, we
adopt the NEG distribution for the prior that induces variable selection.

By using the hierarchical representation, we can develop a Gibbs sampling algo-
rithm for Bayesian sparse convex clustering with NG prior distributions. The details
of the hierarchical representation and the algorithm are given in “Appendix B.3”.
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4.3 Horseshoe prior distribution

The horseshoe density function (Carvalho et al. 2010) is given by

Hor(θ |ν) ∝
∫

· · ·
∫ p∏

j=1

{
p(θ j |τ 2j , ν)p(τ 2j )

} p∏

j=1

dτ j

∝
∫

· · ·
∫ p∏

j=1

{
p(θ j |τ 2j , ν)p(τ 2j |ψ j )p(ψ j )

} p∏

j=1

(dτ j dψ j ).

The prior distribution of each parameter is as follows:

θ j |τ 2j , ν2 ∼ N(0, τ 2j ν
2),

τ 2j ∼ C+(0, 1),

τ 2j |ψ j ∼ IG(1/2, 1/ψ j ),

ψ j ∼ IG(1/2, 1).

Here ν (> 0) is a hyperparameter that controls the sparsity of the θ j ’s, and C+(x0, γ )

is the half Cauchy distribution on the positive reals, where x0 is a location parameter
and γ is a scale parameter. A smaller value of hyperparameter ν corresponds to a
higher, number of parameters {θ j } being estimated to be zero.

Using the horseshoe distribution on the feature matrix A, we propose the following
prior:

π(A|σ 2) ∝ (σ 2)−(#E+p)/2Hor

(
1

2σ
a
∣∣∣ ν1
)

×
p∏

j=1

NEG

(
1

2σ
‖a· j‖2

∣∣∣ λ2, γ2
)

, (8)

where a = (‖ai1 − ai2‖2; (i1, i2) ∈ E). Similar with reasons as in the prior (7), this
prior distribution consists of the horseshoe distribution and the NEG distribution.

By using the hierarchical representation, we can develop a Gibbs sampling algo-
rithm for Bayesian sparse convex clustering with horseshoe prior distributions. The
details of the hierarchical representation and the algorithm are given in “Appendix
B.4”. In our proposed method, we used ν1 as a hyperparameter, while the approach
based on Makalic and Schmidt (2015) assumed a prior distribution for ν1. We com-
pared both approaches through numerical experiments, but the approach by Makalic
and Schmidt (2015) does not work well.

4.4 Dirichlet–Laplace prior distribution

The Dirichlet–Laplace prior was proposed to provide simple sufficient conditions for
posterior consistency (Bhattacharya et al. 2015). It is known that a Bayesian regression
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model with this prior distribution has asymptotic posterior consistency with respect
to variable selection. Also, we can obtain joint posterior distributions for a Bayesian
regression model when we employ this prior. The latter is advantageous because most
prior distributions induce a marginal posterior distribution rather than a joint posterior
distribution, which has more information in general.

The Dirichlet–Laplace density function is given by

DL(θ |α) ∝
∫

· · ·
∫ p∏

j=1

{
p(θ j |τ j , ν)

}
p(τ |α)p(ν)

p∏

j=1

(dτ j )dν

∝
∫

· · ·
∫ p∏

j=1

{
p(θ j |ψ j , τ

2
j , ν

2)p(ψ j )
}
p(τ |α)p(ν)

p∏

j=1

(dτ jψ j )dν,

where τ = (τ1, . . . , τp)
T . The prior distribution of each parameter is

θ j |τ j , ν ∼ Laplace(1/τ jν),

θ j |τ j , ψ j , ν ∼ N(0, ψ jτ
2
j ν

2),

τ ∼ Dir(α, . . . , α),

ψ j ∼ Exp(1/2),

ν ∼ Ga(pα, 1/2),

where α (> 0) is a hyperparameter that controls the sparsity of the θ j ’s and
Dir(α, . . . , α) is aDirichlet distribution. Randomvariables of theDirichlet distribution
sum to one, and havemeanE[τ j ] = 1/p and varianceVar(τ j ) = (p−1)/{p2(pα+1)}.
When α is small, most of the parameters {τ j } are close to zero, whereas the remaining
parameters are close to one. If {τ j } is close to zero, {θ j } is also close to zero.

Using the Dirichlet–Laplace distribution on the feature matrix A, we propose the
following prior:

π(A|σ 2) ∝ (σ 2)−(#E+p)/2DL

(
1

2σ
a
∣∣∣ α1

) p∏

j=1

NEG

(
1

2σ
‖a· j‖2

∣∣∣ λ2, γ2
)

.

Similar with reasons as in the prior (7), this prior distribution consists of the Dirichlet-
Laplace distribution and the NEG distribution.

By using the hierarchical representation, we can develop a Gibbs sampling algo-
rithm forBayesian sparse convex clusteringwithDirichlet–Laplace prior distributions.
The details of the hierarchical representation and the algorithm are given in “Appendix
B.5”.
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Fig. 2 Two interlocking half-moons with n = 50 observations

5 Artificial data analysis

In this section, we describe numerical studies to evaluate the performance of the
proposed methods using artificial data. First, clustering performance was evaluated
by an illustrative example that includes no irrelevant features. Next, we evaluated the
accuracy of the sparsity by performing simulations using data containing irrelevant
features.

5.1 Illustrative example

We demonstrated our proposed methods with artificial data. The data were generated
according to two interlocking half-moons with n = 50 observations, K = 2 clusters,
and p = 2 features. Figure 2 showsone example of two interlockinghalf-moons. In this
setting, we did not perform sparse estimation. The cluster formation was considered
by comparing the cluster paths of each method.

For each generated dataset, the estimates were obtained by using 50,000 iterations
of a Gibbs sampler. Candidates of the hyperparameters were set based on

λmin exp{(log λmax − log λmin) · (i/m)}
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Fig. 3 Results for two interlocking half-moons. a Bscvc, b NEG, c NG, d HS, e DL

for i = 1, . . . ,m. For the hyperparameter λ in Bayesian convex clustering with
a Laplace prior distribution (Bscvc), we set m = 50, λmin = 0.05, and λmax =
90.0. In Bayesian convex clustering with an NEG prior distribution (NEG), we had
hyperparameters λ1 and γ1. For hyperparameter λ1, we set m = 30, λmin = 0.0001,
and λmax = 2.75. For hyperparameter γ1, we set m = 2, λmin = 0.4, and λmax = 0.5.
The weighted posterior means introduced in Sect. 3.2 were used for Bscvc, NEG, NG,
HS, and DL estimates.

Figure 3 shows the results. The overall outline of cluster formation is the same for
the all methods. The order in which the samples form clusters is also the same. If
the distance between estimated feature values of different clusters does not decrease,
the accuracy of cluster estimation will improve in convex clustering. However, the
distances between all features are small due to the effect of sparse regularization. Scvc
used weights to bring only features belonging to the same cluster closer. NEG, NG,
HS, and DL used GL priors instead of weights. For example, in the cluster path in
Fig. 3b, the estimated feature values are merged at a position further from the origin
than other methods. This can be seen especially in the upper right and lower left of the
figure. This result shows that the close feature values were merged while the distances
between the distant feature values were maintained. This is a factor that improves the
accuracy of NEG’s clustering estimation.

5.2 Simulation studies

We demonstrated our proposed methods with artificial data including irrelevant fea-
tures. First, we considered five settings. Each data were generated according to two
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interlocking half-moons with n = 10, 20, 50, 100 observations, K = 2 clusters, and
p = 20, 40 features. The features consisted p − 2 irrelevant features and 2 relevant
features. The irrelevant features were independently generated from N(0, 0.52). We
considered six methods: sparse convex clustering (Scvc), Bscvc, NEG, NG, HS, and
DL.

As the estimation accuracy, we used the RAND index, which is a measure of
correctness of cluster estimation. The RAND index ranges between 0 and 1, with a
higher value indicating better performance. The RAND index is given by

RAND = a + b

n(n − 1)/2
,

where

a =
r∑

k=1

s∑

l=1

#
{
(xi , x j )|xi , x j ∈ C∗

k , xi , x j ∈ C̃l; i < j
}
,

b =
∑

k1<k2

∑

l1<l2

#
{
(xi , x j )|xi ∈ C∗

k1 , x j ∈ C∗
k2 , xi ∈ C̃l1 , x j ∈ C̃l2; i < j

}
.

Here C∗ = {C∗
1 , . . . , C∗

r } is the true set of clusters and C̃ = {C̃1, . . . , C̃s} is the estimated
set of clusters. In addition, we used the true negative rate (TNR) and the true positive
rate (TPR) for the accuracy of sparse estimation:

TNR = #{ j |â j = 0 ∧ a∗
j = 0}

#{ j |a∗
j = 0} , TPR = #{ j |â j �= 0 ∧ a∗

j �= 0}
#{ j |a∗

j �= 0} ,

where, {a∗
j | j = 1, . . . , p} are the true feature vectors and {â j | j = 1, . . . , p} are

the estimated feature vectors. The dataset was generated 50 times. We computed the
mean and standard deviation of RAND, TNR, and TPR from the 50 repetitions. The
settings of the iteration count and the hyperparameter candidate were the same as given
in Sect. 5.1. To ensure fair comparisons, we used the results with hyperparameters that
maximize the RAND index.

The simulation results were summarized in Table 1. Scvc provided the lower
RANDs and TNRs than other methods in all settings. TPR was competitive among
the all methods. Except for Scvc, NEG, NG, HS, and DL were better than Bscvc in
terms of RAND in almost all settings. From these experiments, we observed that the
Bayesian convex clustering methods were superior to the conventional convex clus-
tering method. In addition, the Bayesian methods based on the GL priors relatively
produced the higher RANDs than those based on the Laplace prior.

6 Application

We applied our proposed methods to a real dataset: the LIBRAS movement data
from the Machine Learning Repository (Lichman 2013). The LIBRAS movement
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Table 1 Results for simulation study

RAND (sd) TNR (sd) TPR (sd)

n = 10, p = 20

Scvc 0.58 (0.22) 0.67 (0.37) 0.98 (0.10)

Bscvc 0.70 (0.23) 0.98 (0.05) 1.00 (0.00)

NEG 0.72 (0.23) 0.91 (0.11) 0.99 (0.07)

NG 0.88 (0.18) 1.00 (0.01) 0.94 (0.16)

HS 0.78 (0.20) 0.98 (0.04) 1.00 (0.00)

DL 0.88 (0.17) 0.99 (0.02) 0.99 (0.07)

n = 20, p = 20

Scvc 0.68 (0.20) 0.72 (0.26) 0.97 (0.12)

Bscvc 0.78 (0.18) 0.96 (0.19) 1.00 (0.00)

NEG 0.82 (0.16) 0.92 (0.16) 1.00 (0.00)

NG 0.82 (0.15) 0.95 (0.07) 1.00 (0.00)

HS 0.91 (0.13) 0.97 (0.03) 1.00 (0.00)

DL 0.92 (0.13) 0.97 (0.04) 1.00 (0.00)

n = 20, p = 40

Scvc 0.62 (0.22) 0.78 (0.23) 0.97 (0.16)

Bscvc 0.68 (0.21) 0.95 (0.17) 1.00 (0.00)

NEG 0.76 (0.18) 0.93 (0.13) 1.00 (0.00)

NG 0.82 (0.19) 0.98 (0.03) 1.00 (0.00)

HS 0.85 (0.18) 0.99 (0.02) 0.99 (0.07)

DL 0.84 (0.19) 0.99 (0.02) 1.00 (0.00)

n = 50, p = 40

Scvc 0.73 (0.18) 0.44 (0.40) 1.00 (0.00)

Bscvc 0.90 (0.15) 1.00 (0.01) 1.00 (0.00)

NEG 0.99 (0.11) 0.99 (0.04) 1.00 (0.00)

NG 0.94 (0.08) 0.97 (0.04) 1.00 (0.00)

HS 0.93 (0.09) 0.94 (0.05) 1.00 (0.00)

DL 0.94 (0.08) 0.93 (0.05) 1.00 (0.00)

n = 100, p = 40

Scvc 0.79 (0.18) 0.74 (0.32) 1.00 (0.00)

Bscvc 0.99 (0.02) 0.90 (0.07) 1.00 (0.00)

NEG 0.93 (0.10) 0.99 (0.03) 1.00 (0.00)

NG 0.98 (0.06) 0.93 (0.09) 1.00 (0.00)

HS 0.97 (0.03) 0.83 (0.09) 1.00 (0.00)

DL 0.96 (0.04) 0.84 (0.08) 1.00 (0.00)

dataset has 15 classes. Each class was divided by type of hand movement. There
are 24 observations in each class, and each observation has 90 features consisting of
hand movement coordinates. In this numerical experiment, 5 classes were selected
from among the 15 classes that were the same classes as those selected by Wang
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Table 2 Application to LIBRAS
movement dataset

RAND Clusters Selected features

Scvc 0.767 5 90

Bscvc 0.767 5 90

NEG 0.767 5 89

NG 0.767 5 90

HS 0.767 5 73

DL 0.767 5 60
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Fig. 4 Results for LIBRAS movement dataset. a True groups, b estimated groups

et al. (2018). Accuracies of each method were evaluated using the RAND index, the
estimated number of clusters, and the number of selected features. This is the same
procedure as reported in Wang et al. (2018). As in Sect. 5.2, we used the results with
hyperparameters that maximize the RAND index for comparisons.

The results are summarized in Table 2. All the methods provided the same RAND.
Although the true number of clusters is six, the inherent number of clusters might be
five because the corresponding RAND is highest among all methods. Scvc, Bscvc,
and NG selected all features, while NEG, HS, and DL selected some of features. In
other words, NEG, HS, and DL could be sparsified without degrading the accuracy of
cluster estimation. In addition, we performed principal component analysis to this real
dataset. Figure 4 displays the plot of the first principal component against the second
principal component. The numbers in Fig. 4a stand for the true groups. The numbers
and the colors in Fig. 4b stand for the true groups and estimated groups, respectively.
From Fig. 4, we observe that the groups 4 and 6 have the same color, which means
that our proposed method could not capture the characteristic between the numbers 4
and 6.
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7 Conclusion

We proposed a Bayesian formulation of the sparse convex clustering. Using the GL
shrinkage prior distribution, we constructed a Bayesian model for various data with
more flexible constraints than ordinary L1-type convex clustering. We overcame the
problem that sparse convex clustering depends on weights in the regularization term.
Furthermore, we proposed a weighted posterior mean based on a posteriori probability
to provide more accurate MAP estimation.

For the application described in Sect. 6, the computational time with our proposed
methods was about 20 minutes for each hyperparameter. Until now, it is difficult to
compute our MCMC methods when the dimension is high. Recently, the variational
Bayesian method has been received attention [e.g., Ray and Szabó (2020) and Wang
and Blei (2019)] as an alternative to MCMC. In addition, Johndrow et al. (2020) pro-
poses to speed upMCMC by improving the conventional sampling method.Wewould
like to work on reducing the computational cost to expand the field of applicability
with the techniques of these studies. In our numerical experiment, the hyperparame-
ters with the best accuracy were selected using the same method as reported in Wang
et al. (2018). It would also be interesting to develop information criteria for selecting
the hyperparameters. We leave these topics as future work.
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Appendix A: Unimodality of joint posterior distribution

In Bayesian modeling, theoretical and computational problems arise when there exist
multiple posterior modes. Theoretically, it is doubtful whether a single posterior mean,
median, or mode will appropriately summarize the bimodal posterior distribution.
The convergence speed of Gibbs sampling presents a computational problem, in that,
although it is possible to perform Gibbs sampling, the convergence is too slow in
practice.

Park and Casella (2008) showed that the joint posterior distribution has a single
peak in Lasso-type Bayes sparse modeling. We demonstrate that the joint posterior
distribution of (4) is unimodal. Specifically, similar to Park and Casella (2008), we
use a continuous transformation with a continuous inverse to show the unimodality of
the logarithmic concave density.
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The logarithm of the posterior (4) is

logπ(A, σ 2|X) = logπ(σ 2) − pn + #E + p

2
log(σ 2) − 1

2σ 2

n∑

i=1

‖xi − ai‖22

−λ1

σ

∑

(i1,i2)∈E
wi1,i2‖ai1 − ai2‖2

−λ2

σ

p∑

j=1

u j‖a· j‖2 + const. (9)

Consider the transformation defined by

Φ ↔ A/
√

σ 2, ρ ↔ 1/
√

σ 2,

which is continuous when 0 < σ 2 < ∞. We define Φ = (φ1, . . . ,φn)
T =

(φ·1, . . . ,φ·p). The log posterior (9) is transformed by performing variable conversion
in the form

logπ(1/ρ2) + (pn + #E + p) log(ρ) − 1

2

n∑

i=1

‖ρxi − φi‖22

−λ1
∑

(i1,i2)∈E
wi1,i2‖φi1 − φi2‖2 − λ2

p∑

j=1

u j‖φ· j‖2 + const. (10)

The second and fifth terms are clearly concave in (Φ, ρ), and the third and fourth terms
are a concave surface in (Φ, ρ). Therefore, if logπ(·), which is the logarithm of the
prior for σ 2, is concave, then (10) is concave. Assuming a prior distribution, such as
the inverse gamma distribution (5) for σ 2, logπ(·) is a concave function. Therefore,
the entire log posterior distribution is concave.

Appendix B: Formulation of Gibbs sampling

This appendix introduces a specific Gibbs sampling method for a Bayesian sparse
convex clustering.

B.1 Bayesian sparse convex clustering

The prior distribution π(A|σ 2) is rewritten as follows:

π(A|σ 2) ∝
∫

· · ·
∫ ∏

(i1,i2)∈E

1√
2πσ 2τ 2i1i2

exp

{
−
∑p

j=1(ai1 j − ai2 j )
2

2σ 2τ 2i1i2

}
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×
∏

(i1,i2)∈E

λ21w
2
i1,i2

2
exp

{
−λ21w

2
i1,i2

2
τ 2i1i2

}

×
p∏

j=1

1√
2πσ 2τ̃ 2j

exp

{
−
∑n

i=1 a
2
i j

2σ 2τ̃ 2j

}

×
p∏

j=1

λ22u
2
j

2
exp

{
−λ22u

2
j

2
τ̃ 2j

}
∏

(i1,i2)∈E
dτ 2i1i2

p∏

j=1

d τ̃ 2j .

This representation is based on the following hierarchical representation of the Laplace
distribution:

a

2
exp{−a|z|} =

∫ ∞

0

1√
2πs

exp

{
− z2

2s

}
a2

2
exp

{
−a2

2
s

}
ds.

For details, we refer the reader to Andrews and Mallows (1974).
The prior distribution is transformed as follows:

π(A, {τ 2i1i2}, {ψ2
i1i2}, ν, {̃τ 2j }, {ψ̃2

j }, σ 2|X)

∝ (2πσ 2)−pn/2 exp

{
− 1

2σ 2

n∑

i=1

(xi − ai )T (xi − ai )

}

×(σ 2)−(#E+p)/2
∏

(i1,i2)∈E

1√
τ 2i1i2

exp

{
−
∑p

j=1(ai1 j − ai2 j )
2

2σ 2τ 2i1i2

}

×
∏

(i1,i2)∈E

λ21w
2
i1,i2

2
exp

{
−λ21w

2
i1,i2

2
τ 2i1i2

}

×
p∏

j=1

1√
τ̃ 2j

exp

{
−
∑n

i=1 a
2
i j

2σ 2τ̃ 2j

}

×
p∏

j=1

λ22u
2
j

2
exp

{
−λ22u

2
j

2
τ̃ 2j

}

×π(σ 2).

The full conditional distribution is obtained as follows:

a· j |x· j , {τ 2i1i2}, {̃τ 2j }, σ 2 ∼ Nn(S
−1x· j , σ 2S−1),

S = Sτ + (̃τ−2
j + 1)In,

1

τ 2i1i2

|ai1, ai2 , σ 2 ∼ IGauss(μ′, λ′),
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μ′ =
√

w2
i1,i2

λ21σ
2

‖ai1 − ai2‖2
, λ′ = w2

i1,i2λ
2
1,

1

τ̃ 2j
|a· j , σ 2 ∼ IGauss(μ̃′, λ̃′),

μ̃′ =
√
u2jλ

2
2σ

2

‖a· j‖2 , λ̃′ = u2jλ
2
2,

σ 2|X , A, {τ 2i1i2}, {̃τ 2j } ∼ IG(ν′, η′),
ν′ = np + #E + p + ν0,

η′ =
n∑

i=1

(xi − ai )T (xi − ai )

+
p∑

j=1

aT· j (Sτ + τ̃−2
j In)a· j + η0,

where IGauss(x |μ, λ) denotes the inverse-Gaussian distribution with density function

√
λ

2π
x−3/2 exp

{
−λ(x − μ)2

2μ2x

}
, (x > 0)

and

Sτ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑
1<i τ

−2
1i −τ−2

12 · · · −τ−2
1n

−τ−2
12

∑
i<2 τ−2

i2 +∑2<i τ
−2
2i · · · −τ−2

2n
...

...
. . .

...

−τ−2
1n −τ−2

2n · · · ∑i<n τ−2
in

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
.

B.2 Bayesian NEG sparse convex clustering

By using the hierarchical representation of the NEG distribution, the prior distribution
π(A|σ 2) is decomposed into

π(A|σ 2) ∝
∫

· · ·
∫ ∏

(i1,i2)∈E
(σ 2τ 2i1i2)

−1/2 exp

{
− 1

2σ 2τ 2i1i2

‖ai1 − ai2‖22
}

×
∏

(i1,i2)∈E
ψi1i2 exp{−ψi1i2τ

2
i1i2}

∏

(i1,i2)∈E

(γ 2
1 )λ1

Γ (λ1)
ψ

λ1−1
i1i2

exp{−γ 2
1 ψi1i2}

×
p∏

j=1

(σ 2τ̃ 2j )
−1/2 exp

{
− 1

2σ 2τ̃ 2j
‖a· j‖22

}
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×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(γ 2
2 )λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×
∏

(i1,i2)∈E
dψi1i2

∏

(i1,i2)∈E
dτ 2i1i2

p∏

j=1

dψ̃ j

p∏

j=1

d τ̃ 2j .

This result allows us to develop aGibbs sampling algorithm forBayesian sparse convex
clustering with the NEG prior distribution.

The prior distribution is transformed as follows:

π(A, {τi1i2}, {ψi1i2}, {̃τ j }, {ψ̃ j }, σ 2|X)

∝ (2πσ 2)−
pn
2 exp

{
− 1

2σ 2

n∑

i=1

(xi − ai )T (xi − ai )

}

×(2πσ 2)−#E/2
∏

(i1,i2)∈E
(τ 2i1i2)

−1/2 exp

{
−
∑p

j=1(ai1 j − ai2 j )
2

2σ 2τ 2i1i2

}

×
∏

(i1,i2)∈E
ψi1i2 exp{−ψi1i2τ

2
i1i2}

∏

(i1,i2)∈E

(γ 2
1 )λ1

Γ (λ1)
ψ

λ1−1
i1i2

exp{−γ 2
1 ψi1i2}

×(2πσ 2)−p/2
p∏

j=1

(̃τ 2j )
−1/2 exp

{
−
∑n

i=1 a
2
i j

2σ 2τ̃ 2j

}

×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(̃τ 2j )
λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×π(σ 2).

The full conditional distribution is obtained as follows:

a· j |x· j , {τ 2i1i2}, {̃τ 2j }, σ 2 ∼ Nn(S
−1x· j , σ 2S−1),

S = Sτ + (̃τ−2
j + 1)In,

1

τ 2i1i2

|ai1 , ai2 , ψi1i2 , σ
2 ∼ IGauss(μ

τ−2
i1i2

, λ
τ−2
i1i2

),

μ
τ−2
i1i2

=
√
2σ 2ψi1i2

‖ai1 − ai2‖2
, λ

τ−2
i1i2

= 2ψi1i2 ,

ψi1i2 |τ 2i1i2 ∼ Ga(kψi1i2
, λψi1i2

),

kψi1i2
= λ1 + 1, λψi1i2

= τ 2i1i2 + γ 2
1 ,

1

τ̃ 2j
|a· j , ψ̃ j , σ

2 ∼ IGauss(μ
τ̃−2
j

, λ
τ̃−2
j

),
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μ
τ̃−2
j

=
√
2σ 2ψ̃ j

‖a· j‖2 , λ
τ̃−2
j

= 2ψ̃ j ,

ψ̃ j |̃τ 2j ∼ Ga(kψ̃ j
, λψ̃ j

),

kψ̃ j
= λ2 + 1, λψ̃ j

= τ̃ 2j + γ 2
2 ,

σ 2|X , A, {τ 2i1i2}, {̃τ 2j } ∼ IG(ν′, η′),
ν′ = np + #E + p + ν0,

η′ =
n∑

i=1

(xi − ai )t (xi − ai )

+
p∑

j=1

aT· j (Sτ + τ̃−2
j In)aT· j + η0,

where

Sτ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑
1<i τ

−2
1i −τ−2

12 · · · −τ−2
1n

−τ−2
12

∑
i<2 τ−2

i2 +∑2<i τ
−2
2i · · · −τ−2

2n
...

...
. . .

...

−τ−2
1n −τ−2

2n · · · ∑i<n τ−2
in

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
.

B.3 Bayesian NG sparse convex clustering

By using the hierarchical representation of the NG distribution, the prior distribution
π(A|σ 2) is decomposed into

π(A|σ 2) ∝
∫

· · ·
∫ ∏

(i1,i2)∈E
(σ 2τ 2i1i2)

−1/2 exp

{
− 1

2σ 2τ 2i1i2

‖ai1 − ai2‖22
}

×
∏

(i1,i2)∈E

(γ 2
1 )λ1

Γ (λ1)
(τ 2i1i2)

λ1−1 exp{−γ 2
1 τ 2i1i2}

×
p∏

j=1

(σ 2τ̃ 2j )
−1/2 exp

{
− 1

2σ 2τ̃ 2j
‖a· j‖22

}

×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(γ 2
2 )λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×
∏

(i1,i2)∈E
dψi1i2

∏

(i1,i2)∈E
dτ 2i1i2

p∏

j=1

dψ̃ j

p∏

j=1

d τ̃ 2j .

This result allows us to develop aGibbs sampling algorithm forBayesian sparse convex
clustering with the NG prior distribution.
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The prior distribution is transformed as follows:

π(A, {τi1i2}, {ψi1i2}, {̃τ j }, {ψ̃ j }, σ 2|X)

∝ (2πσ 2)−
pn
2 exp

{
− 1

2σ 2

n∑

i=1

(xi − ai )T (xi − ai )

}

×(2πσ 2)−#E/2
∏

(i1,i2)∈E
(τ 2i1i2)

−1/2 exp

{
−
∑p

j=1(ai1 j − ai2 j )
2

2σ 2τ 2i1i2

}

×
∏

(i1,i2)∈E

(γ 2
1 )λ1

Γ (λ1)
(τ 2i1i2)

λ1−1 exp{−γ 2
1 τ 2i1i2}

×(2πσ 2)−p/2
p∏

j=1

(̃τ 2j )
−1/2 exp

{
−
∑n

i=1 a
2
i j

2σ 2τ̃ 2j

}

×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(̃τ 2j )
λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×π(σ 2).

The full conditional distribution is obtained as follows:

a· j |x· j , {τ 2i1i2}, {̃τ 2j }, σ 2 ∼ Nn(S
−1x· j , σ 2S−1),

S = Sτ + (̃τ−2
j + 1)In,

τ 2i1i2 |ai1 , ai2 , σ 2 ∼ giG
(
χτi1i2

, ρτi1i2
, λτi1i2

)
,

χτi1i2
= 1

σ 2 ‖ai1 − ai2‖22, ρτi1i2
= 2γ 2

1 , λτi1i2
= λ1 − 0.5,

1

τ̃ 2j
|a· j , ψ̃ j , σ

2 ∼ IGauss(μ
τ̃−2
j

, λ
τ̃−2
j

),

μ
τ̃−2
j

=
√
2σ 2ψ̃ j

‖a· j‖2 , λ
τ̃−2
j

= 2ψ̃ j ,

ψ̃ j |̃τ 2j ∼ Ga(kψ̃ j
, λψ̃ j

),

kψ̃ j
= λ2 + 1, λψ̃ j

= τ̃ 2j + γ 2
2 ,

σ 2|X , A, {τ 2i1i2}, {̃τ 2j } ∼ IG(ν′, η′),
ν′ = np + #E + p + ν0,
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η′ =
n∑

i=1

(xi − ai )t (xi − ai )

+
p∑

j=1

aT· j (Sτ + τ̃−2
j In)aT· j + η0,

where giG (x |χ, ρ, λ) is generalized inverse Gaussian

z ∼ giG(χ, ρ, λ0),

π(z) ∝ zλ0−1 exp{−(ρz + χ/z)/2},

and

Sτ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑
1<i τ

−2
1i −τ−2

12 · · · −τ−2
1n

−τ−2
12

∑
i<2 τ−2

i2 +∑2<i τ
−2
2i · · · −τ−2

2n
...

...
. . .

...

−τ−2
1n −τ−2

2n · · · ∑i<n τ−2
in

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
.

B.4 Bayesian horseshoe sparse convex clustering

By using the hierarchical representation of the horseshoe distribution, the prior distri-
bution π(A|σ 2) is obtained as follows:

π(A|σ 2) ∝
∫

· · ·
∫ ∏

(i1,i2)∈E
(σ 2τ 2i1i2ν

2
1 )

−1/2 exp

{
− 1

2σ 2τ 2i1i2ν
2
1

‖ai1 − ai2‖22
}

×
∏

(i1,i2)∈E
ψ

−1/2
i1i2

(τ 2i1i2)
−1/2−1 exp

{
− 1

ψi1i2τ
2
i1i2

}

×
∏

(i1,i2)∈E
ψ

−1/2−1
i1i2

exp

{
− 1

ψi1i2

}

×
p∏

j=1

(σ 2τ̃ 2j )
−1/2 exp

{
− 1

2σ 2τ̃ 2j
‖a· j‖22

}

×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(γ 2
2 )λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×
∏

(i1,i2)∈E
dτi1i2

∏

(i1,i2)∈E
dψi1i2

p∏

j=1

dψ̃ j

p∏

j=1

d τ̃ 2j .
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The prior distribution is transformed as follows:

π(A, {τi1i2}, {ψi1i2}, {̃τ j }, {ψ̃ j }, σ 2|X)

∝ (2πσ 2)−
pn
2 exp

{
− 1

2σ 2

n∑

i=1

(xi − ai )T (xi − ai )

}

×(2πσ 2ν21 )
− #E

2
∏

(i1,i2)∈E
(τ 2i1i2)

−1/2 exp

{
− 1

2τ 2i1i2ν
2
1σ

2
‖ai1 − ai2‖22

}

×
∏

(i1,i2)∈E
ψ

−1/2
i1i2

(τ 2i1i2)
−1/2−1 exp

{
− 1

ψi1i2τ
2
i1i2

}

∏

(i1,i2)∈E
ψ

−1/2−1
i1i2

exp

{
− 1

ψi1i2

}

×(2πσ 2)−
p
2

p∏

j=1

(̃τ 2j )
−1/2 exp

{
− 1

2σ 2τ̃ 2j
‖a· j‖22

}

×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(γ 2
2 )λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×π(σ 2).

The full conditional distribution is obtained as follows:

a· j |x· j , {τ 2i1i2}, {̃τ 2j }, σ 2 ∼ Nn(S
−1x· j , σ 2S−1),

S = 1

ν21
Sτ +

(
1

τ̃ 2j
+ 1

)
In,

τ 2i1i2 |ai1 , ai2 , ψi1i2 , σ
2 ∼ IG(ατ 2i1i2

, βτ 2i1i2
),

ατ 2i1i2
= 1, βτ 2i1i2

= 1

2ν21σ
2
‖ai1 − ai2‖22 + 1

ψi1i2
,

ψi1i2 |τ 2i1i2 ∼ IG(αψi1i2
, βψi1i2

),

αψi1i2
= 1, βψi1i2

= 1

τ 2i1i2

+ 1,

1

τ̃ 2j
|a· j , ψ̃ j , σ

2 ∼ IGauss(μ
τ̃−2
j

, λ
τ̃−2
j

),

μ
τ̃−2
j

=
√
2σ 2ψ̃ j

‖a· j‖2 , λ
τ̃−2
j

= 2ψ̃ j ,

ψ̃ j |̃τ 2j ∼ Ga(kψ̃ j
, λψ̃ j

),
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kψ̃ j
= λ2 + 1, λψ̃ j

= τ̃ 2j + γ 2
2 ,

σ 2|X , A, {τ 2i1i2}, {̃τ 2j } ∼ IG(ν′, η′),
ν′ = np + #E + p + ν0,

η′ =
n∑

i=1

(xi − ai )t (xi − ai )

+
p∑

j=1

aT· j

(
1

ν21
Sτ + 1

τ̃ 2j
In

)
a· j + η0,

where

Sτ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑
1<i τ

−2
1i −τ−2

12 · · · −τ−2
1n

−τ−2
12

∑
i<2 τ−2

i2 +∑2<i τ
−2
2i · · · −τ−2

2n
...

...
. . .

...

−τ−2
1n −τ−2

2n · · · ∑i<n τ−2
in

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
.

B.5 Bayesian Dirichlet–Laplace sparse convex clustering

By using a hierarchical representation of the Dirichlet–Laplace distribution, the prior
distribution π(A|σ 2) is obtained as follows:

π(A|σ 2) ∝
∫

· · ·
∫ ∏

(i1,i2)∈E
(σ 2ψi1i2τ

2
i1i2ν

2)−1/2

exp

{
− 1

2σ 2ψi1i2τ
2
i1i2

ν2
‖ai1 − ai2‖22

}

×
∏

(i1,i2)∈E

1

2
exp

{
−1

2
ψi1i2

} ∏

(i1,i2)∈E
τ

α1−1
i1i2

×να1#E−1 exp

{
−1

2
ν

}

×
p∏

j=1

(σ 2τ̃ 2j )
−1/2 exp

{
− 1

2σ 2τ̃ 2j
‖a· j‖22

}

×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(γ 2
2 )λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×dν
∏

(i1,i2)∈E
dτi1i2

∏

(i1,i2)∈E
dψi1i2

p∏

j=1

dψ̃ j

p∏

j=1

d τ̃ 2j .
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The prior distribution is transformed as follows:

π(A, {τ 2i1i2}, {ψ2
i1i2}, ν, {̃τ 2j }, {ψ̃2

j }, σ 2|X)

∝ (2πσ 2)−
pn
2 exp

{
− 1

2σ 2

n∑

i=1

(xi − ai )T (xi − ai )

}

×
∏

(i1,i2)∈E
(2πσ 2τ 2i1i2ψi1i2ν

2)−1/2 exp

{
− 1

2σ 2τ 2i1i2ψi1i2ν
2
‖ai1 − ai2‖22

}

×
∏

(i1,i2)∈E

1

2
exp

{
−1

2
ψi1i2

} ∏

(i1,i2)∈E
τ

α1−1
i1i2

×να1#E−1 exp
{
−ν

2

}

×(2πσ 2)−p/2
p∏

j=1

(̃τ 2j )
−1/2 exp

{
− 1

2σ 2τ̃ 2j
‖a· j‖22

}

×
p∏

j=1

ψ̃ j exp{−ψ̃ j τ̃
2
j }

p∏

j=1

(γ 2
2 )λ2

Γ (λ2)
ψ̃

λ2−1
j exp{−γ 2

2 ψ̃ j }

×π(σ 2).

The full conditional distribution is obtained as follows:

a· j |x· j , {τ 2i1i2}, {ψi1i2}, ν, {̃τ 2j }, σ 2 ∼ Nn(S
−1x· j , σ 2S−1),

S = 1

ν2
Sτψ +

(
1

τ̃ 2j
+ 1

)
In,

Ti1i2 |ai1 , ai2 , σ 2 ∼ giG
(
χTi1i2

, ρTi1i2
, λTi1i2

)
,

χTi1i2
= 2‖ai1 − ai2‖2√

σ 2
, ρTi1i2

= 1, λTi1i2
= α − 1,

τi1i2 = Ti1i2/
∑

(i1,i2)∈E
Ti1i2 ,

1

ψi1i2
|ai1 , ai2 , τi1i2 , ν, σ 2 ∼ IGauss(μ

ψ−1
i1i2

, λ
ψ−1
i1i2

),

μ
ψ−1
i1i2

= ντi1i2

√
σ 2

‖ai1 − ai2‖2
, λ

ψ−1
i1i2

= 1,

ν|ai1 , ai2 , τi1i2 , σ 2 ∼ giG (χν, ρν, λν) ,

χν = 2
∑

(i1,i2)∈E

‖ai1 − ai2‖2
τi1i2

√
σ 2

,

ρν = 1, λν = (α − 1)#E,
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1

τ̃ 2j
|a· j , ψ̃ j , σ

2 ∼ IGauss(μ
τ̃−2
j

, λ
τ̃−2
j

),

μ
τ̃−2
j

=
√
2σ 2ψ̃ j

‖a· j‖2 , λ
τ̃−2
j

= 2ψ̃ j ,

ψ̃ j |̃τ 2j ∼ Ga(kψ̃ j
, λψ̃ j

),

kψ̃ j
= λ2 + 1, λψ̃ j

= τ̃ 2j + γ 2
2 ,

σ 2|X , A, {τ 2i1i2}, {ψi1i2}, ν, {̃τ 2j } ∼ IG(ν′, η′),
ν′ = np + #E + p + ν0,

η′ =
n∑

i=1

(xi − ai )t (xi − ai )

+
p∑

j=1

aT· j

(
1

ν2
Sτψ + 1

τ̃ 2j
In

)
aT· j + η0,

where

Sτψ =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑
1<i2 τ−2

1i2
ψ−1
1i2

−τ−2
12 ψ−1

12 · · · −τ−2
1n ψ−1

1n
−τ−2

12 ψ−1
12

∑
i1<2 τ−2

i12
ψ−1
i12

+∑2<i2 τ−2
2i2

ψ−1
2i2

· · · −τ−2
2n ψ−1

2n
...

...
. . .

...

−τ−2
1n ψ−1

1n −τ−2
2n ψ−1

2n · · · ∑i1<n τ−2
i1n

ψ−1
i1n

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

.
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