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Abstract The acoustic wave equation on the whole three-dimensional space
is considered with initial data and inhomogeneity having support in a bounded
domain, which need not be convex. We propose and study a numerical method
that approximates the solution using computations only in the interior domain
and on its boundary. The transmission conditions between the interior and
exterior domain are imposed by a time-dependent boundary integral equa-
tion coupled to the wave equation in the interior domain. We give a full dis-
cretization by finite elements and leapfrog time-stepping in the interior, and by
boundary elements and convolution quadrature on the boundary. The direct
coupling becomes stable on adding a stabilization term on the boundary. The
derivation of stability estimates is based on a strong positivity property of the
Calderon boundary operators for the Helmholtz and wave equations and uses
energy estimates both in time and frequency domain. The stability estimates
together with bounds of the consistency error yield optimal-order error bounds
of the full discretization.
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1 Introduction

Boundary conditions that yield the restriction of the solution to the whole-
space equation on a bounded domain are known as transparent boundary con-
ditions. For the three-dimensional wave equation they are nonlocal in space
and time. In the last decades, a vast literature on approximating transparent
boundary conditions has developed. There are fast algorithms for implement-
ing the exact, nonlocal boundary conditions in special domains such as balls
(e.g., Grote & Keller [12], Hagstrom [16], Alpert, Greengard & Hagstrom [2],
Lubich & Schädle [22]), there are local absorbing boundary conditions (e.g.,
Engquist & Majda [10], Hagstrom, Mar-Or & Givoli [17]), there are meth-
ods based on the pole condition (Ruprecht, Schädle, Schmidt & Zschiedrich
[25], Gander & Schädle [11]), and – perhaps most widely used – there are
perfectly matched layers (Berenger [8] and countless papers thereafter) that
implement approximate transparent boundary conditions. None of the local
methods works, however, on non-convex domains where waves may leave and
re-enter the domain. While the computational domain can in principle be en-
larged to become convex or even a ball, this may require the discretization of a
substantially larger domain than the domain of physical interest (for example,
in the case of a scaffolding-like structure).

It is the objective of the present work to present a stable and convergent
fully discrete algorithm that couples a standard discretization in the interior
domain (by finite elements with explicit leapfrog time-stepping) with a direct
discretization of the boundary integral terms (by boundary elements and con-
volution quadrature), without any requirement of convexity of the domain.
The solution in the exterior domain can then be evaluated at specific points of
interest by evaluating boundary integrals, which are again discretized by (the
same) boundary elements and convolution quadrature.

This paper is thus related to work on boundary integral equations for the
wave equation, which have attracted considerable interest in recent years. Ba-
sic analytical theory is provided by Bamberger & Ha Duong [4], Lubich [21],
and Laliena & Sayas [20]. The standard discretization in space is by boundary
elements (in their Galerkin or collocation variants). Two classes of discretiza-
tions in time are known to yield guaranteed stability: the space-time Galerkin
approach (Ha Duong [13], Ha Duong, Ludwig & Terrasse [14]) and convolution
quadrature (Lubich [21] and more recently Hackbusch, Kress & Sauter [15],
Banjai & Sauter [7], Banjai [5], Banjai, Lubich & Melenk [6], Chappell [9],
Chen, Monk, Wang & Weile [24], Monegato, Scuderi & Stanić [23]). Here we
use convolution quadrature for time discretization of the boundary integrals.

To our knowledge, the only work, containing analysis, that numerically
couples boundary integral operators with the wave equation in the interior
domain to implement transparent boundary conditions, is the recent paper by
Abboud, Joly, Rodŕıguez & Terrasse [1]. They use a first-order weak formula-
tion of the wave equation in the interior (that we shall also adopt), which is
discretized by discontinuous finite elements in space and the explicit midpoint
rule in time. Their discretization of the boundary integral operators follows
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the space-time Galerkin framework. On the theoretical side, they show partial
stability (excluding the effect of boundary perturbations), which is, however,
not sufficient to obtain convergent error bounds. The partial stability result
is based on a non-negativity property of the Calderon operator for the wave
equation, which is also established in [1]. We refer here also to an early, purely
numerical, work by Jiao, Li, Michielssen & Min [19].

While our approach in this paper is clearly influenced by [1], we choose
different numerical methods and use different analytical tools to study them,
and we obtain strong stability results that enable us to prove convergence and
error bounds for the full discretization. As a key analytical result, we show a
strong positivity (or coercitivity) property of the Calderon operator, which we
prove first for the Helmholtz equation (that is, the Laplace transformed wave
equation) and then transfer it to the wave equation via an operator-valued ver-
sion of the classical Herglotz theorem. The required extensions of this theorem
are formulated in the preparatory Section 2, both in a time-discrete and time-
continuous setting. We also show that convolution quadrature time discretiza-
tion inherits the positivity property from the time-continuous to the time-
discrete setting. In Section 3 we study the Calderon operator of the Helmholtz
equation, showing the positivitiy property that we transfer to the wave equa-
tion in Section 4. There we also describe the weak first-order formulation of
the coupled problem that we adopt from [1].

In Section 5 we describe the discretization that we propose and study. Space
discretization is done by standard finite elements in the interior domain and by
boundary elements. Time discretization is by standard leapfrog time stepping
in the interior, and by convolution quadrature on the boundary. The coupling
is stabilized by adding an extra term to the naive coupling of the methods.
The fully discrete method remains explicit in the interior and is implicit only
in the boundary variables, for which a linear system with the same positive
definite matrix is solved in each time step.

In Section 6 we study the stability of the spatial semi-discretization. The
strong positivity property of the Calderon operator, which is inherited by
the Galerkin boundary element space discretization, is a key aspect. We use
energy estimates both in the time-dependent equations and in the Laplace-
transformed (frequency-domain) equations. Combining our stability estimates
with bounds of the consistency error then allows us to obtain optimal-order
error bounds of the semi-discretization in Section 7.

In Sections 8 and 9 we carry out an analogous, but technically more de-
manding programme for the full discretization. We make essential use of the
fact that the strong positivity property is preserved under convolution quadra-
ture time discretization. Our final result, Theorem 9.1, yields an asymptotically
optimal O(h+∆t2) error bound in the natural norms for linear finite elements
and naturally mixed piecewise linear / piecewise constant boundary elements,
under the usual CFL condition for the leapfrog method and for the convolu-
tion quadrature based on the second-order backward difference formula. The
spatial order can be increased with finite elements and boundary elements of
higher degree.
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2 Preparation: Variants of the Herglotz theorem

A key ingredient of the analysis of both the continuous and discretized wave
equation is the positivity of a boundary integral operator and its discretization.
This positivity resides on an operator-valued variant of the classical Herglotz
theorem [18], which states that an analytic function has positive real part on
the unit disc if and only if convolution with its coefficient sequence is a positive
semidefinite operation.

2.1 A time-discrete operator-valued Herglotz theorem

Let V be a complex Hilbert space with dual V ′, with the anti-duality denoted
by 〈·, ·〉. Let B(ζ) : V → V ′ and R(ζ) : V → V be analytic families of bounded
linear operators for |ζ| ≤ ρ. We assume the uniform bounds

‖B(ζ)‖V ′←V ≤M, ‖R(ζ)‖V←V ≤M, |ζ| ≤ ρ, (2.1)

and expand B(ζ) and R(ζ) as

B(ζ) =

∞∑

n=0

Bnζ
n, R(ζ) =

∞∑

n=0

Rnζ
n.

Lemma 2.1 In the above situation the following statements are equivalent:

1. Re 〈w,B(ζ)w〉 ≥ γ‖R(ζ)w‖2, ∀w ∈ V, |ζ| ≤ ρ.

2.

∞∑

n=0

ρ2nRe

〈
wn,

n∑

j=0

Bn−jwj

〉
≥ γ

∞∑

n=0

ρ2n

∥∥∥∥∥∥

n∑

j=0

Rn−jwj

∥∥∥∥∥∥

2

holds for any fi-

nite sequence wn ∈ V .

Proof Let B̂(θ) = B(ρeiθ), R̂(θ) = R(ρeiθ) and for any finite sequence (wn) let
ŵ(θ) =

∑∞
n=0 e

inθρnwn. Then by Parseval’s formula we have

∞∑

n=0

〈ρnwn,

n∑

j=0

ρn−jBn−jρ
jwj〉 =

∫ π

−π

〈ŵ(θ), B̂(θ)ŵ(θ)〉dθ

and
∫ π

−π

‖R̂(θ)ŵ(θ)‖2dθ =
∞∑

n=0

ρ2n

∥∥∥∥∥∥

n∑

j=0

Rn−jwj

∥∥∥∥∥∥

2

,

which yields the implication 1. =⇒ 2. For the reverse direction one addi-
tionally uses a sequence of non-negative approximate δ-functions pn(θ) (e.g.,
the Fejér sequence) and chooses ŵ(θ) = pn(θ − θ∗)

1/2w∗ to localize the above
integrals near an arbitrary θ∗. ⊓⊔
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2.2 A time-continuous operator-valued Herglotz theorem

Let B(s) : V → V ′ and R(s) : V → V be analytic families of bounded linear
operators for Re s ≥ σ. We assume the uniform bounds

‖B(s)‖V ′←V ≤M |s|µ, ‖R(s)‖V←V ≤M |s|µ, Re s ≥ σ. (2.2)

For integer m > µ+ 1, we define the integral kernel

Km(t) =
1

2πi

∫

σ+iR

ests−mB(s)ds. (2.3)

For a function w ∈ Cm([0, T ], V ) with w(0) = w′(0) = · · · = wm−1(0) = 0, we
let

(
B(∂t)w

)
(t) =

(
d

dt

)m ∫ t

0

Km(t− τ)w(τ)dτ.

We note that B(∂t)w is the distributional convolution of the inverse Laplace
transform of B(s) with w.

Lemma 2.2 In the above situation the following statements are equivalent:

1. Re 〈w,B(s)w〉 ≥ γ‖R(s)w‖2, ∀w ∈ V, Re s ≥ σ.

2.

∫ ∞

0

e−2σtRe 〈w(t), B(∂t)w(t)〉dt ≥ γ

∫ ∞

0

e−2σt‖R(∂t)w(t)‖
2dt, for all w ∈

Cm([0,∞), V ) with finite support, w(0) = w′(0) = · · · = wm−1(0) = 0, and
for all t ≥ 0.

Proof Similarly as above the result is obtained using Plancherel’s formula,
which here gives

∫ ∞

0

〈e−σtw(t), e−σtB(∂t)w(t)〉dt =

∫

σ+iR

〈Lw(s), B(s)Lw(s)〉ds,

where Lw denotes the Laplace transform of w, and

∫

σ+iR

‖R(s)Lw(s)‖2ds =

∫ ∞

0

e−2σt‖R(∂t)w(t)‖
2dt.

⊓⊔

2.3 Convolution quadrature and preserving the positivity

Convolution quadrature based on an A-stable multistep method discretizes
B(∂t)w(t) by a discrete convolution

(
B(∂∆t

t )w
)
(n∆t) =

n∑

j=0

Bn−jw(j∆t).
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Here the weights Bn are defined as the coefficients of the power series

B

(
δ(ζ)

∆t

)
=

∞∑

n=0

Bnζ
n,

where in this paper we choose δ(ζ) to be the generating function of the second
order backward difference formula (BDF2):

δ(ζ) = (1− ζ) + 1
2 (1− ζ)2.

The method is of order 2, which can be formulated as

δ(e−z) = z +O(z3)

and it is strongly A-stable, which means that

Re δ(ζ) ≥ α+O(α2), |ζ| ≤ e−α,

for small α. It is known that

B(∂∆t
t )w(t) −B(∂t)w(t) = O(∆t2), uniformly for t = n∆t ≤ T, (2.4)

for sufficiently smooth functions w with sufficiently many vanishing derivatives
at t = 0, see [21] for details. Moreover the scheme preserves the positivity
property of the continuous convolution.

Lemma 2.3 In the situation of Lemma 2.2 the condition 1. of that lemma
implies, for σ∆t > 0 small enough and with a ρ = e−σ∆t +O(∆t2),

∞∑

n=0

ρ2nRe 〈w(n∆t), B(∂∆t
t )w(n∆t)〉 ≥ γ

∞∑

n=0

ρ2n‖R(∂∆t
t )w(n∆t)‖2,

for any function w : [0,∞) → V with finite support.

Proof Under the above conditions we have

Re

〈
w,

(
∞∑

n=0

Bnζ
n

)
w

〉
= Re

〈
w,B

(
δ(ζ)

∆t

)
w

〉
≥ γ

∥∥∥∥R
(
δ(ζ)

∆t

)
w

∥∥∥∥
2

,

for all w ∈ V and |ζ| ≤ ρ. The result then follows from Lemma 2.1. ⊓⊔
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3 Calderon operator for the Helmholtz equation

With the Helmholtz equation

s2u−∆u = 0, x ∈ R
3 \ Γ, (3.1)

and the boundary surface Γ of a bounded Lipschitz domain Ω ⊂ R
3 we asso-

ciate the usual boundary integral potentials [20]: the single layer potential

S(s)ϕ(x) =

∫

Γ

e−s|x−y|

4π|x− y|
ϕ(y)dΓy , x ∈ R

3 \ Γ,

the double layer potential

D(s)ϕ(x) =

∫

Γ

(
∂ny

e−s|x−y|

4π|x− y|

)
ϕ(y)dΓy , x ∈ R

3 \ Γ,

where ∂ny denotes the exterior normal derivative with respect to the variable
y. The corresponding boundary integral operators are defined as

V (s)ϕ(x) =

∫

Γ

e−s|x−y|

4π|x− y|
ϕ(y)dΓy , x ∈ Γ, (3.2)

K(s)ϕ(x) =

∫

Γ

(
∂ny

e−s|x−y|

4π|x− y|

)
ϕ(y)dΓy , x ∈ Γ, (3.3)

KT (s)ϕ(x) = ∂nx

∫

Γ

e−s|x−y|

4π|x− y|
ϕ(y)dΓy , x ∈ Γ, (3.4)

W (s)ϕ(x) = −∂nx

∫

Γ

(
∂ny

e−s|x−y|

4π|x− y|

)
ϕ(y)dΓy , x ∈ Γ. (3.5)

The above boundary integral operators are bounded linear operators on the
following spaces

V (s) : H−1/2(Γ ) → H1/2(Γ ), K(s) : H1/2(Γ ) → H1/2(Γ ),

KT (s) : H−1/2(Γ ) → H−1/2(Γ ), W (s) : H1/2(Γ ) → H−1/2(Γ ).

with the following bounds holding for all Re s ≥ σ > 0

‖V (s)‖H1/2(Γ )←H−1/2(Γ ) ≤ C(σ)|s|,

‖K(s)‖H1/2(Γ )←H1/2(Γ ) ≤ C(σ)|s|3/2,

‖KT (s)‖H−1/2(Γ )←H−1/2(Γ ) ≤ C(σ)|s|3/2,

‖W (s)‖H−1/2(Γ )←H1/2(Γ ) ≤ C(σ)|s|2.

For a proof of these facts see [4,3] and for a table with all these properties
listed see [20]. We note that C(σ) depends polynomially on σ−1.

Let γ− and γ+ denote the interior and exterior traces on the boundary Γ ,
whereas ∂−n and ∂+n the interior and exterior normal traces on Γ . Further we



8 Lehel Banjai et al.

will also denote by Ω+ = R
3 \ Ω the domain exterior to Ω. The relationship

between the boundary integral potentials and operators is given by

V (s)ϕ = γ−S(s)ϕ = γ+S(s)ϕ, K(s)ϕ = {{D(s)ϕ}}

and

KT (s)ϕ = {{∂nS(s)ϕ}}, W (s)ϕ = −∂−nD(s)ϕ = −∂+nD(s)ϕ,

where {{γu}} = 1
2 (γ
−u + γ+u) denotes the average of the jump accross the

boundary.
In terms of these operators the solution of the Helmholtz equations is

expressed as
u = sS(s)ϕ+D(s)ψ,

where
ϕ = [ 1s∂nu], ψ = −[γu],

and [γu] = γ−u− γ+u, [∂nu] = ∂−n u− ∂+n u denote the jumps in the boundary
traces. Next we define a Calderon operator, whose positivity will be crucial
for the analysis:

B(s) =

(
sV (s) K(s)

−KT (s) 1
sW (s)

)
. (3.6)

In the following we denote the anti-duality between H−1/2(Γ )×H1/2(Γ ) and
H1/2(Γ )×H−1/2(Γ ) by 〈·, ·〉Γ .

Lemma 3.1 There exists β > 0 so that the Calderon operator (3.6) satisfies

Re

〈(
ϕ
ψ

)
, B(s)

(
ϕ
ψ

)〉

Γ

≥ β min(1, |s|2)
Re s

|s|2

(
‖ϕ‖2H−1/2(Γ ) + ‖ψ‖2H1/2(Γ )

)

for Re s > 0 and for all ϕ ∈ H−1/2(Γ ) and ψ ∈ H1/2(Γ ).

Proof From the identities

{{γu}} = sV (s)ϕ +K(s)ψ, {{∂nu}} = sKT (s)ϕ−W (s)ψ,

it follows that

B(s)

(
ϕ
ψ

)
=

(
{{γu}}

− 1
s{{∂nu}}

)
. (3.7)

Hence, using Green’s theorem and (3.1),

Re

〈(
ϕ
ψ

)
, B(s)

(
ϕ
ψ

)〉

Γ

= Re 〈[ 1s∂nu], {{γu}}〉Γ +Re 〈{{ 1
s∂nu}}, [γu]〉Γ

= Re 〈1s∂
−
n u, γ

−u〉Γ +Re 〈− 1
s∂

+
n u, γ

+u〉Γ

= Re s
(
‖ 1
s∇u‖

2
L2(R3\Γ ) + ‖u‖2L2(R3\Γ )

)

≥ β min(1, |s|2)
Re s

|s|2

(
‖ϕ‖2H−1/2(Γ ) + ‖ψ‖2H1/2(Γ )

)
.
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The final inequality above is obtained using the trace inequalities as follows:

‖ϕ‖2H−1/2(Γ ) =
∥∥[ 1s∂nu]

∥∥2
H−1/2(Γ )

≤ C
(
‖ 1
s∇u‖

2
L2(R3\Γ )3 + ‖ 1

s∆u‖
2
L2(R3\Γ )

)

= C
(
‖ 1
s∇u‖

2
L2(R3\Γ )3 + ‖su‖2L2(R3\Γ )

)

≤ C|s|2 max(1, |s|−2)
(
‖ 1
s∇u‖

2
L2(R3\Γ )3 + ‖u‖2L2(R3\Γ )

)

and similarly for ψ = −[γu]. ⊓⊔

4 Boundary integral formulation of the wave equation

4.1 Calderon operator for the wave equation

Consider the wave equation in R
3

∂2t u−∆u = ḟ in R
3 × [0, T ],

u(x, 0) = u0, ∂tu(x, 0) = v0, in R
3.

(4.1)

Let again Ω ⊂ R
3 be a bounded Lipschitz domain with boundary Γ and

assume that the supports of u0, v0, and ḟ are contained in Ω.
We can rewrite (4.1) as a problem set on the interior domain

∂2t u
− −∆u− = ḟ in Ω × [0, T ],

u−(x, 0) = u0, ∂tu
−(x, 0) = v0, in Ω,

(4.2)

a problem set in the exterior

∂2t u
+ −∆u+ = 0 in Ω+ × [0, T ],

u+(x, 0) = 0, ∂tu
+(x, 0) = 0, in Ω+,

(4.3)

where Ω+ = R
3 \ Ω, and transmission conditions coupling the two sets of

equations
γ−u− = γ+u+, ∂−n u

− = ∂+n u
+. (4.4)

The solution of (4.1) is then given by u = u− in Ω and by u = u+ in Ω+.
With time convolution operators based on the boundary integral operators

for the Helmholtz equation, the solution of the exterior equations can then be
written as

u+ = S(∂t)∂tϕ+D(∂t)ψ. (4.5)

The boundary densities are given by

ϕ = −∂−1t ∂+n u
+, ψ = γ+u+

and satisfy the equation

B(∂t)

(
ϕ
ψ

)
=

1

2

(
γ−u−

−∂−1t ∂−n u
−

)
,

where B(s) is defined in (3.6), the notation B(∂t) is explained in Section 2.2,
and we have used (3.7) and the fact that γ−u+ = ∂−n u

+ = 0.
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4.2 Positivity of the time-dependent Calderon operator

Applying Lemma 2.2 we have the positivity of the time-dependent Calderon
operator B(∂t):

Lemma 4.1 With the constant β > 0 from Lemma 3.1 we have that

∫ T

0

e−2t/T
〈(

ϕ(·, t)
ψ(·, t)

)
, B(∂t)

(
ϕ
ψ

)
(·, t)

〉

Γ

dt

≥ β cT

∫ T

0

e−2t/T
(
‖∂−1t ϕ(·, t)‖2H−1/2(Γ ) + ‖∂−1t ψ(·, t)‖2H1/2(Γ )

)
dt,

for any T > 0 and for all ϕ ∈ C4([0, T ], H−1/2(Γ )) and all ψ ∈ C3([0, T ], H1/2(Γ ))
with ϕ(·, 0) = ∂tϕ(·, 0) = · · · = ∂3t ϕ(·, 0) = 0, ψ(·, 0) = ∂tψ(·, 0) = ∂2t ψ(·, 0) =
0. Here, cT = min(T−1, T−3).

Proof The proof follows directly from Lemma 2.2 and Lemma 3.1, where we use
Re s ≥ σ = 1/T and the lower bound min(1, |s|2)Re s ≥ min(T−1, T−3). The
smoothness requirements on ϕ and ψ result from the bounds on the boundary
integral operators. The reason that the integrals extend only up to T , lies in
the causality property that B(∂t)w(T ) depends only on w(t) for t ≤ T . ⊓⊔

Similarly, Lemma 2.3 implies the positivity of the convolution quadrature
approximation B(∂∆t

t ). This result will be needed later in the paper.

Lemma 4.2 Let E : [0,∞) → [0,∞), S : R → R, ϕ ∈ C4([0, T ], H−1/2(Γ )),
ψ ∈ C3([0, T ], H1/2(Γ )), with ϕ(·, 0) = ∂tϕ(·, 0) = · · · = ∂3t ϕ(·, 0) = 0,
ψ(·, 0) = ∂tψ(·, 0) = ∂2t ψ(·, 0) = 0. If

Ė +

〈(
ϕ
ψ

)
, B(∂t)

(
ϕ
ψ

)〉

Γ

= S in [0, T ], (4.6)

then

E(T ) + βcT

∫ T

0

(
‖∂−1t ϕ(·, t)‖2H1/2(Γ ) + ‖∂−1t ψ(·, t)‖2H−1/2(Γ )

)
dt

≤ e2E(0) +

∫ T

0

e2(1−t/T )S(t)dt,

where cT = min{T−1, T−3}.

Proof The result follows from multiplying (4.6) by e−2t/T , using that E is
non-negative and applying Lemma 4.1. ⊓⊔



Stable numerical coupling of exterior and interior problems for the wave equation 11

4.3 First-order formulation and energy estimate

We rewrite the wave equation as a first-order system (and omit the superscript
− in the interior)

u̇ = ∇ · v + f
v̇ = ∇u

in Ω, (4.7)

with the coupling condition ψ = γu, ϕ = −γv · n expressed as

B(∂t)

(
ϕ
ψ

)
= 1

2

(
γu

−γv · n

)
on Γ.

As in [1], we determine the weak formulation using

(∇ · v, w) = − 1
2 (v,∇w) +

1
2 (∇ · v, w) + 1

2 〈n · γv, w〉Γ

and similarly for (∇u, z). Here (·, ·) denotes the inner product in L2(Ω) or
L2(Ω)3 as appropriate. With this weak formulation the coupled system reads

(u̇, w) = − 1
2 (v,∇w) +

1
2 (∇ · v, w) − 1

2 〈ϕ, γw〉Γ + (f, w) (4.8)

(v̇, z) = − 1
2 (u,∇ · z) + 1

2 (∇u, z) +
1
2 〈ψ, γz · n〉Γ (4.9)

〈(
ξ
η

)
, B(∂t)

(
ϕ
ψ

)〉

Γ

= 1
2 〈ξ, γu〉Γ − 1

2 〈γv · n, η〉Γ (4.10)

for all w, z ∈ H1(Ω) and (ξ, η) ∈ H−1/2(Γ ) × H1/2(Γ ). Testing with w =
u, z = v, ξ = ϕ, η = ψ and adding the three equations up we get

d

dt

(
1
2‖u‖

2
L2(Ω) +

1
2‖v‖

2
L2(Ω)

)
+

〈(
ϕ
ψ

)
, B(∂t)

(
ϕ
ψ

)〉

Γ

= (f, u).

From the positivity property of the Calderon operator in Lemma 4.1 it follows
that the field energy (so called because its Maxwell analogue is the electro-
magnetic energy in the field)

E = 1
2‖u‖

2
L2(Ω) +

1
2‖v‖

2
L2(Ω)

satisfies for t > 0 (if f = 0; see Lemma 4.2)

E(t) + βct

∫ t

0

(
‖∂−1t ϕ(·, τ)‖2H−1/2(Γ ) + ‖∂−1t ψ(·, τ)‖2H1/2(Γ )

)
dτ ≤ e2E(0).
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5 Discretization

5.1 FEM–BEM spatial semidiscretization

Let Uh, Vh, Ψh, Φh be finite dimensional subspaces of the following Sobolev
spaces

Uh ⊂ H1(Ω), Vh = U3
h ⊂ H1(Ω)3, Ψh ⊂ H1/2(Γ ), Φh ⊂ H−1/2(Γ ).

In particular we can choose Uh as the finite element space of piecewise linear
functions, Ψh the boundary element space of piecewise linear functions, and
Φh the boundary element space of piecewise constant functions. The chosen
bases of these spaces are denoted by (bUi ), (b

V
j ), (b

Ψ
k ), and (bΦℓ ), respectively.

We assume that Ψh and Φh contain the traces of Uh: γUh ⊆ Ψh, ∂nUh ⊆ Φh.
The semi-discretized system then reads: find uh(·, t) ∈ Uh, vh(·, t) ∈ Vh,

ϕh(·, t) ∈ Φh, ψh(·, t) ∈ Ψh such that

(u̇h, wh) = − 1
2 (vh,∇wh) +

1
2 (∇ · vh, wh)−

1
2 〈ϕh, γwh〉Γ + (f, wh) (5.1)

(v̇h, zh) = − 1
2 (uh,∇ · zh) +

1
2 (∇uh, zh) +

1
2 〈ψh, γzh · n〉Γ (5.2)

〈(
ξh
ηh

)
, B(∂t)

(
ϕh

ψh

)〉

Γ

= 1
2 〈ξh, γuh〉Γ − 1

2 〈γvh · n, ηh〉Γ (5.3)

for all wh ∈ Uh, zh ∈ Vh, ξh ∈ Φh, and ηh ∈ Ψh.
For the vectors of nodal values this leads to a coupled system of ordinary

differential and integral equations

M0u̇ = −DTv −C0ϕ+M0f

M1v̇ = Du−C1ψ

B(∂t)

(
ϕ

ψ

)
=

(
CT

0 u

CT
1 v

)
.

The matricesM0 andM1 denote the symmetric positive definite mass matrices
whose entries are the inner products of the basis functions of Uh and Vh,
respectively. The matrices D,C0,C1 have the entries

D|ji = − 1
2 (b

V
j ,∇b

U
i ) +

1
2 (∇ · bVj , b

U
i ),

and

C0|ki = − 1
2 〈b

Φ
k , γb

U
i 〉Γ , C1|ℓj =

1
2 〈b

Ψ
ℓ , γb

V
j · n〉Γ .

The matrix B(s) is given as

B(s) =

(
sV(s) K(s)
−KT (s) 1

sW(s)

)
,

where the blocks are given by

V(s)|kk′ = 〈bΦk , V (s)bΦk′ 〉Γ , K(s)|kℓ = 〈bΦk ,K(s)bΨℓ 〉Γ , W(s)|ℓℓ′ = 〈bΨℓ ,W (s)bΨℓ′〉Γ .
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We note that differentiating the first and last equations and eliminating v

yields the second-order formulation

M0ü = −DTM−11 (Du−C1ψ)−C0ϕ̇+M0ḟ

B(∂t)

(
ϕ̇

ψ̇

)
=

(
CT

0 u̇

CT
1 M

−1
1 (Du−C1ψ)

)
.

5.2 Leapfrog–convolution quadrature time discretization

We couple the leapfrog or Störmer–Verlet scheme

M1v
n+1/2 = M1v

n + 1
2∆tDun − 1

2∆tC1ψ
n

M0u
n+1 = M0u

n −∆tDTvn+1/2 −∆tC0ϕ
n+1/2 +∆tM0f

n+1/2

M1v
n+1 = M1v

n+1/2 + 1
2∆tDun+1 − 1

2∆tC1ψ
n+1

to convolution quadrature

[
B(∂∆t

t )

(
ϕ

ψ̄

)]n+1/2

=

(
CT

0 ū
n+1/2

CT
1 (v

n+1/2 − α∆t2M−11 C1ψ̇
n+1/2

)

)
,

where ūn+1/2 = 1
2 (u

n+1 +un) and ψ̄
n+1/2

= 1
2 (ψ

n+1+ψn), and where α > 0

is a stabilization parameter and ψ̇
n+1/2

= (ψn+1 − ψn)/∆t. The role of the
stabilization term will become clear in the stability analysis. Under the CFL
condition ∆t‖D‖ ≤ 1 we can take α = 1 to obtain a stable scheme.

5.3 Computing the discrete solution

Let us assume that at time-step n, vn,un, ϕj−1/2, and ψj , j = 0, . . . , n, are
known. Using the first equation above we can compute vn+1/2. In the final

equation we rewrite ūn+1/2 and ψ̇
n+1/2

as

ūn+1/2 = 1
2 (u

n −∆tM−10 DTvn+1/2 −∆tM−10 C0ϕ
n+1/2 +∆tfn+1/2 + un)

and

∆tψ̇
n+1/2

= 2ψ̄
n+1/2

− 2ψn.

Grouping the known and unknown quantities together we obtain an equation

for ϕn+1/2 and ψ̄
n+1/2

:

(B0 +∆tH)

(
ϕn+1/2

ψ̄
n+1/2

)
= χn,

where B0 = B(δ(0)/∆t), χn contains known quantities and

H =

(
1
2C

T
0 M

−1
0 C0

2αCT
1 M

−1
1 C1

)
.
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Both B0 and H are positive definite, hence a unique solution exists. The
remaining unknowns at time-step n+1 can then be directly obtained from the
second and third equations.

6 Stability of the spatial semidiscretization

6.1 Setting of the stability analysis

In the following analysis we assume that the bases of Uh, Vh, Ψh, and Φh

are orthonormal in L2(Ω), L2(Ω)3, H1/2(Γ ), H−1/2(Γ ), respectively, so that
the corresponding inner products are just the Euclidean inner products of the
coefficient vectors, which are denoted by (·, ·) for the interior variables, and
by 〈·, ·〉Γ for the boundary variables. The Euclidean norms will be denoted
by | · |. The time discretization scheme then takes the above form with the
simplification that the mass matrices M0 and M1 are identity matrices.

In this section we are interested in the propagation of spatial discretization
errors. For the errors we have similar equations but with additional inhomo-
geneities on the right-hand side, which are the residuals on inserting a projec-
tion of the exact solution onto the finite element space into the scheme. We
then end up with the task of bounding the Euclidean norms of the solutions
to the equations

u̇ = −DTv −C0ϕ+ f ,

v̇ = Du−C1ψ + g,

B(∂t)

(
ϕ

ψ

)
=

(
CT

0 u

CT
1 v

)
+

(
ρ

σ

) (6.1)

in terms of the Euclidean norms of the perturbations f ,g,ρ,σ.

We have the positivity relation, with β > 0 independent of the gridsize,

∫ T

0

e−2t/T
〈(

ϕ(t)
ψ(t)

)
,B(∂t)

(
ϕ

ψ

)
(t)

〉

Γ

dt

≥ β cT

∫ T

0

e−2t/T
(
|∂−1t ϕ(t)|2 + |∂−1t ψ(t)|2

)
dt,

which is inherited from the corresponding property of the Calderon operator
B(∂t).

6.2 Field energy

Lemma 6.1 The semi-discrete field energy

E(t) = 1
2 |u(t)|

2 + 1
2 |v(t)|

2
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is bounded along the solutions of (6.1) by

E(t) ≤ C(β)
(
E(0) + t

∫ t

0

(
|f(τ)|2 + |g(τ)|2

)
dτ

+max(t2, t6)

∫ t

0

(
|ρ̈(τ)|2 + |σ̈(τ)|2

)
dτ
)
,

for t > 0. This estimate holds provided ρ(0) = ρ̇(0) = 0 and σ(0) = σ̇(0) = 0.

Proof (a) Taking the inner product of the first equation in (6.1) with u, the
second with v, and the third with (ϕ,ψ)T and summing the equations we get

Ė +

〈(
ϕ

ψ

)
,B(∂t)

(
ϕ

ψ

)〉

Γ

= (u, f) + (v,g) +

〈(
ϕ

ψ

)
,

(
ρ

σ

)〉

Γ

.

Integrating and using the positivity property of B(∂t) (Lemma 4.2) gives that
the semi-discrete field energy satisfies, for t > 0,

E(t)+βmin(t−1, t−3)

∫ t

0

(
|∂−1t ϕ(τ)|2 + |∂−1t ψ(τ)|2

)
dτ

≤e2
(
E(0) +

∫ t

0

|(u(τ), f(τ)) + (v(τ),g(τ))|dτ

+

∫ t

0

|〈ϕ(τ),ρ(τ)〉Γ + 〈ψ(τ),σ(τ)〉Γ |dτ
)
.

(6.2)

This estimate is however not sufficient in order to estimate E(t) in terms of
E(0) and the perturbations f , g, ρ and σ. While f and g pose no problems,
the dependence on the boundary perturbations ρ and σ needs to be treated
in a different way.

(b) If we first assume that ρ and σ are zero, then using the Cauchy-Schwarz
inequality

e2|(f(τ),u(τ)) + (v(τ),g(τ))| ≤ e4 t
2 (|f(τ)|

2 + |g(τ)|2) + 1
tE(t)

and the Gronwall inequality we obtain the estimate

E(t) ≤ e

(
e2E(0) + e4

t

2

∫ t

0

(
|f(τ)|2 + |g(τ)|2

)
dτ

)
.

(c) By linearity it remains to study the case E(0) = 0, f = 0, and g = 0.
We consider the Laplace transformed equations:

sû = −DT v̂ −C0ϕ̂

sv̂ = Dû−C1ψ̂

B(s)

(
ϕ̂

ψ̂

)
=

(
CT

0 û

CT
1 v̂

)
+

(
ρ̂

σ̂

)
.
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We take the inner product of the first equation with û, the second with v̂, and
the third with (ϕ̂, ψ̂) and sum up the real parts to obtain

Re s |û|2 +Re s |v̂|2 +Re

〈(
ϕ̂

ψ̂

)
,B(s)

(
ϕ̂

ψ̂

)〉

Γ

= Re 〈ϕ̂, ρ̂〉Γ +Re 〈ψ̂, σ̂〉Γ .

Using Lemma 3.1 we obtain

βmin(1, |s|2)
Re s

|s|2

(
|ϕ̂|2 + |ψ̂|2

)
≤ |〈ϕ̂, ρ̂〉Γ |+ |〈ψ̂, σ̂〉Γ |.

Using the Cauchy-Schwarz inequality

|〈ϕ̂, ρ̂〉Γ | ≤
β
2 min(1, |s|2)Re s|s−1ϕ̂|2 + 1

2β

(
min(1, |s|2)Re s

)−1
|sρ̂|2

we obtain for Re s > 1/t

|ϕ̂|2 + |ψ̂|2 ≤ β−2 max(t2, t6)
(
|s2ρ̂|2 + |s2σ̂|2

)
.

With the Plancherel formula and causality we conclude

∫ t

0

(
|ϕ(τ)|2 + |ψ(τ)|2

)
dτ ≤ (e/β)2 max(t2, t6)

∫ t

0

(
|ρ̈(τ)|2 + |σ̈(τ)|2

)
dτ.

(6.3)
Note now that

∫ t

0

|ρ(τ)|2dτ =

∫ t

0

∣∣∣∣
∫ τ

0

(τ − α)ρ̈(α) dα

∣∣∣∣
2

dτ ≤

∫ t

0

τ3

3

∫ τ

0

|ρ̈(α)|2 dα dτ

≤

∫ t

0

τ3

3

∫ t

0

|ρ̈(α)|2 dα dτ =
t4

12

∫ t

0

|ρ̈(τ)|2 dτ.

(6.4)

Applying the Cauchy-Schwarz inequality in the last term of (6.2), and using
(6.3) and (6.4), proves the result if E(0) = 0, f = 0, and g = 0.

(d) Denoting the solution of (b) by uΩ and that of part (c) by uΓ , the
solution of the general problem is given as u = uΩ + uΓ and bounded by
|u|2 ≤ 2(|uΩ|

2+ |uΓ |
2). With the estimates of (b) and (c) this gives the result.

⊓⊔

6.3 Mechanical energy

Differentiating the first and last equations in (6.1) and eliminating v yields
the second-order formulation

ü = −DTDu+DTC1ψ −C0ϕ̇+ ḟ −DTg

B(∂t)

(
ϕ̇

ψ̇

)
=

(
CT

0 u̇

CT
1 (Du−C1ψ)

)
+

(
ρ̇

σ̇ +CT
1 g

)
.

(6.5)
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Lemma 6.2 The semi-discrete mechanical energy

H(t) = 1
2 |u̇(t)|

2 + 1
2 |Du(t)−C1ψ(t)|

2

is bounded along the solutions of (6.1) by

H(t) ≤ C(β)
(
H(0) + t

∫ t

0

|ḟ(τ) −DTg(τ)|2dτ

+max(t2, t6)

∫ t

0

(
|ρ̈(τ)|2 + |σ̈(τ) +CT

1 ġ(τ)|
2
)
dτ
)
,

for all t > 0. This estimate holds provided ρ(0) = ρ̇(0) = 0, σ(0) = σ̇(0) = 0,
and g(0) = 0.

Proof The proof is similar to that of Lemma 6.1.
(a) We take the inner product of the first equation in (6.5) with u̇ and the

second with (ϕ̇, ψ̇)T and sum up:

Ḣ +

〈(
ϕ̇

ψ̇

)
,B(∂t)

(
ϕ̇

ψ̇

)〉

Γ

= (u̇, ḟ −DTg) +

〈(
ϕ̇

ψ̇

)
,

(
ρ̇

σ̇ +CT
1 g

)〉

Γ

.

Integrating and using the positivity property of B(∂t) (Lemma 4.2) gives that
the semi-discrete mechanical energy satisfies, for t > 0,

H(t) + βmin(t−1, t−3)

∫ t

0

(
|ϕ(τ)|2 + |ψ(τ)|2

)
dτ

≤e2
(
H(0) +

∫ t

0

|(u̇(τ), ḟ (τ)−DTg(τ))|dτ

+

∫ t

0

|〈ϕ̇(τ), ρ̇(τ)〉Γ + 〈ψ̇(τ), σ̇(τ) +CT
1 g(τ)〉Γ |dτ

)
.

(6.6)

While ḟ −DTg poses no problems, the dependence on the boundary pertur-
bations ρ̇ and σ̇ +CT

1 g needs to be treated in a different way.
(b) If we first assume that ρ̇ and σ̇+CT

1 g are zero, then using the Cauchy-
Schwarz inequality and the Gronwall inequality we obtain the estimate

H(t) ≤ e

(
e2H(0) + e4

t

2

∫ t

0

|ḟ(τ) −DTg(τ)|2dτ

)
.

(c) By linearity it remains to study the case u(0) = u̇(0) = 0 and ḟ−DTg =
0. We consider the Laplace transformed equations:

s2û = −DTDû+DTC1ψ̂ − sC0ϕ̂

B(s)

(
sϕ̂

sψ̂

)
=

(
sCT

0 û

CT
1 (Dû−C1ψ̂)

)
+

(
sρ̂

sσ̂ +CT
1 ĝ

)
.
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We take the inner product of the first equation with sû and the second with
(sϕ̂, sψ̂)T and sum up to obtain

s|sû|2+s̄|Dû−C1ψ̂|
2+

〈(
sϕ̂

sψ̂

)
,B(s)

(
sϕ̂

sψ̂

)〉

Γ

=

〈(
sϕ̂

sψ̂

)
,

(
sρ̂

sσ̂ +CT
1 ĝ

)〉

Γ

.

Taking the real part, using the positivity of B(s) on the left-hand side and the
triangle inequality on the right-hand side we obtain

βmin(1, |s|−2)Re s
(
|ϕ̂|2 + |ψ̂|2

)
≤ |〈ϕ̂, s2ρ̂〉Γ |+ |〈ψ̂, s2σ̂ + sCT

1 ĝ〉Γ |.

Using the Cauchy-Schwarz inequality we obtain for Re s > 1/t

|ϕ̂|2 + |ψ̂|2 ≤ β−2 max(t2, t6)
(
|s2ρ̂|2 + |s2σ̂ + sCT

1 ĝ|
2
)
.

With the Plancherel formula and causality we conclude

∫ t

0

(
|ϕ(τ)|2 + |ψ(τ)|2

)
dτ ≤ (e/β)2 max(t2, t6)

∫ t

0

(
|ρ̈(τ)|2 + |σ̈(τ) +CT

1 ġ(τ)|
2
)
dτ.

Using the Cauchy-Schwarz inequality in the last term of (6.6) and

∫ t

0

|ρ(τ)|2dτ ≤
t4

12

∫ t

0

|ρ̈(τ)|2dτ

gives the result if H(0) = 0 and ḟ −DTg = 0.
(d) As in the previous proof we conclude to the stated result using linearity

and the estimates in (b) and (c). ⊓⊔

6.4 Boundary functions

Lemma 6.3 The boundary functions of (6.1) are bounded as

∫ t

0

(|ϕ(τ)|2 + |ψ(τ)|2)dτ

≤ C(β)max(t2, t6)

∫ t

0

(
|ḟ(τ)|2 + |ġ(τ)|2 + |ρ̈(τ)|2 + |σ̈(τ)|2

)
dτ,

for all t > 0. This estimate holds provided that f(0) = 0, g(0) = 0, ρ(0) =
ρ̇(0) = 0, and σ(0) = σ̇(0) = 0.

Proof We separate the three cases (i) u(0) = 0, v(0) = 0, f = 0 and g = 0,
(ii) ρ̇ = 0, σ̇ = 0 and g = 0, and (iii) all inhomogeneities and initial values
vanish except for an arbitrary g.

In the case (i) an estimate of the temporal L2 norms of ϕ and ψ is given
in (6.3). In the case (ii) such an estimate follows from (6.6). It remains to
study the case (iii), which is done by an extension of part (c) of the proof of
Lemma 6.1.
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We consider the Laplace transformed equations:

sû = −DT v̂ −C0ϕ̂

sv̂ = Dû−C1ψ̂ + ĝ

B(s)

(
ϕ̂

ψ̂

)
=

(
CT

0 û

CT
1 v̂

)

We take the inner product of the first equation with û, the second with v̂, and
the third with (ϕ̂, ψ̂)T and sum up to obtain

s|û|2 + s|v̂|2 +

〈(
ϕ̂

ψ̂

)
,B(s)

(
ϕ̂

ψ̂

)〉

Γ

= (v̂, ĝ).

Taking the real part and using Lemma 3.1 we obtain

Re s|v̂|2 + βmin(1, |s|2)
Re s

|s|2

(
|ϕ̂|2 + |ψ̂|2

)
≤ Re s|v̂|2 +

1

4Re s
|ĝ|2.

Hence we obtain for Re s > 1/t

|ϕ̂|2 + |ψ̂|2 ≤ β−1 max(t2, t6)|sĝ|2.

With the Plancherel formula and causality we conclude

∫ t

0

(
|ϕ(τ)|2 + |ψ(τ)|2

)
dτ ≤ β−1 max(t2, t6)

∫ t

0

|ġ(τ)|2dτ.

Combining the cases (i)–(iii) gives the result. ⊓⊔

7 Error bound for the spatial semidiscretization

7.1 Consistency errors

We denote by PU
h and PV

h the L2(Ω)-orthogonal projections onto the finite ele-
ment spaces Uh and Vh, respectively, and by PΦ

h and PΨ
h the L2(Γ )-orthogonal

projections onto the boundary element spaces Φh and Ψh, respectively. We omit
the superscripts U, V, Φ, Ψ when they are clear from the context.
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We consider the defects obtained when we insert the projected exact solu-
tion (Phu, Phv, Phϕ, Phψ) into the variational formulation. We obtain

(Phu̇, w) = − 1
2 (Phv,∇w) +

1
2 (∇ · Phv, w)−

1
2 〈Phϕ, γw〉Γ + (f, w)

+ 1
2 (∇ · (v − Phv), w)

(Phv̇, z) = − 1
2 (Phu,∇ · z) + 1

2 (∇Phu, z) +
1
2 〈Phψ, γz · n〉Γ

+ 1
2 (∇(u − Phu), z)〈(

ξ
η

)
, B(∂t)

(
Phϕ
Phψ

)〉

Γ

= 1
2

〈(
ξ
η

)
,

(
γPhu

−γPhv · n

)〉

Γ

−

〈(
ξ
η

)
, B(∂t)

(
ϕ− Phϕ
ψ − Phψ

)〉

Γ

+ 1
2

〈(
ξ
η

)
,

(
γ(u− Phu)

−γ(v − Phv) · n

)〉

Γ

.

(7.1)

The defects are estimated using the following lemmas and the trace inequalities
‖γw‖H1/2(Γ ) ≤ C‖w‖H1(Ω) and ‖γz · n‖H−1/2(Γ ) ≤ C‖z‖H1(Ω).

Lemma 7.1 In the case of a quasi-uniform triangulation of Ω, there exists a
positive constant C such that

‖w − Phw‖H1(Ω) ≤ Ch|w|H2(Ω) for all w ∈ H2(Ω).

Proof We denote by Ih the finite element interpolation operator and write

w − Phw = (w − Ihw) + (Ihw − Phw).

The H1(Ω) norm of the first term is of O(h) by standard finite element theory.
The L2(Ω) norm of the second term is O(h2) and hence the result follows using
an inverse inequality. ⊓⊔

Lemma 7.2 There exists a constant C(t) growing at most polynomially with
t such that

∫ t

0

∥∥∥∥B(∂t)

(
(I − Ph)ϕ(·, τ)
(I − Ph)ψ(·, τ)

)∥∥∥∥
2

H1/2(Γ )×H−1/2(Γ )

dτ

≤ C(t)h2
∫ t

0

(
‖∂2t ϕ(·, τ)‖

2
H1/2(Γ ) + ‖∂2tψ(·, τ)‖

2
H3/2(Γ )

)
dτ,

for any t > 0 and for all ϕ ∈ C2([0, t], H1/2(Γ )), ψ ∈ C2([0, t], H3/2(Γ )) with
ϕ(·, 0) = ∂tϕ(·, 0) = 0 and ψ(·, 0) = ∂tψ(·, 0) = 0.

Proof We first investigate the action of the blocks of B(s) on the projection
errors. By the bounds given in Section 3 and by the standard approximation
estimates for boundary element spaces we obtain for Re s ≥ σ > 0

‖sV (s)(I − Ph)ϕ‖H1/2(Γ ) ≤ C(σ)|s|2‖ϕ− Phϕ‖H−1/2(Γ )

≤ C|s|2h‖ϕ‖H1/2(Γ ).
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Similar bounds hold for the other blocks, so that
∥∥∥∥B(s)

(
(I − Ph)ϕ
(I − Ph)ψ

)∥∥∥∥
H1/2(Γ )×H−1/2(Γ )

≤ C(σ)|s|2h
(
‖ϕ‖H1/2(Γ ) + ‖ψ‖H3/2(Γ )

)
.

The result now follows by Plancherel’s formula and causality. ⊓⊔

With the above two lemmas, the consistency errors have been estimated.

7.2 Error bound

Combining the previous lemmas we obtain the following result.

Theorem 7.1 Assume that the initial values u(·, 0) and v(·, 0) have their
support in Ω. Let the initial values for the semi-discretization be chosen as
uh(0) = Phu(0) and vh(0) = Phv(0), where Ph denotes the L2(Ω)-orthogonal
projection onto the finite element spaces. If we assume that the solution of the
wave equation (4.7) is sufficiently smooth, then the error of the FEM-BEM
semi-discretization (5.1) is bounded by

‖uh(t)− u(t)‖L2(Ω) + ‖vh(t)− v(t)‖L2(Ω)3

+

(∫ t

0

‖ϕh(τ) − ϕ(τ)‖2H−1/2(Γ ) + ‖ψh(τ) − ψ(τ)‖2H1/2(Γ )dτ

)1/2

≤ C(t)h,

where the constant C(t) grows at most polynomially with t.

Proof We apply the stability lemmas to the differences uh − Phu, vh − Phv,
ϕh − Phϕ, and ψh − Phψ and denote the defects in (7.1) by

fh = 1
2∇ · (v − Phv), gh = 1

2∇(u − Phu)

and (
ρh
σh

)
= −B(∂t)

(
ϕ− Phϕ
ψ − Phψ

)
+ 1

2

(
γ(u− Phu)

−γ(v − Phv) · n

)
.

Translating Lemma 6.1 into the functional analytic setting gives the estimate

‖uh(t)− Phu(t)‖
2
L2(Ω) + ‖vh(t)− Phv(t)‖

2
L2(Ω)3

≤ C(β)
(
t

∫ t

0

(
‖fh(·, τ)‖

2
L2(Ω) + ‖gh(·, τ)‖

2
L2(Ω)3

)
dτ

+max(t2, t6)

∫ t

0

(
‖ρ̈h(·, τ)‖

2
H1/2(Γ ) + ‖σ̈h(·, τ)‖

2
H−1/2(Γ )

)
dτ
)
.

Similarly Lemma 6.3 translates into
∫ t

0

(
‖ϕh(·, τ) − Phϕ(·, τ)‖

2
H−1/2(Γ ) + ‖ψh(·, τ) − Phψ(·, τ)‖

2
H1/2(Γ )

)
dτ

≤C(β)max(t2, t6)

(∫ t

0

(
‖∂tfh(·, τ)‖

2
L2(Ω) + ‖∂tgh(·, τ)‖

2
L2(Ω)3

)
dτ

+

∫ t

0

(
‖∂2t ρh(·, τ)‖

2
H1/2(Γ ) + ‖∂2t σh(·, τ)‖

2
H−1/2(Γ )

)
dτ

)
.
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The conditions on the vanishing initial values required in Lemma 6.1 and
Lemma 6.3 are satisfied because we assumed that the initial data of the wave
equation have their support in Ω and because we chose the initial values of
the space discretization as the appropriate projections of the initial data.

Using the estimates of Lemma 7.1 and Lemma 7.2 yields the result. ⊓⊔

We remark that higher-degree finite elements and boundary elements yield
correspondingly higher order, provided that the solution is sufficiently smooth.

8 Stability of the full discretization

8.1 Setting of the stability analysis

In this section we study the stability of the fully discrete scheme under the
CFL condition

∆t‖D‖ ≤ 1 (8.1)

and the lower bound on the stabilization parameter

α ≥ 1. (8.2)

We remark that the same kind of results can be obtained under the weaker
CFL bound ∆t‖D‖ ≤ ρ < 2 for sufficiently large α. The lower bound on α
tends to infinity as ρ→ 2.

We consider the setting of Section 6.1 and bound the Euclidean norms of
the solutions of the perturbed discrete scheme

vn+1/2 = vn + 1
2∆tDu

n − 1
2∆tC1ψ

n + 1
2∆tg

n

un+1 = un −∆tDTvn+1/2 −∆tC0ϕ
n+1/2 +∆t fn+1/2

vn+1 = vn+1/2 + 1
2∆tDun+1 − 1

2∆tC1ψ
n+1 + 1

2∆tg
n+1

and

[
B(∂∆t

t )

(
ϕ

ψ̄

)]n+1/2

=

(
CT

0 ū
n+1/2

CT
1 (v

n+1/2 − α∆t2C1ψ̇
n+1/2

)

)
+

(
ρn+1/2

σn+1/2

)
,

where again ūn+1/2 = 1
2 (u

n+1 + un) and ψ̄
n+1/2

= 1
2 (ψ

n+1 + ψn), and

ψ̇
n+1/2

= (ψn+1 −ψn)/∆t.

We will proceed in parallel to Section 6 and transfer the arguments from the
semidiscrete to the discrete situation, concentrating on the extra difficulties.
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8.2 Discrete field energy

Lemma 8.1 Under conditions (8.1) and (8.2), the discrete field energy

En = 1
2 |u

n|2 + 1
4

(
|vn+1/2|2 + |vn−1/2|2

)

is bounded, at t = n∆t, by

En ≤ C
(
E0 +

t

2
∆t

n∑

j=0

(
|f j+1/2|2 + |gj |2

)

+max(t2, t6)∆t

n∑

j=0

(
|(∂∆t

t )2ρj+1/2|2 + |(∂∆t
t )2σj+1/2|2

))
,

where C is independent of h, ∆t, and n.

Since vn = 1
2 (v

n+1/2 + vn−1/2), this result also yields a bound of |vn|2 of
the same type.

Proof (a) The recursion for v is conveniently expressed in the midpoint values
vn+1/2 only:

vn+1/2 = vn−1/2 +∆tDun −∆tC1ψ
n +∆tgn.

We take the inner product with 1
2 v̄

n = 1
4 (v

n+1/2 + vn−1/2) = 1
2v

n in this

equation, with ūn+1/2 in the equation for un+1, with half times v̄n+1 in the

equation for vn+1, and with (ϕn+1/2, ψ̄
n+1/2

) in the boundary equation. We
sum up the resulting four equations to obtain

1
4 |v

n+3/2|2 − 1
4 |v

n−1/2|2 + 1
2 |u

n+1|2 − 1
2 |u

n|2

− 1
2∆t(v̄

n,Dun −C1ψ
n)− 1

2∆t(v̄
n+1,Dun+1 −C1ψ

n+1)

+∆t(vn+1/2,Dūn+1/2 −C1ψ̄
n+1/2

) + α∆t3(C1ψ̇
n+1/2

,C1ψ̄
n+1/2

)

+ ∆t

〈(
ϕn+1/2

ψ̄
n+1/2

)
,

[
B(∂∆t

t )

(
ϕ

ψ̄

)]n+1/2
〉

= 1
2∆t(v̄

n,gn) + 1
2∆t(v̄

n+1,gn+1) +∆t(ūn+1/2, fn+1/2)

+ ∆t〈ϕn+1/2,ρn+1/2〉+∆t〈σn+1/2, ψ̄
n+1/2

〉.

Here we note that on setting v̇n = (vn+1/2 − vn−1/2)/∆t we have

1
2∆t(v̄

n,Dun −C1ψ
n) + 1

2∆t(v̄
n+1,Dun+1 −C1ψ

n+1)

−∆t(vn+1/2,Dūn+1/2 −C1ψ̄
n+1/2

)

= 1
4∆t

2(v̇n+1,Dun+1 −C1ψ
n+1)− 1

4∆t
2(v̇n,Dun −C1ψ

n)

and

∆t(C1ψ̇
n+1/2

,C1ψ̄
n+1/2

) = 1
2 |C1ψ

n+1|2 − 1
2 |C1ψ

n|2.
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Hence the first three lines in the above equation can be written as Ẽn+1 − Ẽn

with the modified discrete field energy

Ẽn = 1
2 |u

n|2 + 1
4

(
|vn+1/2|2 + |vn−1/2|2

)

− 1
4∆t

2(v̇n,Dun −C1ψ
n) + α∆t2 1

2 |C1ψ
n|2.

Under the CFL condition (8.1) we obtain by estimating

(v̇n,Dun −C1ψ
n) = |Dun −C1ψ

n|2 + (gn,Dun −C1ψ
n)

≤ 2|Dun|2 + 2|C1ψ
n|2 + 1

2 |g
n|2

that the modified discrete energy is bounded from below by

Ẽn ≥ 1
4 |u

n|2 + 1
4

(
|vn+1/2|2 + |vn−1/2|2

)
+ 1

2 (α− 1)∆t2|C1ψ
n|2 − 1

8∆t
2|gn|2.
(8.3)

Note that the term with ψn is non-negative for α ≥ 1.

We sum from n = 0 to m and note that by the positivity property of B(s)
from Lemma 3.1 and by Lemma 2.3, for m∆t ≤ T ,

m∑

n=0

〈(
ϕn+1/2

ψ̄
n+1/2

)
,

[
B(∂∆t

t )

(
ϕ

ψ̄

)]n+1/2
〉

≥
β

2eT
∆t

m−1∑

n=0

(
|(∂∆t

t )−1ϕn+1/2|2 + |(∂∆t
t )−1ψ̄

n+1/2
|2
)
.

We then have

Ẽm − Ẽ0 +
β

2eT
∆t

m−1∑

n=0

(
|(∂∆t

t )−1ϕn+1/2|2 + |(∂∆t
t )−1ψ̄

n+1/2
|2
)

≤ ∆t

m∑

n=0

′′ |v̄n| · |gn|+∆t

m−1∑

n=0

|ūn+1/2| · |fn+1/2| (8.4)

+ ∆t

m−1∑

n=0

(
|ϕn+1/2| · |ρn+1/2|+ |ψ̄

n+1/2
| · |σn+1/2|

)
,

where the double prime on the first sum indicates that the first and last term
are taken with the factor 1

2 .

(b) If we first assume that all ρn and σn are zero, then using the Cauchy-
Schwarz inequality and Young’s inequality, and finally the discrete Gronwall
inequality, we obtain the estimate at t = n∆t,

Ẽn ≤ e


Ẽ0 +

t

2
∆t

n∑

j=0

(
|f j+1/2|2 + |gj |2

)

 .
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(c) By linearity it remains to study the case E0 = 0 and all fn+1/2 = 0
and gn = 0. We consider the equations for the generating power series

û(ζ) =

∞∑

n=0

unζn, v̂(ζ) =

∞∑

n=0

vn+1/2ζn,

where n is an exponent only on ζ and a time superscript else. We have, omitting
the argument ζ in û, v̂, etc., and letting s = δ(ζ)/∆t for brevity,

ζ−1 − 1

∆t
û = −DT v̂ −C0ϕ̂

1− ζ

∆t
v̂ = Dû−C1ψ̂

B(s)

(
ϕ̂
̂̄ψ

)
=

(
CT

0
̂̄u

CT
1 v̂ − α∆t2CT

1 C1
ζ−1−1
∆t ψ̂

)
+

(
ρ̂

σ̂

)
.

where
̂̄u = 1

2 (ζ
−1 + 1)û, ̂̄ψ = 1

2 (ζ
−1 + 1)ψ̂.

We now use the energy method on the system for the generating power series.
We take the inner product with ̂̄u in the first equation, with 1

2 (1 + ζ)v̂ in the

second equation, and with

(
ϕ̂
̂̄ψ

)
in the third equation. We sum up and take

the real part to obtain

|ζ−1|2 − 1

2∆t
|û|2 +

1− |ζ|2

2∆t
|v̂|2 +Re

〈(
ϕ̂
̂̄ψ

)
,B(s)

(
ϕ̂
̂̄ψ

)〉

Γ

+ 1
2Re

(
(ζ−1 − ζ) v̂∗(Dû−C1ψ̂)

)
+ 1

2α∆t(|ζ
−1|2 − 1)|C1ψ̂|

2

= Re 〈ϕ̂, ρ̂〉Γ +Re 〈 ̂̄ψ, σ̂〉Γ .

Using the equation for v̂, the first term in the second line can be rewritten as

|ζ−1|2 − 1

2∆t
Re

ζ

1− ζ
∆t2 |Dû−C1ψ̂|

2.

Here we note that

Re
ζ

1− ζ
≥ −

1

2
, |ζ| < 1,

and under condition (8.1),

1
2∆t

2 |Dû−C1ψ̂|
2 ≤ |û|2 +∆t2 |C1ψ̂|

2.

With condition (8.2) we thus obtain, for |ζ| < 1,

Re

〈(
ϕ̂
̂̄ψ

)
,B(s)

(
ϕ̂
̂̄ψ

)〉

Γ

≤ Re 〈ϕ̂, ρ̂〉Γ +Re 〈 ̂̄ψ, σ̂〉Γ ,
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and Lemma 3.1 gives us

β min(1, |s|2)
Re s

|s|2

(
|ϕ̂|2 + | ̂̄ψ|2

)
≤ |〈ϕ̂, ρ̂〉Γ |+ |〈 ̂̄ψ, σ̂〉Γ |.

Using the Cauchy-Schwarz inequality

|〈ϕ̂, ρ̂〉Γ | ≤
β
2 min(1, |s|2)Re s|s−1ϕ̂|2 + 1

2β

(
min(1, |s|2)Re s

)−1
|sρ̂|2

we obtain for Re s ≥ 1/t

|ϕ̂|2 + | ̂̄ψ|2 ≤ β−2 max(t2, t6)
(
|s2ρ̂|2 + |s2σ̂|2

)
.

For s = δ(ζ)/∆t we have Re s ≥ 1/t if |ζ| = ρ with ρ = e−µ∆t for a µ =
1/t+O(∆t). With the Parseval formula on the circle |ζ| = ρ and causality we
conclude, at t = n∆t,

n∑

j=0

(
|ϕj+1/2|2 + |ψ̄

j+1/2
|2
)

(8.5)

≤ 2(e/β)2max(t2, t6)
n∑

j=0

(
|(∂∆t

t )2ρj+1/2|2 + |(∂∆t
t )2σj+1/2|2

)
.

We now return to the bound (8.4), where we use a Cauchy-Schwarz inequality
on the right-hand side and insert the above bound to obtain

Ẽn ≤ Cmax(t2, t6)∆t
n∑

j=0

(
|(∂∆t

t )2ρj+1/2|2 + |(∂∆t
t )2σj+1/2|2

)

(d) By linearity, combining the estimates of (b) and (c) and recalling (8.3)
gives the stated result. ⊓⊔

8.3 Discrete mechanical energy

In the following we denote u̇n+1/2 = (un+1−un)/∆t, ḟn = (fn+1/2−fn−1/2)/∆t,

etc., and as previously, ūn+1/2 = 1
2 (u

n+1 + un), ψ̄
n+1/2

= 1
2 (ψ

n+1 +ψn).

Lemma 8.2 The discrete mechanical energy

Hn+1/2 = 1
2 |u̇

n+1/2|2 + 1
2 |Dūn+1/2 −C1ψ̄

n+1/2
|2

is bounded at t = (n+ 1/2)∆t by

Hn+1/2 ≤ C

(
H1/2 +

t

2

n∑

j=0

|ḟ j −DTgj |2

+max(t2, t6)

n∑

j=0

(
|(∂∆t

t )2ρ̇j |2 + |(∂∆t
t )2(σ̇ +CT

1 g)
j |2
))
,

where C is independent of h, ∆t, and n.
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Proof (a) We use a reformulation of the method. Like in the passage from
the first-order formulation to the second-order formulation in the temporally
continuous case, we eliminate the variables v in the equation. This gives us

un+1−2un+un−1 = −∆t2DT (Dun−C1ψ
n)−∆t2C0ϕ̇

n−∆t2DTgn+∆t2 ḟn.

Differencing the boundary equation yields, with ˙̄ψn = (ψ̄
n+1/2

−ψ̄
n−1/2

)/∆t =
(ψn+1 −ψn−1)/(2∆t) and ˙̄un = (un+1 − un−1)/(2∆t),

[
B(∂∆t

t )

(
ϕ̇
˙̄ψ

)]n
=

(
CT

0
˙̄un

CT
1 (Dun −C1ψ

n)− α∆t2CT
1 C1ψ̈

n

)
+

(
ρ̇n

CT
1 g

n + σ̇n

)

with ψ̈
n
= (ψn+1 − 2ψn + ψn−1)/∆t2, and ρ̇n = (ρn+1/2 − ρn−1/2)/∆t and

σ̇n = (σn+1/2 − σn−1/2)/∆t. We note that

1
2 (u̇

n+1/2 + u̇n−1/2) = (ūn+1/2 − ūn−1/2)/∆t = (un+1 − un−1)/(2∆t)

and hence ¯̇un = ˙̄un.We take the inner product with ¯̇un in the interior equation,

and with 1
2∆t(ϕ̇

n, ˙̄ψn) in the boundary equation. We note

( ˙̄un, ün) =
1

2∆t
(u̇n+1/2 + u̇n−1/2, u̇n+1/2 − u̇n−1/2)

=
1

2∆t

(
|u̇n+1/2|2 − |u̇n−1/2|2

)
,

(D ˙̄un −C1
˙̄ψn,Dun −C1ψ

n)

=
1

∆t
(Dun+1 −C1ψ

n+1,Dun −C1ψ
n)

−
1

∆t
(Dun −C1ψ

n,Dun−1 −C1ψ
n−1),

and

〈 ˙̄ψn,CT
1 C1ψ̈

n
〉 =

1

∆t

(
|C1ψ̇

n+1/2
|2 − |C1ψ̇

n−1/2
|2).

Summing all up and setting

H̃n+1/2 = 1
2 |u̇

n+1/2|2+(Dun+1−C1ψ
n+1,Dun−C1ψ

n)+α∆t2|C1ψ̇
n+1/2

|2

we obtain

H̃n+1/2 − H̃n−1/2 +∆t

〈(
ϕ̇n

˙̄ψn

)
,

[
B(∂∆t

t )

(
ϕ̇
˙̄ψ

)]n〉

= ∆t(¯̇un, ḟn −DTgn) +∆t〈ϕ̇n, ρ̇n〉+∆t〈 ˙̄ψn,CT
1 g

n+1 + σ̇n〉.
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Under the CFL condition (8.1) we estimate, according to the formula ab =
1
4 (a+ b)2 − 1

4 (a− b)2,

(Dun+1 −C1ψ
n+1,Dun −C1ψ

n)

= |Dūn+1/2 −C1ψ̄
n+1/2

|2 −
∆t2

4
|Du̇n+1/2 −C1ψ̇

n+1/2
|2

≥ |Dūn+1/2 −C1ψ̄
n+1/2

|2 − 1
3 |u̇

n+1/2|2 −∆t2|C1ψ̇
n+1/2

|2,

so that

H̃n+1/2 ≥ 1
6 |u̇

n+1/2|2 + |Dūn+1/2 −C1ψ̄
n+1/2

|2 + (α− 1)∆t2|C1ψ̇
n+1/2

|2.
(8.6)

Note that the term with ψ̇ is non-negative for α ≥ 1.
We sum from n = 0 to m and note that by the positivity property of B(s)

from Lemma 3.1 and by Lemma 2.3, for m∆t ≤ T ,

∆t
m∑

n=0

〈(
ϕ̇n

˙̄ψn

)
,

[
B(∂∆t

t )

(
ϕ̇
˙̄ψ

)]n〉

≥
β

2eT
∆t

m∑

n=0

(
|(∂∆t

t )−1ϕ̇n|2 + |(∂∆t
t )−1 ˙̄ψn|2

)
.

Here we note that with the BDF2 method, for which δ(ζ) = 3
2 (1− ζ)(1− ζ/3),

(∂∆t
t )−1ϕ̇n = 2

3

n∑

j=0

3−(n−j)
j∑

k=0

ϕ̇k = 2
3

n∑

j=0

3−(n−j)ϕj+1/2.

Hence,

H̃m+1/2 − H̃1/2 +
β

2eT
∆t

m∑

n=0

(
|ϕn+1/2|2 + |ψ̄

n+1/2
|2
)

(8.7)

≤ ∆t

m∑

n=0

(
(¯̇un, ḟn −DTgn) + 〈ϕ̇n, ρ̇n〉+ 〈 ˙̄ψn,CT

1 g
n + σ̇n〉

)
.

(b) If we first assume that all terms ρ̇n and CT
1 g

n + σ̇n are zero, then
using the Cauchy-Schwarz inequality and Young’s inequality, and finally the
discrete Gronwall inequality, we obtain the estimate at t = n∆t,

H̃n+1/2 ≤ e


H̃1/2 +

t

2
∆t

n∑

j=0

|ḟ j −DTgj |2


 .

(c) By linearity it remains to study the case where u0 = 0, u1 = 0, and
all ḟn − DTgn = 0. As in part (c) of the previous proof, we use the energy
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technique on the transformed equation. The generating power series satisfy
the equations

ζ−1 − 2 + ζ

∆t2
û = −DT (Dû−C1ψ̂)−C0

̂̇ϕ

B(s)

(̂̇ϕ
̂̄̇
ψ

)
=

(
CT

0
̂̄̇u

CT
1 (Dû−C1ψ̂)− α∆t2CT

1 C1
ζ−1−2+ζ

∆t2
ψ̂)

)
+

(
̂̇ρ

̂̇σ +CT
1
̂̇g

)
,

where s = δ(ζ)/h and

̂̄̇u =
ζ−1 − ζ

2∆t
û,

̂̄̇
ψ =

ζ−1 − ζ

2∆t
ψ̂.

We take the inner product with ̂̄̇u in the interior equation and with

(̂̇ϕ
̂̄̇
ψ

)
in

the boundary equation, sum up and take the real part. This gives

2

∆t
Re

ζ−1 − 2 + ζ

ζ−1 − ζ

∣∣̂̄̇u
∣∣2 +Re

〈(̂̇ϕ
̂̄̇
ψ

)
,B(s)

(̂̇ϕ
̂̄̇
ψ

)〉

+
1

2∆t
Re (ζ−1 − ζ) |Dû−C1ψ̂|

2 + α∆t2
2

∆t
Re

ζ−1 − 2 + ζ

ζ−1 − ζ
|C1ψ̂|

2

= 〈 ̂̇ϕ, ̂̇ρ〉+ 〈
̂̄̇
ψ, ̂̇σ +CT

1
̂̇g〉.

For |ζ| < 1 we have

Re
ζ−1 − 2 + ζ

ζ−1 − ζ
> 0, Re (ζ−1 − ζ) > 0,

and hence we conclude, by the same arguments as at the end of part (c) of
the proof of Lemma 8.1, that

∆t

n∑

j=0

(
|ϕ̇j |2 + | ˙̄ψj |2

)

≤ 2(e/β)2 max(t2, t6)∆t

n∑

j=0

(
|(∂∆t

t )2ρ̇j |2 + |(∂∆t
t )2(σ̇ +CT

1 ġ)
j |2
)
.

We return to the bound (8.7), where we use a Cauchy-Schwarz inequality on
the right-hand side and insert the above bound to obtain

H̃n+1/2 ≤ Cmax(t2, t6)∆t

n∑

j=0

(
|(∂∆t

t )2ρ̇j |2 + |(∂∆t
t )2(σ̇ +CT

1 ġ)
j |2
)
.

(d) By linearity, combining the estimates of (b) and (c) and recalling (8.6)
gives the stated result. ⊓⊔
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8.4 Boundary functions

Lemma 8.3 The boundary functions are bounded at t = n∆t by

n∑

j=0

(|ϕj+1/2|2 + |ψ̄
j+1/2

|2)

≤ Cmax(t2, t6)

n−1∑

j=0

(
|ḟ j |2 + |ġj+1/2|2 + |ρ̈j+1/2|2 + |σ̈j+1/2|2

)
,

where C is independent of h, ∆t, and n.

Proof We separate the three cases (i) u0 = 0, v0 = 0, f j+1/2 = 0 and gj = 0,
(ii) ρj+1/2 = 0, σj+1/2 = 0 and gj = 0, and (iii) all inhomogeneities and
initial values vanish except for arbitrary gj . In the case (i) an estimate of the

temporal ℓ2 norms of ϕj+1/2 and ψ̄
j+1/2

is given in (8.5). In the case (ii) such
an estimate follows from (8.7). The case (iii) is proved by an extension of part
(c) of the proof of Lemma 8.1, similar to the proof of Lemma 6.3. ⊓⊔

9 Error bound for the full discretization

We proceed in the same way as for the semidiscretization in Section 7. We
first rewrite the fully discrete equations in their variational formulation: find

unh ∈ Uh, v
n
h , v

n+1/2
h ∈ Vh, ϕ

n+1/2
h ∈ Φh, ψ

n
h ∈ Ψh (and ψ̄

n+1/2
h = 1

2 (ψ
n+1
h +ψn

h)

and ψ̇
n+1/2
h = 1

∆t (ψ
n+1
h − ψn

h)) such that

2
∆t (v

n+1/2
h − vnh , zh) = − 1

2 (u
n
h,∇ · zh) +

1
2 (∇u

n
h, zh) +

1
2 〈ψ

n
h , γzh · n〉Γ

1
∆t (u

n+1
h − unh, wh) = − 1

2 (v
n+1/2
h ,∇wh) +

1
2 (∇ · v

n+1/2
h , wh)−

1
2 〈ϕ

n+1/2
h , γwh〉Γ

+ (f(tn+1/2), wh)

2
∆t (v

n+1
h − v

n+1/2
h , zh) = − 1

2 (u
n+1
h ,∇ · zh) +

1
2 (∇u

n+1
h , zh) +

1
2 〈ψ

n+1
h , γzh · n〉Γ

〈(
ξh
ηh

)
,
[
B(∂∆t

t )

(
ϕh

ψ̄h

)]n+1/2
〉

Γ

= 1
2 〈ξh, γu

n+1/2
h 〉Γ − 1

2 〈γv
n+1/2
h · n, ηh〉Γ

− α∆t2〈ψ̇
n+1/2
h , ηh〉Γ

(9.1)
for all wh ∈ Uh, zh ∈ Vh, ξh ∈ Φh, and ηh ∈ Ψh.

We consider the defects obtained when we insert the projected exact solu-
tion (Phu, Phv, Phϕ, Phψ) into the variational formulation of the fully discrete
scheme. Instead of Phv(tn+1/2) we insert Phṽ

n+1/2 with ṽn+1/2 = v(tn+1/2)−
1
8∆t

2v̈(tn+1/2), chosen such that ṽn+1/2 = v(tn) +
1
2∆t v̇(tn) + O(∆t3) and

v(tn+1) = ṽn+1/2 + 1
2∆t v̇(tn+1) + O(∆t3). The arising defects in (9.1) then

consist of terms that are already present in the defects of the semidiscretiza-
tion and additional terms that are O(∆t2) in the case of a temporally smooth
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solution. For the interior equations this is obtained from a simple Taylor ex-
pansion, for the boundary equations it follows from the known error bound
(2.4) of convolution quadrature [21]. We thus have O(h + ∆t2) consistency
errors in the appropriate norms. With the discrete stability lemmas from Sec-
tion 8 we then obtain, by the same arguments that we used for the semidiscrete
case, the following error bound for the full discretization.

Theorem 9.1 Assume that the initial values and the inhomogeneity of the
wave equation (4.7) have their support in Ω. Let the initial values for the
semi-discretization be chosen as uh(0) = Phu(0) and vh(0) = Phv(0), where
Ph denotes the L2(Ω)-orthogonal projection onto the finite element spaces.
If the solution of the wave equation is sufficiently smooth, then the error of
the FEM & BEM & leapfrog & convolution quadrature full discretization (9.1),
under the CFL condition (8.1) and with the stability parameter satisfying (8.2),
is bounded at t = n∆t by

‖unh − u(t)‖L2(Ω) + ‖vnh − v(t)‖L2(Ω)3

+


∆t

n−1∑

j=0

‖ϕ
j+1/2
h − ϕ(tj+1/2)‖

2
H−1/2(Γ ) + ‖ψ̄

j+1/2
h − ψ(tj+1/2)‖

2
H1/2(Γ )




1/2

≤ C(t)(h+∆t2),

where the constant C(t) grows at most polynomially with t. ⊓⊔
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