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Abstract In online bin packing problems, items of sizes in [0, 1] are to be
partitioned into subsets of total size at most 1, called bins. We introduce a
new variant where items are of two types, called black and white, and the item
types must alternate in each bin, that is, two items of the same type cannot
be assigned consecutively into a bin. We design an online algorithm with the
absolute competitive ratio 3. We further show that a number of well-known
algorithms cannot have a better performance, even in the asymptotic sense.
Additionally, we prove a surprising general lower bound 1+ ﬁ ~ 1.7213 on
the asymptotic competitive ratio of any deterministic or randomized online
algorithm. This lower bound significantly exceeds the known wupper bound
1.58889 for classic online bin packing.
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1 Introduction

We deal with a new problem, that we call Black and White Bin Packing,
abbreviated as BWBP. As in standard bin packing, items characterized by
their sizes p1, pa, ... are given, where 0 < p; < 1! and the goal is to pack them
into the minimum number of unit capacity bins. This well-known problem is
NP-hard (see [13]), and was widely studied.

In our problem the items are divided into two types or classes, i.e., every
item is either black or white. In addition to the capacity constraint, we require
that no two items of the same color are packed into a bin consecutively.

There are three variants of interest, as follows:

Unrestricted offline: In this setting the entire set of items is known in
advance, and they are given as a set. Thus, it is possible to pack them in
any order. In this case the items packed into a bin can be reordered, and
the assumption that no two items of the same type are packed consecutively
is equivalent to the assumption that given a bin A, if it contains b(A) black
items, and w(A) white items, then |w(A)—b(A)| < 1. This variant was studied
in the conference version of this submission [1].

Online: The items are presented one by one according to a list L, and no
information on future items is given in advance; each item can be packed only
into a bin where it fits both with respect to its size, and where the packing
does not violate the condition on types, i.e., if it is packed into a non-empty
bin, then it can be packed only if the last item packed into the bin is of a
different type. Obviously, if a new item cannot be packed into a non-empty
bin, then it must be packed into a new empty bin (but it is always allowed to
pack a new item into a new bin).

Restricted offline: This variant belongs to a class of offline problems where
the input is seen as a sequence that is known to the algorithm in advance (see
the terminology of [3]). In this case the items still are given as a list L, and
they have to be packed sequentially according to this list, but the algorithm
has complete information, that is, the order of items and their properties (sizes
and types) are known in advance.

Motivation. One application of black and white bin packing is optimization
of the distribution of TV or radio programs and their commercial breaks, or
music and another kind of program contents on a radio channel, mainly for
online radio programs. The bins correspond to the blocks of programs (at many
stations these are one-hour intervals) and the black and white items represent
the two kinds of contents, item sizes meaning program duration. The model

1 A more standard assumption is 0 < p; < 1, however in the problem studied here, zero
sized items cannot be neglected, and thus we consider such items as well.
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also makes it possible to optimize similar online contents (as an example,
information and advertisement alternately, like on many video-content sharing
portals, e.g. Youtube) onto modern mobile phone devices. On mobile phones
the contents often are observed in a band-like arrangement because on the
tiny display they fit under each other only. Here bin size means the maximum
amount of information fitting on one screen.

In this work we study the online problem. We compare our algorithms
to restricted optimal offline algorithms. This is motivated by the following
example, showing the difference between the unrestricted offline and the re-
stricted offline variants. Consider an input consisting of N white items, each
of size zero, followed by NN black items, each of size zero. A solution for the
unrestricted offline problem can pack all the items into a single bin, but a
solution to the restricted offline problem uses N bins, as the first N items
must be packed into N different bins. An online algorithm must pack each
item as it arrives and cannot reorder the items, thus, naturally, we compare it
to restricted offline algorithms, that have the same restriction.

An interesting feature of the problem is that unlike many other packing
problems, is it non-monotone in the following sense. Given a sequence, it is
possible that as a result of deleting some items from the sequence, the cost of
an optimal solution can increase. This is true for all the variants. Consider of
2N zero sized items as above (N items of each color), where the items of each
color alternate. These items can be packed into one bin for all variants, but if
all white items are removed from the input, then any feasible packing requires
N bins.

For an algorithm ALG, let ALG denote both the algorithm and its cost
(the number of bins). We also use ALG(L) for the cost of ALG and an input
list L. An optimal restricted offline solution is denoted simply as OPT (or
OPT(L) for an input list L). For any set S of items let P(S) denote the total
size of items in the set S.

During the packing procedure, at each time, we call a bin where the last
packed item is black, a black bin, and analogously white bin if the last packed
item is white. The level or load of a bin means the total size of items already
packed into the bin.

To evaluate the efficiency of an online algorithm, competitive ratio is one
of the standard measures. If an online algorithm always achieves a solution
within a factor p of the cost of an optimal (restricted) offline algorithm, we
say that the online algorithm is p-competitive. More accurately, the absolute
competitive ratio of A is defined as

RA,abs = Slll,p {A(L)/OPT(L)} )

while
R4 45 = limsupsup {A(L)/OPT(L) | OPT(L) > n},

n— 00 L

is called the asymptotic competitive ratio of A, and when the competitive ratio
of an algorithm does not exceed R, we say that it is R’-competitive. In the
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offline setting the analogous measures are called approximation ratio. For both
settings together we simply use the term performance guarantee.

Classic algorithms and results for the standard bin packing problem. Bin pack-
ing (without item types) was introduced by Johnson [16] and by Ullman [25]
who introduced a number of natural online algorithms (see also [18,17,7,6]).
The algorithm Next Fit [17] keeps only one open bin at any time, and if the
next item cannot be packed into the open bin, then the bin gets closed and this
item is packed into a newly opened bin. With a somewhat different approach
where opened bins do not get closed, in the case of the First Fit, Best Fit, or
Worst Fit algorithms [17,25,18], the next item is always packed into the first
bin where it fits, into a bin with highest level where it fits, or into a bin with
lowest level where it fits, respectively; and if there is no such bin, the item
is packed into a new bin. The generalization of the latter three algorithms is
called Any Fit; these algorithms are allowed to pack the new item into any
open bin where it fits. The item is packed into a new bin if and only if there is
no such bin (where it can be packed). The algorithms are abbreviated as NF,
FF, BF, WF, and AF, respectively. Clearly, FF, BF and WF are restricted
versions of AF.

A totally different packing idea is used by the algorithm Harmonic(K)
[20]. The items here are classified according to their sizes, items from interval
(i_%l, ] belong to Class i for 1 <i < K—1, where K > 2 is a fixed integer. The
smaller items, i.e., items with sizes at most %, belong to Class K. Through the
packing process, any bin only contains items from one class. If an incoming
item fits into a bin of the class of the item then the item is packed there,
otherwise a new bin is opened for this class of items. Thus, in this algorithm
NF is applied on each class independently. While for a class ¢ < K applying
an AF algorithm would get the same result (as exactly 4 items can be packed
into one bin), for class K it is possible that applying some AF algorithms we
can get slightly different outputs. The asymptotic performance guarantee of
Harmonic(K) is approximately 1.69103 if K is chosen to be sufficiently large,
and the performance guarantee improves by increasing K.

As for AF algorithms, FF has an asymptotic performance guarantee 1.7,
and a parametric performance guarantee 1 + 1/d for any parameter value
of d > 2 such that item sizes do not exceed %, see [18]. A sequence of pa-
pers studied the absolute performance guarantee and the additive constant C
such that FF(L) < {TOPT(L) + C, see e.g. [24,27,4,24]. Finally, Désa and
Sgall [8] answered the question, that as it was conjectured by many people
FF(L)/OPT(L) < 1.7 holds for any input L. Thus, not only that the asymp-
totic ratio 1.7 is tight for FF, but this is also the absolute performance bound.
The current champion algorithm among algorithms for standard online bin
packing is Harmonic++ by Seiden [23], which has an asymptotic competi-
tive ratio of 1.58889. The best lower bound on the asymptotic competitive
ratio was 1.5401 [26] for many years, and recently Balogh et al. improved it

248

to 757 ~ 1.5403 [2]|. The offline version of standard bin packing admits an

APTAS and an AFPTAS [12,19].
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Other variants. Many variants of bin packing have been studied (see e.g.
[6]), and we briefly mention one variant where the input must be treated as
a sequence rather than a set. The bin packing problem with LIB constraint
(Largest Item in Bottom) was introduced in [21,22]. In this model the items
are given by a list, and must be packed in this order. The items in a bin must
be packed sorted by non-increasing order. That is, an item can only be packed
into a bin if the previous item packed there is no smaller (and if the load of the
bin is sufficiently small). The best lower bound on the asymptotic competitive
ratio known for this problem is 2 [10], while FF was studied in several papers
[21,22,10], and finally it was shown in [9] that the absolute competitive ratio
of FF is at most 2 and at most 2+ 1/d(d + 2) for the parametric case, where
no item has size above é, for a given integer d.

Lower bounds on the number of bins. It is obvious that the total size of the
items is a lower bound on the cost of any solution, this lower bound is some-
times used in the analysis of bin packing problems. Let this lower bound be
denoted as LBj. Thus, for any input L, the value LBy (L) = P(L) is a valid
lower bound. The examples above demonstrate that this lower bound can be
much smaller than the cost of an optimal solution (even an optimal unre-
stricted offline solution), due to the constraint on types. While for standard
bin packing an analysis using this lower bound only already shows that all AF
algorithms and NF are 2-competitive, BWBP requires stronger lower bounds
(for example, if all items are of one type, then the optimal number of bins
is equal to the number of input items). In Section 4 we develop other lower
bounds on the cost of a restricted offline solution that are based in particular
on the types of items, and we use it to analyze a new online algorithm that
we design.

Our results. First, we consider the classic algorithms. We show that the per-
formance of NF and Harmonic(K) is unbounded. This holds for any K > 2
if Harmonic(K) applies NF on each class, and as K grows to infinity even if
Harmonic(K) applies AF on class K. We also show that FF, BF, and WF
have asymptotic competitive ratios of at least 3, and even for the parametric
case, the asymptotic competitive ratio exceeds 2. Nevertheless, we prove the
AF algorithms have constant absolute competitive ratios of at most 5. We
design a different online algorithm, called Pseudo, and show that its abso-
lute competitive ratio is exactly 3. We also show a surprising lower bound of
1+ ﬁ ~ 1.7213 on the asymptotic competitive ratio of any deterministic or
randomized online algorithm.

2 Lower bounds for classic algorithms

There is a natural way to define the appropriate versions of NF and all the AF
algorithms for BWBP. The algorithms are defined in the same way as in the
pure online case, in the sense that if NF cannot pack an item into its open bin,
no matter if this is due the the constraint on types, or due to load, it closes
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this bin and opens a new bin. Similarly, for AF algorithms, an item is packed
into one of the bins where it can fit and the last packed item is of another type,
and a new bin is opened if and only if such a suitable bin does not exist. We
can define Harmonic(K) similarly as earlier, however in this case an incoming
item from class ¢ (i < K) is packed into an existing bin of type 7 if there are
less than 4 items in the bin, and the colors of the new item and the bin are
different. Otherwise a new bin of this class i is opened and the item is packed
there. The situation is similar in class K: a new bin is opened in this class and
the incoming item is packed there, if the item does not fit into the last open
bin, or in the case if the last bin and the incoming item have the same color.

On the negative side, we observe that neither of the algorithms mentioned
above can work well. The situation is worst in case of NF.

Proposition 1 NF and Harmonic(K) do not have constant asymptotic com-
petitive ratios.

Proof Let us consider the next sequence. Let M be a large integer. The items
are presented in M batches (the items in a batch are obviously presented one
by one), any item has size 0, and there are M + 1 items in each batch, all
having the same color. Batches of an odd index have black items, and other
batches have white items. We find that NF can only combine the last item of
a batch with the first item of the following batch. Therefore, NF uses M + 1
bins for the first batch, and M additional bins for any other batch, for a total
of M? + 1 bins. A restricted offline algorithm can pack all items into M + 1
bins, where the bin of index ¢ will have every item that has the index 7 in its
batch.

If Harmonic(K) applies NF to class K > 2, then this example is valid
for it too. Otherwise, consider an input where there are two kinds of items.
Black items, each of size % (we have & < % < #7), and white
items, each of size Wll(*l) There are 2M (K — 1) items, and the sequences
alternates between items of the two kinds, starting with a black item. As the
white items belong to class K while black items belong to class K — 1, the
algorithm is forced to use a dedicated bin for each item. A packing created
by running NF on the input has 2M bins. Thus, the asymptotic competitive
ratio is at least K — 1, and it grows to infinity as K grows. (]

Theorem 1 The asymptotic competitive ratios of algorithms FF, BF, and
WE are at least 3. Moreover, in the parametric case, if all item sizes are at
most 1/d, the parametric asymptotic competitive ratio of algorithms FF, BF
and WF are at least 3, 3, and 1 + fg, respectively.

Proof We start with a lower bound for FF. Let n be a fixed big integer. The
lower bound construction of an input L’ consists of three batches of items. The
first batch contains 2n? items, each of size TZH, alternating between black and
white (the first item is black). FF packs them into n white bins, each such
bin contains n black and n white items, and their loads are 47%11. Next, in the
second batch there come n white items of size g each, and FF is forced




Online Black and White Bin Packing 7

to open a new bin for each of them. These bins are white as well, and have
loads of 4n1+1. Finally, in the third batch there are 2n items, each of size ﬁ,
again alternating between white and black, starting with a black item. The
black items can be packed into the first n bins. Packing each such item results
in the load 1, so no such bin will contain any further items (as all the items
of this input have positive sizes), and thus all bins that can still receive items
are white at all times, so the white items of the last batch will be packed into
dedicated bins. We get a total of 3n bins, i.e. FF (L") = 3n.

Now we show that the items in list L’ can be packed into n + 1 bins (i.e.,
the restricted optimal offline solution requires at most n + 1 bins). The first
item of the list (which is black) is packed into a a special bin. The same bin
will contain the first item of the second batch, and all the items of the third
batch. The first item packed into the special bin is black, the second one is
white, and the remaining items alternate between the colors, starting with a
black item. The total size of these items is 4712“ + 4n1+1 + 4221 = iﬁﬁ’ <1
for any n.

The items that remain unpacked so far are those in the first batch (except
for first item) and the items in the second batch, except for the first such item.
The 2n? — 1 items of the first batch (each of size Jﬁ where the first item

is white) are packed into n bins. The first n — 1 bins among these n bins are
4n—2

black, and they have levels of ﬁil, and the level of the last such bin is e
and it is white. Thus the n — 1 unpacked white items from the second batch
can be packed into the first n — 1 bins among these n bins, and each of them
will be the last item of the bin. Thus OPT(L') < n + 1.

It is simple to check that BF makes the same packing as FF. Thus we get
that the asymptotic competitive ratios of algorithms FF and BF are at least
3. The value of n can be chosen to be arbitrarily large, and thus this lower
bound holds even in the parametric case for any d.

Applying WF to the previous construction creates a different packing that
uses 2n bins. We use a different construction to show that WF has an asymp-
totic competitive ratio of at least 3, and furthermore, in the parametric case
the competitive ratio of WF is at least 1 + fir

Let the list L consist of dn + 2 batches, where d > 2 is some fixed integer,
N is a sufficiently large integer, and n = N(d — 1) + d — 2. We have that
nd+1=dN(d—-1)+d(d—2)+1=(d—1)(Nd+d—1) is divisible by d — 1.
Let ¢ be a small positive value, where § < m. In batch i, (i =1,...,dn+1)
the next four items come in the following order:

— A;, a white item with size 1/d — 49,
— B;, a black item with size 36,
— (C}, a white item with size 34,
— D;, a black item with size 34.

In the last batch, i.e., the (dn + 2)-th batch, n black items are presented,
each one with size J.

WF packs the items as follows. The items in the first d — 1 batches are
packed into the first WF bin, as the colors of these items are alternating, and
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they fit into one bin. The level at this point of the first WF bin is (d—1)(1/d+
56) =1—12 +5(d—1)6 > 1— % +56 since d > 2. Thus no additional A; item
will fit into this bin. Since the resulting bin is black, no further black items will
be packed into the bin, and white items will always be packed into the current
last bin, since its load will be smaller. Therefore, the items from the next d — 1
batches are packed into the second WF bin, and the process continues in the
same way. After packing the first dn + 1 batches there are d;jll black bins.
After this moment WF creates n further bins with one black item of size ¢
packed into each such bin. Thus WF(L) = %l + n_ (Note that FF and BF
would make much better packing, as the small white and black items would
be packed into such earlier bins what are not used later by WEF.)

We define a feasible packing as follows. The items C; and D; for 1 <i <
dn+1 are packed into a single bin. This is possible since their colors alternate,
and their total size is 3(dn +1)d < 22213 < 1. The remaining subsequence for
the first dn+1 batches also contains items of alternating colors. The first item
(A7) is packed into a bin, and the remaining items are packed such that each
bin contains 2d items, and the last item (Bgy,+1) is combined into the bin of A;.
That is, for i = 1,...,n, items B(i—l)d+1u A(i—l)d+27 B(i_l)d+2, ooy Bidy Aiay1
are packed into a bin. The load of such a bin is d(§ — 48 +38) = 1 — dé. These

bins are white, and therefore each such bin can receive one black item of the
dnt1
last batch. We find that OPT(L) < n + 2, and WF(L)/OPT(L) > --17
holds. This ratio can be arbitrarily close (from below) to 1 + % as n tends
to infinity. This value is 3 if d = 2, implying the lower bound for d = 1 as well.

O

3 A lower bound on the competitive ratio of any online algorithm

We prove a lower bound for arbitrary deterministic or randomized online al-
gorithms. The proof is given for deterministic algorithms, while replacing the
variables used in the proof by their expected values does not harm the cor-
rectness, and using Yao’s method [28] (that states that it is possible to assume
that the algorithm is deterministic while the input is randomized) the second
part of the input is picked uniformly at random among all the options.

Theorem 2 There is no online algorithm for BWBP with an asymptotic com-

petitive ratio smaller than 1 + ﬁ ~ 1.7213.

Proof The construction consists of a list of very small items, and one list
concatenated with it, where the second list has larger items, all of the same
type. The lists are defined as follows. Let a = ﬁ, where k is large positive
integer, and let y; = ;—k for k£ < i < 2k. We have % < y; < 1. Items of size a
are called small. Now let n > k be an additional large positive integer. Define
the first list, Lg, as a list of 4kn items of size a. The list Ly contains a large
number identical very small items of size a, where the cumulative size of the

small items is n. The colors of the items are alternating, i.e., the items with
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odd indices are white, while the items with even indices are black (thus, the
first small item is white).

Define L;,, as a list of n; = 2 white items, each of size 0 < 1 —y; < 1/2,
and we have n; > n. Similarly define L;p to be a list of n; = % black items,
each of size 1 — y;. The proof of the lower bound is based on the analysis of
the behavior of an arbitrary online algorithm for the lists LoL;, and LgLg
and all possible values of i (k <14 < 2k), that is, 2k inputs in total.

Lemma 1 OPT(LoL;y) =n; and n; < OPT(LoL;) <n; + 1.

Proof Clearly, all the items of the lists L;;, and L;, must be packed into
different bins, and thus OPT(LoL;,) > n; and OPT(LoL;,) > n; hold.

We present an algorithm that packs the lists LgL;, and LgL;, using the
stated number of bins. For LyL;,, we create n; identical bins, such that each
bin contains 2i items of alternating colors, starting with a white item. The
resulting bins are black. The total number of packed items is 2 -n; = 2i-n -
2k/i = 4nk. The loads of these bins are & = 5, thus each bin can receive a
white item of size 1 —y; =1 — Q—Zk

The packing for LgL;, is similar, but the bins with 2¢ small items should
be white, thus, the very first white item is packed into the first bin, then n; —1
white bins, each containing 2¢ items (the first of which is black), are created,
and a white bin with 2¢—2 items is created as well (these are the bins of indices
2,...,n; +1). The last small black item is combined with the first small item
into the same bin, while the black items of size 1 — y; are combined into the
other bins. (]

We introduce the following notation. Consider the state of an online algo-
rithm A just after all small items were packed. Let zp, be the number of black
bins that contain at most 2k small items. Let 2, for k+1 <[ < 2k denote the
number of black bins that contain 2 or 21 — 1 items. The variables z,, and
z1p for k+1 <[ < 2k are defined analogously for white bins.

Lemma 2 The next inequality must hold:

2k

Ank < Z 20(z1w + 21v)
1=k

Proof There are z,, + 2;p bins that contain at most [ items, and the bins were
partitioned such that every bin is counted in one variable. O

Next, we analyze the cost of the algorithm in each one of the cases.

Lemma 3 The cost of the algorithm for the different inputs satisfies:

2% 2k
A(LoLiw) Z i+ Y 2w+ > 21
=k l=i+1
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and

A(LOle > n; + Zzlb + Z Zlw -
l=i+1

Proof Consider the list LoL;,, for a given value of ¢ (the proof for LoL;, is the
same). The last n; items are white, and each one of them must be packed into
a separate bin. A white item of size 1 — y; can only combined into a black bin
that contains at most 2¢ small items. O

Let x; = 2w + 215, and A; = A(LoLiw) + A(LoLip). We find that A; >
2n; + Z?ﬁk T + 212214-1 x7, and 4nk < leik 2lx;.

Assume that R is the asymptotic competitive ratio of A. Since in all cases
the optimal cost is at least n, there exists a value €, such that A(L) < (R +
€n)OPT(L) for all the lists considered here (and lim,,—, o &, = 0). Thus, A; <

(R + €n)(n; + 1). Using the lower bound on A; we find 2n; + Z?ﬁk x, +
Zl “i T < A <2(R+e,)(n; + 1), or alternatively, Elgik x + Elgiiﬂ x <
(2R + 2e, — 2)(n; + 1) + 2. Taking the sum over all values of i (k < i < 2k),
we find:

2k—1 2k 2k 2k—1
> <le+ > zl> < (2R+2e, —2)( Y (ni+1)) + 2.

i=k \l=k l=i+1 i=k
Rearranging the left hand size, writing n; = ;—L = @, and using 2nk <
sz - i
i 1T we get:
2k—1 21

2nk < szl_ 2R + 2¢,, — 2nkzz +k)+2k .

Now let f(k) = Y751 1. We get 2k(n — 1) < 2(R + &, — 1)(2nkf(k) +
k), or alternatively, R > % —épn+1= % — &, + 1. We have
limg 00 f(k) —In2 = 0, thus, f(k) = In2+ di, where §;, tends to zero when k

tends to infinity. Thus, R > m —&p + 1. Letting k (and therefore

also n) tend to infinity we find R > 1o +1. O
An important aspect of this lower bound is the comparison to the known

1.58889-competitive algorithm (that we mentioned earlier) for classic online
bin packing. It follows that BWBP is conceptually harder.

4 Competitive algorithms

For the analysis of algorithms, we start with defining a new lower bound for
optimal solutions.
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4.1 A second lower bound for optima of restricted offline instances

The lower bound L B; mentioned above is computed based on item sizes only.
Here, we present a further bound, which is determined by the color pattern
of list L, that is, by the list of item types. These lower bounds on restricted
offline algorithms will allow us to analyze online algorithms. At the end of the
paper we define a third lower bound which one takes both the color pattern
and the item sizes into account. In this section the number of items in an input
is denoted by n, and the list of items is L = p1,pa2,...,Dn.

The lower bound LBs. We have seen in the introduction that by deleting some
items, the optimal cost can possibly increase. This is not the case, however,
if we delete items from the beginning of the sequence, or from the end of the
sequence. More exactly, the next lemma holds.

Lemma 4 Given an input L, partition it into L = Ly LoLs (where Ly and Ls
may be empty). We have OPT(Ls) < OPT(L).

Proof Tt is sufficient to show that given an input L, and L’ that results from
L by removing the first item and L” results from L by removing the last item,
then OPT(L') < OPT(L) and OPT(L”) < OPT(L) must hold.

Consider an optimal solution for L, and remove the last item. This item was
packed last in a bin, and thus it can be removed without violating the condition
on types, and we get a valid packing for L”. This proves OPT(L”) < OPT(L).
The proof for L’ is similar, only in this case the first item is removed. The
first item is packed first in some bin, and thus its removal does not violate
the condition on the types, and we get a valid packing for L’. This proves
OPT (L") < OPT(L). O

Let s; = 1 if the ith item is black and let s; = —1 if it is white. Let
1 <i < j < n be two arbitrary indices, and let LBy (i,5) = ‘Z?e:z sk‘ We
call ‘segment’ a set of subsequent elements of the list without any gaps. If S
means that segment which starts with ¢ and ends with j, then LBs(3,j) will

be also denoted as LBy (.S). Moreover the maximum value of LBs(4, j) will be
denoted by LBs. Then the next lemma holds.

Lemma 5 LBs is a lower bound on the optimal cost, that is, OPT(L) > LBs.

Proof By Lemma 4, it suffices to consider a shortest subsequence (with the
smallest value of j —i) attaining the maximum value of LBs(4, j), i.e. LBs. We
assume that the sum is positive, i.e., that the number of black items exceeds
the number of white ones (the other case is symmetric), and without loss of
generality we assume ¢ = 1 and j = n.

Consider a specific algorithm that packed the n items into a certain number
of bins. Let us introduce the following notation:

ar = Zle si, and under the assumed packing procedure, let by, denote the
number of white items among the first k items that started a new bin, i.e.,
each of which has been packed as a first item into a bin. By the minimality
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of j —i, ar > 0 holds for all 1 < k < n. Additionally, by definition, 0 < b; <
bs < ... < b, must hold. We will prove the following claim by induction on k.
The lemma will follow from it.

Claim After packing the first k items, the number of black bins is exactly
ar + by.

Proof of the claim The first item is black, hence we have a7 = 1, by = 0,
and the number of black bins is a; + b; = 1. Suppose that the claim is valid
after the packing of the first k — 1 items, and consider the kth item. If it is
black, then ar = ax_1 + 1 and by = bx_1, hence ar + by = arp_1 + b1 + 1.
We calculate the change in the number of black bins. The kth item cannot be
packed into a black bin. If the kth item is packed into an empty bin, then this
new bin is a new black bin. If the kth item it is packed into a white bin, then
this bin becomes black, and the number of black bins also increases by 1 in
this case as well, as claimed.

If the kth item is white, then ar = ar_1 — 1. The kth item cannot be
packed into a white bin. If it is packed into a new bin, then b, = bx_1 + 1,
and hence the sum ay + b = ar_1 + bx_1 remains unchanged, and so does the
number of black bins. Otherwise, it is packed into a black bin. The number
of black bins decreases by precisely 1. But then we have by = by_1, therefore
ag + by, = ag—1 + bp—1 — 1 holds, hence the sum decreases by 1 as well. This
proves the claim.

The lemma follows by letting k = n, and applying the claim on a restricted
optimal algorithm; we have OPT > a,, = LBs. (Il

Lemma 6 Let L be an instance of BWBP for which AF creates s bins, all of
them having level at most 1/2. Then LBy > s.

Proof Denote the s bins by A1, ..., As. Let us introduce the following notation:

— b(7) : the bottom item in A;, 1 <i < s;
— ¢;(j) : the top item in A; at the moment when A; is opened (i.e., when
b(i) arrives), 1 < j <14 — 1. For formal reasons we also write ¢;(2) := b(7).

Note that all ¢;(5) have the same color as b(i), for otherwise item b(i) could
be packed into A; and hence AF would not be allowed to open the bin A;.

The key point in the proof is the following observation, from which the
lemma follows.

Claim There exists a segment S of L that ends with item b(s) and satisfies
LB5(S) > s and it is the color of b(s) that occurs at least s more times in S
than the other color.

Proof of the claim We prove the Claim by induction on s. It clearly holds for
s =1 because b(1) is the very first item in L.

Let s > 1 and assume that the claim is valid for the smaller value s’ = s—1.
That is, there exists a segment S’ of L ending with b(s — 1), in which the color
of b(s — 1) occurs at least s — 1 more times than the other color.
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Case 1. Ttems b(s — 1) and b(s) have the same color.

In this case we extend S’ to the segment with the items of L arriv-
ing between b(s — 1) and b(s), also including b(s). In this larger segment
S, inside each A; (1 < j < s — 1) the number of black and white items
arriving after t;_1(j) is the same because they alternate and all the four
items b(s — 1),b(s),ts—1(j),ts(j) have the same color. Hence, the appear-
ance of b(s) in S increases the black-white difference by 1 and we obtain
Case 2. Item b(s — 1) is black and b(s) is white (or vice versa).

Now we consider the segment S ending with b(s), which consists of all
the items arriving after b(s — 1). Since ts_1(j) is black and ¢4(j) is white for
all 1 < j < s —1, alternating colors imply that inside each A; the number
of white items packed above ts_1(j) is larger by 1 than the number of black
items packed there. Counting also b(s), which is the single item of S in Aj,
this immediately implies the inequality LBs(S) > s. |

Corollary 1 If all items have zero sizes (or alternatively, the bins have in-
finite capacities), then LBs is equal to the restricted offline optimal value.
Moreover, any AF algorithm creates a solution with exactly LBy bins.

Proof Suppose AF creates s bins. Let us realize that all AF bins have zero level,
thus the condition of Lemma 6 is satisfied, thus s < LBy follows. On the other
hand, from Lemma 5 we know LBy < OPT. Thus s < LBy < OPT, and since
s cannot be smaller than OPT as AF creates s bins, AF = s = LBy = OPT
follows. O

We need another lemma for the behavior of algorithm AF in the general
case.

Lemma 7 Let L be an instance of BWBP for which the algorithm AF creates
s+t bins, s of them having level at most 1/2 and t of them with level exceeding
1/2. Then LBs(L) > s — t.

Proof Denote the s bins of level at most 1/2 by A;,...,As and the ¢ bins
of level higher than 1/2 by Bi,..., B;. First we restrict our attention to the
shorter list L 4 which consists of the items packed into Aq,..., As. The order
of items in L4 is supposed to be the same as they appear in L. It is clear that
AF generates the solution (Aj,..., As) for the instance Lg4.

We have seen in Lemma 6 that there exists a segment S of L4 which
satisfies LB5(S) > s. We now extend S with those items of L \ L, which
arrive later than the first item of S and earlier than the last item of S. This
yields a segment S* of the original list L. The items packed from S* into any
B; (1 <i < t) respect their order in L, with no interruption by items from
L\ S*. Hence, their colors alternate in B;, therefore the number of black items
in B; N S* is at most one larger and at most one smaller than the number of
white items in B; N .S*. Thus, LB(S*) > LBy(S) —t > s — t. This completes
the proof of the lemma. (I
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4.2 An efficient online algorithm Pseudo

Before defining a new algorithm, we prove that the absolute approximation
ratio of AF is at most 5 (for items of arbitrary sizes).

Theorem 3 AF has an absolute approximation ratio of at most 5.

Proof We use the notations of Lemma 7, hence let the number of bins created
by AF be s +t, s of them having level at most 1/2 and ¢ of them with level
exceeding 1/2. Then LBy > s —t. We get

AF < s+t s+t s—t+2t
OPT ~— max{LB;,LBy} ~ max{t/2,s—t} ~— s—t t/2

= 9.

O

Next, we define a simple online algorithm with an absolute competitive
ratio of 3, and a parametric absolute competitiveness of 1+ fil if all sizes are
at most 1/d. As d — oo, this competitiveness approaches 2 from above, while
we have seen that FF never can be better than 3-competitive, even for very
small items. The algorithm uses the concept of pseudo-bins. These are bins of
unbounded capacity. These bins are split further into valid bins in an online
fashion.

Algorithm Pseudo

1. Arriving items are packed into pseudo-bins of infinite size using FF.
2. The items of each pseudo-bin are packed into bins using NF (NF is applied
obliviously of item types).

Note that the choice of NF for the packing of items of each pseudo-bin
is not arbitrary. The subsequence of items of each pseudo-bin has items of
alternating colors. As this subsequence is split into subsequences of consecutive
items using NF, the resulting bins also have items of alternating colors, and
thus the output packing is valid (even though NF is applied obviously of the
types). The correctness follows from this observation. On the other hand, while
the algorithm uses FF for packing the pseudo-bins, replacing FF by some AF
algorithm does not harm the validity of the upper bounds proved in the next
theorem.

Theorem 4 Algorithm Pseudo has (an asymptotic and absolute) competitive
ratio of 3, and it has (an asymptotic and absolute) competitive ratio of 1+ ﬁ
in the parametric case, where all items have sizes at most 1/d.

Proof We start with upper bounds on the absolute competitive ratio, and
afterwards we prove lower bounds on the asymptotic competitive ratio.
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Let L be an input. By Corollary 1, the number of created pseudo-bins
is exactly LBs(L). Suppose that pseudo-bin 4 is split into exactly m; > 1
valid bins. Then, the total number of bins packed by the algorithm is exactly

LB>(L)

st M

As the items of each pseudo-bin are packed using NF, every two consecutive
bins of the same pseudo-bin have items of a total size exceeding 1. Moreover,
if all item sizes are at most 31 and m; > 1, then all packed bins but the last
one (for a given pseudo-bin) are packed with a total size that exceeds 1 — %.
Partitioning the bins into consecutive pairs (and neglecting the last bin, if m;
is odd), in the absolute case (d = 1) we find

LB>(L) e LBy(L) LB,(L) m; (L)
LBi(L) > 3 {7J2 > Z 7— :
i=1 i=1 i=1

Thus, we have 252"y, < 2LB, (L) + LBy(L) < 30PT(L). In the para-
metric case we find

LB»(L)

LB > Y. (1= mi—1) = () 3 (mi—1)

i=1 =1

L32

d Z mi — LBy(L)) .

Thus, we have 2% m; < 4B, (L) + LBy(L) < (1 + 7% )OPT(L).

Now we present a simple example showing that the analysis of the algo-
rithm is tight, and already the asymptotic competitive ratio of the algorithm
is 3. The sequence consists of 3V items for a large integer N. Fori=1,..., N,
the item of index 3¢ — 2 is white and the items of indices 3¢ — 1 and 3i are black
(i.e., the sequence of item colors is W,B,B,W,B,B,...). Thus Pseudo creates
one bin with the items of indices 1,2,4,5,7,8,... (the items of indices 3i — 2
and 3¢ —1 for all 7 are in this bin), and N bins with the items of indices 3,6, . ..
(i.e., for all ¢, the item of index 3i is packed into a dedicated pseudo-bin). The
sizes of the items of indices 3i — 2 and 3i (for 1 <i < N) are 1/(2N) and the
sizes of the items of indices 3i — 1 are 1 (i.e. the middle item in any triple is
a large item and the two other items are small items). As a result, the first
pseudo-bin of Pseudo is split into valid bins, the algorithm packs every item
in a separate bin. So Pseudo(L) = 3N. A restricted optimal offline solution,
however, packs all items of size 1/(2N) into one bin, and every larger item
into a separate bin. Thus OPT = N + 1. Note that this example is not valid
for AF algorithms, that obtain optimal solutions.

For the parametric case with d > 2, we show that the asymptotic compet-
itive ratio is at least 1+ 5%-. The sequence consists of (4d —1)(d — 1) items,
partitioned into N(d — 1) batches. Each batch has 4d — 1 items. The first two
items of each batch are white, and the remaining colors are alternating, start-

ing and ending with black items. Let v = m. The first item of each
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batch, as well as the items of indices of the form 4/ +2 for 1 </ < d -1, i.e.,
indices 6,10, ...,4d — 2 (inside the batch) have sizes of & — (d— 1) (according
to the definition above, they are all white). All items of indices of the form
40+1for1 < ¢ <d-1,ie.,indices 5,9,...,4d—3 (inside the batch) have sizes
of dv (according to the definition above, they are all black). The remaining
items have sizes of 2dvy. There are 2d such items, and their colors alternate,
starting with a white item, and ending with a black item. An optimal solution
packs all items of sizes 2d~v in one bin. There are 2d(d — 1)N such items, and
their total size is 2d(d — 1)N - 2d - m = 1. Moreover, their colors are
alternating, and thus this bin is valid. The remaining items of each batch al-
ternate between white large items, having sizes of & — (d— 1)y and black small
items of sizes dvy. There are d large items and d — 1 small items in each batch,
giving a total of N(d — 1) bins. The total size of these items (for one batch) is
d(% — (d—=1)7) + (d — 1)dy = 1. Pseudo packs all items into one pseudo-bin,
except for the items that are second items in their batches, that are packed
into dedicated bins. This creates N(d — 1) additional bins. We claim that the
first pseudo-bin is split into at least Nd bins, and more specifically, that every
bin receives at most d — 1 items of size % — (d—1)~. Assume by contradiction
that some bin receives d such items. As the first pseudo-bin is split into sub-
sequences of items that are packed into it consecutively, there is at least one
item of size dy between every pair of items of size é — (d—1). Thus, the total
size of items in the bin is at least d(§ —(d—1)7)+(d—1)dy = 1+d(d—1)y > 1,
which is a contradiction. Thus, the algorithm creates at least N(2d — 1) bins,
for a ratio of % =1+ d%‘ll.

O

4.3 A third lower bound for optima of restricted offline instances

In this section we use the concept of conflict graphs. Such graphs are undirected
graphs, where the set of vertices is the set of items, and an edge represents the
constraint that the two items cannot be packed into the same bin. Unlike the
problem of bin packing with conflicts [15,14,11], here the conflicts result from
analyzing the input rather than from constraints given as an input.

For any list L = {p1,...,pn} of items, an instance of the problem, we
denote by L = Ly U Ly the partition into the sets of black and white items.

Definition 1 The conflict graph of black items in an instance of the online
or restricted offline problem is an undirected graph, denoted by Gg. It has
vertex set Lp. Two items p;,p; € Lp with 1 < ¢ < 7 < n are joined by an
edge if and only if, for every white item px in the range ¢ < k < j we have
p;i +pj +pi > 1. The conflict graph of white items, denoted by G, is defined
analogously on the vertex set Lyy.

For any graph G, we use the standard notation w(G) for the clique number
(largest number of mutually adjacent vertices) and x(G) for the chromatic
number (smallest number of independent sets into which the vertex set can be
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partitioned). Since no two vertices adjacent by an edge of Gg or Gy can be
packed into the same bin, it is immediate by definition that

opt(L) = max{x(G ), \(Gw)} > max{w(Gp),w(Gw)} = LBy (1)
holds for all instances L = Lg U Lyy.

Remark 1 Consider an input of n = 4N items, where the items of odd indices
are black and have sizes of %, and the items of even indices are white and
have sizes of 5. For this list L, we have LB;(L) = N + 1. Moreover, as the
items have alternating colors, we find that LBo(L) = 1. For this instance, the
conflict graph of black items is complete, and thus LB3(L) = 2N. This shows

that L B3 provides new information on optimal solutions.

Definition 2 A graph G = (V, E) is said to be chordal if every induced cycle
in G has length 3. In other words, each cycle longer than 3 has a chord. A vertex
v € V is called a simplicial vertex if its neighbors are mutually adjacent. A sim-
plicial order is a linear ordering of the vertex set, say v1,va,. .., v}y|, such that
each v; is a simplicial vertex in the subgraph induced by {vi, viy1,...,vv|}.

It is easy to see that every graph admitting a simplicial order is chordal,
because no vertex of an induced cycle longer than 3 can occur as the first vertex
in any simplicial order.? Let us mention some further well-known properties of
graphs having a simplicial order. For references, see e.g. [5]. In a fixed ordering
v1, ...,y of the vertex set we denote by dj the number of vertices v; such
that j >4 and v;v; is an edge.

1. The clique number is equal to max;<;<|v| dj + 1.
2. The chromatic number is equal to max;<;<|v| dj + 1.

To see property 1, observe that the d;" neighbors following v; together
with v; induce a complete subgraph, moreover each non-extendable complete
subgraph is exactly the closed neighborhood of its vertex that appears first in
the simplicial order. In this way a lower bound on the chromatic number is
also obtained. Moreover, one can color the graph with that many colors, and
hence prove property 2, by assigning the smallest available color to each vertex
in reverse simplicial order because v; has at most max d:r colored neighbors
when the procedure reaches v;, hence the ‘+1’ term ensures that there is a
free color available for v;.

Lemma 8 Suppose that p; € Lp is a smallest black item, i.e., let p; =
mini <<, pj- Then vertex p; is simplicial in the conflict graph Gp.

2 The existence of simplicial order is actually not only sufficient but also necessary for a
graph to be chordal; but we shall not need this theorem in our discussion.
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Proof Assume that p; has two non-adjacent neighbors p; and p; in Gg. Let
j < j'. Since p,p,  is a non-edge, there exists some py € Ly such that j <
k <y and p; +pjs +pr < 1. If i < k, using p; < p; we obtain

pi +pjr + Pk <pj +pj +pr <1,

and since 7 < k < j’, the inequality above contradicts the assumption that p;
and p;. are adjacent. If k < 4, then in a similar way we obtain the analogous
contradiction that p;p; should not be an edge of G . (]

Lemma 9 Ifp;,, <p;, <--- < Dijy, 15 G non-decreasing order of black items,
then it is a simplicial order of Gp.

Proof The assertion follows by the repeated application of the previous lemma.
O

Certainly, the analogous properties can be proved in the same way for the
conflict graph Gy of the white vertices, too. From this, we can derive the
following result.

Theorem 5 Both Gp and Gw are chordal, and we have x(Gp) = w(Gp)
and X(Gw) = w(Gw). Moreover, the lower bound in (1) can be computed in
O(n?) time.

Proof The first part of the theorem follows by the properties of the simplicial
order as described above. The crucial part to prove in the assertion is that
an algorithm with guaranteed quadratic running time can be designed. We
apply Algorithm 1. We describe it for Gg; the procedure for Gy is completely
analogous. The following variables are introduced:

LB — the currently best lower bound on w(Gp), initialized to 1 and up-
dated each time when the treatment of a vertex of Gp is completed.

B — the set of black vertices not treated completely yet.

qw — currently smallest size of the white items which separate the black
vertex under treatment from the members of B that have not yet been con-
sidered in connection with the treated one; re-initialized® to 2 for each black
vertex at the beginning of its treatment.

np — number of neighbors of the black item under treatment, in the
subgraph induced by the set B in G p; initialized to 0 for each black vertex at
the beginning of its treatment.

Sorting of Lp requires just O(nlogn) comparisons, and it determines a
simplicial order on Gg. Then, each round of the main for loop determines
the number of neighbors of the jth vertex of Gp in the jth induced subgraph
(after the deletion of its first j — 1 vertices). Steps 6-11 proceed forward (by
increasing index) in the original order of items in the input, while steps 13-18

3 The value 2 is chosen to make sure that two black items of size 0 cannot be packed into
the same bin if they are not separated by a white item. If all black items have positive size,
then also gy = 1 is a suitable initialization.
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Algorithm 1 LOWER BOUND x(Gp) = w(Gp)
Require: Black-and-white instance L = Lg U Ly = {p1,p2,...,Pn}
Ensure: Value of lower bound x(Gg) = w(Gg) for OPT(L)

1: Sort the black items to ensure p;; < p;y <--- < Pijp g

2: LB :=1, B:={i1,i2,...,4|L 4}

3: for j =1to |Lg| do

4: np =0

5: qw = 2

6 for k =i; +1 ton do

7 if pr € Ly then

8: qw = min{qw, px}

9: else

10: if pi; +pr +qw > 1 then
11: ng:=ng+1

12: qw =2
13: for k =i; — 1 downto 1 do

14: if pr € Ly then

15: qw = min{qw, px}

16: else

17: if Pi; TPk +aqw >1 then
18: np :=np + 1

19: LB := max{LB,np + 1}
20:  B:=B\{p;}
21: print LB and STOP

proceed backward. The set of neighbors is the union of those in both directions,
this is the reason why np has to be initialized only once (Step 4). On the other
hand, the separating white items that ensure the packability of two black items
into the same bin, need to occur on the proper side of the jth vertex of Gpg,
therefore their size has to be re-initialized for both halves of the main for loop
(Steps 5 and 12).

Soundness of the algorithm follows from the properties of chordal graphs
as quoted above. Each execution of the main for loop takes O(n) time because
each individual step requires constant time only. Hence, the overall running
time is quadratic in the number of items. (I

Remark 2 Tt is worth noting that one may need as much as ©(n?) steps to
check whether a given single vertex of a graph is simplicial. Therefore, it is a
substantial improvement in the running time that we find a simplicial order in
O(nlogn) steps. This efficiency is obtained by using the special structure of
graphs obtained from instances of Black and White Bin Packing.

An interesting aspect of the time bound O(n?) is that already checking the
adjacency of a single vertex pair in the conflict graph Gg or Gy may take
2(n) time.

The following problem may be of interest on its own right: Characterize
the structure of graphs that can occur as conflict graphs of black (or white)
items.
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5 Conclusion

We studied a new variant of online bin packing. We showed that it admits
constant competitive algorithms. In particular, we have defined a new online
algorithm Pseudo, and showed that its (absolute and asymptotic) competitive
ratio is 3 and 1+ d%'ll in the parametric case, while for FF, BF, and WF, the

asymptotic competitive ratios are at least 3, 3, and 1+ %, respectively, in the
parametric case. We have proved, however, that AF algorithms are constant
competitive, and their absolute competitive ratios are at most 5. A similar

analysis can be applied in the parametric case, yielding an upper bound of
% on the competitive ratio (in this case, in the proofs, the threshold level
of bins should be % instead of 3). This shows that the analysis of FF and BF
for very small items is almost tight. Additionally, the worst-case performance
of Pseudo is at least as good as the performance of FF, BF, and WF. In the
parametric cases with d > 3 Pseudo performs strictly better than FF and BF,
and at least as well as WF. There is still a gap between the bounds on the
best competitive ratio for BWBP, and it is interesting to find whether the true
bound is below 2, above 2, or possibly simply 2. Furthermore, providing a tight
analysis of the asymptotic and absolute competitive ratios of AF algorithms

remains an open problem.
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