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Abstract
In this computer world, huge data are generated in several fields. Statistics in the 
healthcare engineering provides data about many diseases and corresponding 
patient’s information. These data help to evaluate a huge amount of data for iden-
tifying the unknown patterns in the diseases and are also utilized for predicting the 
disease. Hence, this work is to plan and implement a new computer-aided technique 
named modified Ensemble Learning with Weighted RBM Features (EL-WRBM). 
Data collection is an initial process, in which the data of various diseases are gath-
ered from UCI repository and Kaggle. Then, the gathered data are pre-processed by 
missing data filling technique. Then, the pre-processed data are performed by deep 
belief network (DBN), in which the weighted features are extracted from the RBM 
regions. Then, the prediction is made by ensemble learning with classifiers, namely, 
support vector machine (SVM), recurrent neural network (RNN), and deep neural 
network (DNN), in which hyper-parameters are optimized by the adaptive spreading 
rate-based coronavirus herd immunity optimizer (ASR-CHIO). At the end, the simu-
lation analysis reveals that the suggested model has implications to support doctor 
diagnoses.
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1  Introduction

Predicting the diseases is helpful for patients in managing experiments on presented 
medicine by identifying the possible diseases; otherwise, the patients may pass over 
considerable medical tests owing to the inadequate of medical data [1]. In health 
maintenance sector, the enhancements in predictive analytics focus on method intel-
ligible [2]. The major requirement in health maintenance part is to offer forecast and 
more information on disease categorization. Additionally, Hepatitis B, Tuberculosis, 
Hepatitis C, Dengue, Malaria, lung cancer, circRNA disease, Chronic Renal Dis-
ease, Neurological Diseases, cardiovascular disease, miRNAs disease, Parkinson’s 
disease, cancer Chronic Disease, and Alzheimer’s disease are different types of dis-
eases [3]. An analysis of conventional data assists the doctors in detecting the proto-
type and also helps the doctors in finding the diseases [4, 5].

Single disease prediction model performs based on medical encounters or exact 
test results, whereas the multi-disease forecast gets a patient’s taken as a whole 
medical record into concern and recognizes the effect of diverse diseases [6]. Sev-
eral literatures on healthcare informatics have developed models for predicting the 
disease progression [7, 8]. Several conventional approaches enhance the models for 
predicting the evolution of single disease, such as glaucoma, coronary heart disease, 
and Alzheimer’s. Multi-disease prediction has ability for recognizing various dis-
eases, where an individual is probable to sustain over a certain periods. In types 
of diseases might be at diverse evolution stages and must diagnose during different 
clinical visits [9, 10]. An approach that performs multi-disease prediction is mainly 
used to exploit the intrinsic relationship amidst particular diseases, which includes 
their general causes, comorbid situations, symptoms, and distinguish components 
[11]. Also, the multi-disease model permits practitioners to distribute the learning 
data that has been made for a certain disease to monitor other relevant diseases [12].

Machine learning algorithms utilize large datasets to generalize, learn and predict 
[13]. These algorithms are applicable in many areas such as identifying the like-
lihood of the occurrence of rainfall in a certain area, forecasting the sales of the 
things, etc. [14]. Generally, machine-learning algorithms deal with three research 
problems namely classification, clustering, and regression. Neural network and other 
predictive analytics algorithms are improved for predicting and detecting the dis-
eases [15, 16]. A major enhancement in machine learning is the rapid development 
of deep structured learning algorithms. It effectively extracts the significant features 
from complex and high-dimensional datasets [17]. Deep learning has revealed the 
breakthrough performance in many areas. Through a stacked and hierarchical learn-
ing process, the deep learning approach effectively capture complex relationship 
amidst high-dimensional features either consequential or spatial. Many algorithms 
are combined to initiate the hybrid optimization algorithms [18, 19] that can per-
form well while comparing with other conventional algorithms. Thus, this paper 
focuses on implementing a novel disease prediction method by adopting the deep 
structured learning approaches with ensemble concept.

The major scope of the suggested multi-disease prediction approach is added 
below.
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•	 To design a new multi-disease prediction approach with weighted RBM features 
together with ensemble learning by suggesting a new optimization algorithm to 
get the respective predicted outcomes with maximum accuracy.

•	 To design a new optimized ensemble learning model with prediction models like 
DNN, SVM, and RNN through parameter tuning by ASR-CHIO algorithm for 
maximizing the prediction rate.

•	 To introduce the ASR-CHIO algorithm for optimizing the number of suitable 
hidden neuron of DNN, maximum iteration of SVM, and the number of suitable 
hidden neuron of RNN for getting superior multi-disease prediction outcomes 
and to improve the efficiency of ensemble method.

•	 To determine the efficiency of the offered approach by comparing with existing 
prediction models and meta-heuristic algorithms using standard measures.

The remaining sections are depicted below. Section 2 provides the conventional 
studies. Section 3 describes a novel multi-disease prediction method with modified 
deep learning. Section  3 indicates “Modified Ensemble Learning with Weighted 
RBM Features for Multi-disease Prediction”. Section 5 represents “Hyperparameter 
Tuning in Ensemble Learning for Enhanced Multi-disease Prediction”. Section  6 
describes “Results ” and Section “7” gives "Conclusion".

2 � Literature Study

2.1 � Existing Works

In 2020, Wang et al. [20] have implemented a novel method to evaluate the disease 
hazards for patients depended on their medical history. For prediction, the medi-
cal diagnoses were accumulated into diverse level for meeting the requirements of 
diverse stakeholders. The suggested model has utilized two independent hospital 
medical datasets. Initially, the proposed work has demonstrated a high difference 
in patient’s characters. The analysis has revealed that the deep structured learning 
techniques have obtained the efficient performance in diverse stages of diagnosis 
aggregation.

In 2021, Kumar et al. [21] have planned a novel method to predict multi-disease 
by deep learning. The data were taken from many standard datasets. Then, the accu-
rate feature selection was utilized to the attributes set. It was achieved by combin-
ing two algorithms. Then, the hidden neuron count of DBN and neural network was 
optimized using hybrid Lion-based Butterfly Optimization Algorithm (L-BOA). 
At the end, simulation outcomes have demonstrated that the proposed work has 
achieved better results.

In 2021, Harimoorthy and Thangavelu [22] have implemented architecture to 
predict the diseases. This scheme was tested with reduced set of features regarding 
diabetes, heart disease, and chronic kidney disease with the help of enhanced predic-
tive analytics process. Moreover, this scheme has evaluated with other conventional 
approaches. Thus, the simulation results have confirmed that the offered method has 
secured highest accuracy while evaluating with other conventional techniques. In 
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2021, Men et  al. [23] have proposed a novel model for performing multi-disease 
prediction. The suggested approach has used a deep learning approach and extended 
it with two procedures. The time-aware procedure was utilized for handling the 
sequential indiscretion across clinical visits. For prediction task, the attention-based 
procedure has helped in resolving the significance of every visit. Thus, the suggested 
model has obtained good performance while predicting future disease diagnoses.

In 2019, Mohan et al. [24] have introduced a novel technique that has aimed at 
discovering important features by utilizing machine-learning model for ensur-
ing in enhancing the accuracy in cardiovascular disease prediction. The prediction 
approach was initiated by diverse integrations of features and classification meth-
ods. The experimental analysis has revealed that the deep learning approaches have 
achieved maximum accuracy while evaluating with other existing methods.

In 2020, Fitriyani et al. [25] have estimated a successful method to predict heart 
disease that has consisted of clustering-based application for detecting and eliminat-
ing the outliers, over-sampling approach for corresponding the distribution of learn-
ing data and XGBoost for predicting the heart disease. Two datasets were utilized for 
constructing the model and the experimental outcomes were evaluated with existing 
models. The outcomes have demonstrated that the suggested model has performed 
well, while evaluating with different traditional approaches. Moreover, the proposed 
model has designed the prototype to assist doctors detect the patient’s heart disease 
level in terms of their present situation.

In 2019, Fitriyani et al. [26] have developed a disease prediction method for pro-
viding an initial detection for hypertension and type-2 diabetes in terms for indi-
vidual’s risk factors’ information. The suggested approach has comprised of over-
sampling approach for balancing the distribution of data, outlier detection technique 
for removing outlier data and an ensemble model for predicting the diseases. In this 
case, four datasets were employed for constructing the approach and also extracted 
the major hazards factors. The simulation outcomes have provides that the imple-
mented technique has secured highest accuracy in comparison with other baseline 
techniques.

In 2020, Hasnony et al. [27] have implemented a successful approach to predict 
the Parkinson’s disease. The suggested approach has utilized the benefits of the “Par-
ticle Swarm Optimization (PSO) and the Grey Wolf Optimization (GWO)” to adjust 
the parameters for the initialization. The fog processing has employed for collect-
ing and evaluating the data at the boundary of the gateways and reporting the local 
community instantaneously. Furthermore, the suggested approach has employed for 
predicting Parkinson’s disease and has obtained maximum accuracy while validat-
ing with other conventional optimization algorithms.

In 2020, Adhi et  al. [28] have investigated a huge-array-based deep structured 
learning models like discriminant, rule-based classifiers, tree, ensemble, probabil-
ity, and neural. In this research work, the datasets were collected from standardized 
datasets and the datasets ranges from various diseases. This research work has estab-
lished the generalizability of the deep structured learning models in multiple disease 
prediction. Finally, this proposed work was confirmed that the conditional inference 
tree forest (cforest) has the better deep structured deep learning model when com-
paring with the others.
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In 2020, Adhi et al. [29] have implemented a Coronary Heart Disease (CHD) 
using deep structured learning models. The base deep structured learning models 
of another ensemble were utilized for generated a two-tier ensemble. The fore-
casting model has estimated on standardized heart disease datasets to generalize 
the features of the suggested model. However, the optimal features were obtained 
using particle swarm optimization-based feature selection. Finally, the suggested 
method was evaluated using the twofold and tenfold statistical test, and it was 
revealed that the recommended method has provided enriched performance than 
the other optimization algorithms.

2.2 � Problem Statement

Prediction the disease is a complicated issue, which must be necessary for an 
individual before it attains serious phase. After predicting the disease, the risk 
of specific individuals is minimized. Thus, prediction of diseases at initial phase 
acts as a major part. Thus, the demand on multi-disease prediction approaches 
is required for reducing the time complexity and the possibility of reducing the 
mortality rate. Therefore, this paper improves a new multi-disease prediction 
method for forecasting the more types of diseases. Numerous disease detection 
approaches are reviewed in Table  1. LSTM–RNN [20] have tested and trained 
on different datasets and attained superior performance. It is more suitable for 
real-world applications. However, this model is not suitable for performing the 
huge dataset with classes like lab tests, procedures information, drug information, 
and other appropriate data for further enhancing multi-disease risk prediction. 
L-BOA [21] obtains superior prediction rate and efficiently identifies the multi-
diseases. It gets lower precision rate at the initial iterations. SVM-Radial bias ker-
nel approach [22] attains higher accuracy rate and shows superior specificity and 
lower misclassification rate. However, this model is not appropriate for process-
ing the huge scale datasets. LSTM [23] increases the quality of healthcare service 
and gets high feasibility while processing the large-scale clinical record data set. 
Conversely, it suffers computational complexity while increasing the input fea-
tures. HRFLM [24] gets higher accuracy level, which is more suitable for pro-
cessing real-world datasets. The efficiency of the designed model is affected by 
existing feature selection approaches. XGBoost [25] offers early diagnosis and 
effectively balances the unbalanced training dataset. Though, it is not appropriate 
to process the other data with the method hyper-parameters and broader medi-
cal datasets. Ensemble approach [26] can be more suitable for real-time mobile 
applications and effectively balances the unbalanced dataset. It is not efficient to 
process the optimal method parameters for the method and utilizing other clinical 
datasets with huge attributes. ANFIS + PSOGWO [27] has attained higher predic-
tion accuracy and efficient for real-time data processing and analysis and solv-
ing the cloud problems. On the other hand, it is not applicable to evaluate the 
larger datasets. As the existing models have several problems, there is a purpose 
of developing a novel multi-prediction method.



1246	 New Generation Computing (2022) 40:1241–1279

123

Ta
bl

e 
1  

M
er

its
 a

nd
 d

em
er

its
 o

f m
ul

ti-
di

se
as

e 
pr

ed
ic

tio
n 

m
od

el
s 

A
ut

ho
r [

ci
ta

tio
n]

Te
ch

ni
qu

es
M

er
its

D
em

er
its

W
an

g 
et

 a
l. 

[2
0]

LS
TM

–R
N

N
Th

ey
 h

av
e 

te
ste

d 
an

d 
tra

in
ed

 o
n 

di
ffe

re
nt

 d
at

as
et

s a
nd

 a
tta

in
ed

 
su

pe
rio

r p
er

fo
rm

an
ce

It 
is

 a
pp

lic
ab

le
 fo

r r
ea

l-w
or

ld
 b

en
efi

ts

H
ow

ev
er

, t
hi

s m
od

el
 is

 n
ot

 su
ita

bl
e 

fo
r p

er
fo

rm
in

g 
th

e 
hu

ge
 

da
ta

se
t w

ith
 c

la
ss

es
 li

ke
 la

b 
te

sts
, p

ro
ce

du
re

s i
nf

or
m

at
io

n,
 

dr
ug

 in
fo

rm
at

io
n,

 a
nd

 o
th

er
 a

pp
ro

pr
ia

te
 d

at
a 

fo
r t

he
n 

en
ha

nc
-

in
g 

m
ul

ti-
di

se
as

e 
ris

k 
pr

ed
ic

tio
n

K
um

ar
 e

t a
l. 

[2
1]

L-
BO

A
It 

ob
ta

in
s s

up
er

io
r p

re
di

ct
io

n 
ra

te
It 

effi
ci

en
tly

 id
en

tifi
es

 th
e 

m
ul

ti-
di

se
as

es
It 

ge
ts

 lo
w

er
 p

re
ci

si
on

 ra
te

 a
t t

he
 in

iti
al

 it
er

at
io

ns

H
ar

im
oo

rth
y 

an
d 

Th
an

ga
ve

lu
 [2

2]
SV

M
-R

ad
ia

l b
ia

s 
ke

rn
el

 a
pp

ro
ac

h
It 

at
ta

in
s h

ig
he

r a
cc

ur
ac

y 
ra

te
It 

sh
ow

s s
up

er
io

r s
pe

ci
fic

ity
 a

nd
 lo

w
er

 m
is

cl
as

si
fic

at
io

n 
ra

te
H

ow
ev

er
, t

hi
s m

od
el

 is
 n

ot
 a

pp
ro

pr
ia

te
 fo

r p
ro

ce
ss

in
g 

th
e 

hu
ge

 
sc

al
e 

da
ta

se
ts

M
en

 e
t a

l. 
[2

3]
LS

TM
It 

in
cr

ea
se

s t
he

 q
ua

lit
y 

of
 h

ea
lth

ca
re

 se
rv

ic
e

It 
ge

ts
 h

ig
h 

fe
as

ib
ili

ty
 w

hi
le

 p
ro

ce
ss

in
g 

th
e 

la
rg

e-
sc

al
e 

cl
in

ic
al

 
re

co
rd

 d
at

a 
se

t

It 
su

ffe
rs

 c
om

pu
ta

tio
na

l c
om

pl
ex

ity
 w

hi
le

 in
cr

ea
si

ng
 th

e 
in

pu
t 

fe
at

ur
es

M
oh

an
 e

t a
l. 

[2
4]

H
R

FL
M

It 
ga

in
s m

ax
im

um
 a

cc
ur

ac
y 

le
ve

l
It 

is
 a

pp
lic

ab
le

 fo
r p

ro
ce

ss
in

g 
re

al
-w

or
ld

 d
at

as
et

s
Th

e 
pe

rfo
rm

an
ce

 o
f t

he
 d

es
ig

ne
d 

m
od

el
 is

 a
ffe

ct
ed

 b
y 

ex
ist

in
g 

fe
at

ur
e 

se
le

ct
io

n 
ap

pr
oa

ch
es

Fi
tri

ya
ni

 e
t a

l. 
[2

5]
X

G
B

oo
st

It 
off

er
s e

ar
ly

 d
ia

gn
os

is
It 

eff
ec

tiv
el

y 
ba

la
nc

es
 th

e 
un

ba
la

nc
ed

 tr
ai

ni
ng

 d
at

as
et

It 
is

 n
ot

 a
pp

ro
pr

ia
te

 to
 p

ro
ce

ss
 th

e 
ot

he
r d

at
a 

sa
m

pl
in

g 
w

ith
 th

e 
m

et
ho

ds
 h

yp
er

-p
ar

am
et

er
s a

nd
 la

rg
er

 m
ed

ic
al

 d
at

as
et

s
Fi

tri
ya

ni
 e

t a
l. 

[2
6]

En
se

m
bl

e 
ap

pr
oa

ch
It 

ca
n 

be
 m

or
e 

su
ita

bl
e 

fo
r r

ea
l-t

im
e 

m
ob

ile
 a

pp
lic

at
io

ns
It 

eff
ec

tiv
el

y 
ba

la
nc

es
 th

e 
un

ba
la

nc
ed

 d
at

as
et

It 
is

 n
ot

 e
ffi

ci
en

t t
o 

pr
oc

es
s t

he
 a

cc
ur

at
e 

m
et

ho
d 

co
ns

tra
in

ts
 fo

r 
th

e 
ap

pr
oa

ch
 a

nd
 u

til
iz

in
g 

ot
he

r c
lin

ic
al

 d
at

as
et

s w
ith

 h
ug

e 
at

tri
bu

te
s

H
as

no
ny

 e
t a

l. 
[2

7]
A

N
FI

S 
+

 P
SO

G
W

O
It 

ha
s a

tta
in

ed
 h

ig
he

r p
re

di
ct

io
n 

ac
cu

ra
cy

It 
is

 e
ffi

ci
en

t f
or

 re
al

-ti
m

e 
da

ta
 p

ro
ce

ss
in

g 
an

d 
an

al
ys

is
 a

nd
 

so
lv

in
g 

th
e 

cl
ou

d 
pr

ob
le

m
s

It 
is

 n
ot

 a
pp

lic
ab

le
 to

 e
va

lu
at

e 
th

e 
la

rg
er

 d
at

as
et

s



1247New Generation Computing (2022) 40:1241–1279	

123

3 � A New Multi‑disease Prediction Method with Modified Deep 
Learning

3.1 � Multi‑disease Data Used for Processing

Here, six datasets are utilized in the proposed model for evaluating the perfor-
mance, which are COVID-19 prediction, EEG eye state, Epileptic Seizure Recog-
nition, Stroke prediction, Heart-statlog, and Diabetic Retinopathy Debrecen. The 
description of these datasets is mentioned below.

Dataset 1 (COVID-19 Prediction) Here, the data are gathered from https://​
github.​com/​nshom​ron/​covid​pred: Access Date: 2022–01-05”. This dataset have 
primary records, where on a daily basis, all the people are tested for COVID-19. 
Moreover, many information including the test date and results are offered that 
includes sex, symptoms, and binary signal regarding whether the tested person is 
aged 60 years or above. Here, it includes three cases like positive, negative, and 
other cases. The total data collected from the patients are 32,876.

Dataset 2 (EEG Eye State) Here, the data are gathered from “https://​archi​ve.​ics.​
uci.​edu/​ml/​datas​ets/​EEG+​Eye+​State#: Access Date: 2022–01-05”. This dataset 
consists of 14 EEG values and it indicates the eye state. In EEG measurement, the 
eye state was recognized through a camera, and later, it included physically to the 
file after considering the video frames. Here, ‘0’ represents the eye-open state and 
‘1’denotes the eye-closed state. The total data collected from the patients are 14,980.

Dataset 3 (Epileptic Seizure Recognition) Here, the data are taken from 
“https://​www.​kaggle.​com/​maxim​kumun​dzhiev/​epile​ptic-​seizu​re-​recog​nition/​
data: Access Date: 2022–01-05”. This dataset is a re-structured and pre-processed 
version of frequently used dataset. It contains five diverse directories, each with 
100 files. Every directory denotes a single person. Every directory is a recording 
of brain activity for 23.6 s. This dataset has 180 columns and 1150 unique values. 
The total data collected from the patients are 11,500.

Dataset 4 (Stroke Prediction) Here, the data are collected from “https://​www.​
kaggle.​com/​fedes​oriano/​stroke-​predi​ction-​datas​et: Access Date: 2022–01-05”. 
As reported by “World Health Organization (WHO)”, stroke is a second leading 
cause of death. This dataset is utilized for predicting whether a patient has possi-
ble to get stroke based on the input parameters such as age, gender, different dis-
eases, and smoking status. Each row in the data gives related information about 
the patient. The total data collected from the patients are 5110.

Dataset 5 (Heart-Statlog) Here, the data are gathered from “https://​datah​
ub.​io/​machi​ne-​learn​ing/​heart-​statl​og#​resou​rce-​heart-​statl​og_​zip:​Access Date: 
2022–01-05”. This dataset represents the heart diseases database, which is related 
to a database already available in the repository but in a slightly diverse form. 
It contains 13 attributes namely results, count of main vessels colored by fluor-
oscopy, the gradient of the peak exercise ST segment, exercise induced angina, 
higher heart rate is obtained, resting electrocardiographic outcomes, fasting blood 
sugar > 120 mg/dl, serum cholesterol in mg/dl, resting blood pressure, chest pain 
type, sex and age. The total data collected from the patients are 1190.

https://github.com/nshomron/covidpred
https://github.com/nshomron/covidpred
https://archive.ics.uci.edu/ml/datasets/EEG+Eye+State#
https://archive.ics.uci.edu/ml/datasets/EEG+Eye+State#
https://www.kaggle.com/maximkumundzhiev/epileptic-seizure-recognition/data
https://www.kaggle.com/maximkumundzhiev/epileptic-seizure-recognition/data
https://www.kaggle.com/fedesoriano/stroke-prediction-dataset
https://www.kaggle.com/fedesoriano/stroke-prediction-dataset
https://datahub.io/machine-learning/heart-statlog#resource-heart-statlog_zip:Access
https://datahub.io/machine-learning/heart-statlog#resource-heart-statlog_zip:Access
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Dataset 6 (Diabetic Retinopathy Debrecen) Here, the data are gathered from 
“https://​archi​ve.​ics.​uci.​edu/​ml/​datas​ets/​Diabe​tic+​Retin​opathy+​Debre​cen+​Data+​
Set#: Access Date: 2022–01-05”. This dataset includes features extracted from the 
Messidor image set are used for detecting whether an image has symptoms of dia-
betic retinopathy or not. Entire features indicate either an image-level descriptor or 
detected lesion. The total data collected from the patients are 1151.

Consider the input data as DY in
c

 , where c = 1, 2,… ,C . Here, the count of data 
present in a dataset is represented as C.

3.2 � Architecture of Suggested Disease Prediction Method

Disease prediction is one of the complicated issues, which must be necessary for an 
individual before it reaches serious stage. Major diseases are like cancer, diabetes, 
vision impairment, cardiovascular diseases, brain health, etc. These diseases affect 
the health and decrease the personal productivity. The main objective of disease pre-
diction [30] helps to predict the possibility of an individual suffering from certain 
disease in the future. A major issue of predicting chronic diseases in many cases is 
that the patient does not aware of the evolution of disease in their body until these 
conditions are detected in a secondary stage of diagnosis [31]. For past few years, 
machine-learning models [32, 33] have been generally suitable for prediction and 
classification of diseases like fibrosis, cirrhosis, chronic diseases, namely, Alzhei-
mer’s, Parkinson, kidney, heart, etc. Various techniques in data mining and Neural 
Network are utilized for discussing the seriousness of heart diseases. The disease 
severity is categorized by different models. Moreover, deep learning [34] approaches 
are employed in many sectors, which are connected with medical science effectively. 
It is employed to minimize the cost and also applied for enhancing the accuracy of 
diagnosis. Thus, the above drawbacks are considered, and so, it is essential to con-
centrates on improving the new model using ensemble techniques. The structural 
design of suggested multi-disease prediction approach is depicted in Fig. 1.

Initially, the standard data are gathered from six datasets, namely, COVID-19 
[35] prediction, EEG eye state, epileptic-seizure-recognition, stroke prediction, 
heart-statlog, and diabetic retinopathy debrecen. Furthermore, the collected data 
are subjected to the pre-processing parts and it is utilized to convert the raw data 
into helpful and understandable format, which helps for accurate prediction. Here, 
the pre-processing is employed by absent data filling technique. After that, the pre-
processed data are fed into feature extraction phase. It is used to decrease the dimen-
sionality of data by removing the redundant data and it control overfitting problem. 
Here, the weighted features are extracted from the RBM layers of DBN. Then, the 
prediction is done by the ensemble learning with classifiers, such as DNN, SVM, 
and RNN [36]. Ensemble methods utilize multiple learning classifiers for obtain-
ing better predictive performance. This ensemble model uses optimized networks, 
where the number of suitable hidden neuron count of DNN, maximum iterations of 
SVM, and the number of suitable hidden neuron count of RNN are tuned with the 
help of proposed ASR-CHIO. It is used for predicting the diseases [37, 38] from 

https://archive.ics.uci.edu/ml/datasets/Diabetic+Retinopathy+Debrecen+Data+Set#
https://archive.ics.uci.edu/ml/datasets/Diabetic+Retinopathy+Debrecen+Data+Set#
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different datasets. Thus, the developed method secured highest accuracy while pre-
dicting the diseases.

3.3 � Data Pre‑processing

In the proposed model, the gathered data DY in
c

 are pre-processed by missing data filling 
technique [39]. The pre-processing is utilized for cleaning the data in particular form 
and makes it to give the clean data to the model. Here, the occurrence of missing val-
ues for data is a critical problem to solve. The presence of data contained missing val-
ues owing to many situations like human error, machine failures, changes in the siting 
monitors, and routine maintenance. Hence, it is significant to improve the data and ana-
lyzed to be of high quality. It is used for minimizing the original data size by removing 
the unrelated information present in the data. In data mining technique, it converts the 
raw data into a more useful, understandable and efficient format. Missing data padding 
method is applied to fill the blank spaces or space in the dataset with required val-
ues. It adds values to the missing scheme of a single group. The better way to resolve 
the incomplete data issue is the implementation of interpolation approaches. Various 

Pre-processing

Missing data 
filling

Feature 
extraction

DBN

Weighted 
features

Ensemble learning

DNN SVM RNN

Parameter optimization

ASR-CHIO

Accuracy 
maximization

Dataset 1: COVID-19 
prediction

Dataset 2: EEG eye state

Dataset 3: Epileptic Seizure 
Recognition

Dataset 4: Stroke prediction

Dataset 5: Heart-Statlog

Dataset 6: Diabetic 
Retinopathy Debrecen

Dataset collection

High ranking-
based predicted 

outcomes

Fig. 1   Architecture of suggested multi-disease prediction model
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interpolation approaches are linear, quadratic and cubic interpolation. In this research 
work, the linear interpolation techniques are used for filling the missing data due to its 
simplest way to resolve the issue.

Linear Interpolation [40] It is the simplest form of interpolation which is used to 
connect two data points with a straight line and it is expressed in Eq. (1)

From the above equation, y is the independent variable, y0 is a known value of the 
independent variable, and k1(y) is the value of the dependent variable for a value y of 
the independent variable. Here, Eqs. (2), and (3) is formulated with the help of Eq. (3)

Finally, the pre-processed data are denoted by DYpre
c  and it is given to the feature 

extraction phase.

4 � Modified Ensemble Learning with Weighted RBM Features 
for Multi‑disease Prediction

4.1 � RBM‑Based Feature Extraction

In the suggested method, the features are acquired by DBN. Here, the final pre-pro-
cessed data DYpre

c  are given to the DBN for extracting the features. Feature extrac-
tion is a method of minimizing the source count to reduce the complexity, thus 
improving the overall performance. DBN [21] is a category of generative neural 
network that utilizes an unsupervised predictive analytics approach for producing 
better outcomes. It has some benefits like fast inference and has ability for encod-
ing higher order network configurations. It contains many Restricted Boltzmann 
Machines (RBMs) like hidden layer of each RBM function as noticeable layer to the 
next RBM. It is the visible layer of DBN and the remaining layers are hidden layers. 
The input data are subjected to neural network and it is observed as the input to the 
DBN. It is composed of visible layers that are similar to neural network. The result 
attained from DBN is denoted as OB . Moreover, the outcome includes the sinusoidal 
function likelihood (AB(�)) , and it is expressed in Eqs. (4), and (5)

(1)k1(y) = a0 + a1
(
y − y0

)
.

(2)a0 = k
(
y0
)

(3)k1 =
k
(
y1
)
− k

(
y0
)

y1 − y0
.

(4)OB =

{
1 with 1 − AB(�)

0 withAB(�)

(5)AB(�) =
1

1 + e
−�

Pt

.
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Here, the temperature parameter is represented as Pt. Also, based on Boltzmann dis-
tribution, Boltzmann approach is developed with the accurate modeling of input pat-
terns, and it is denoted in Eqs. (6) and (7)

Here, the neuron’s biases are considered as � , the term Ns indicates the neuron state, 
and the term 

.

A
a,b

 denotes weight among the neurons. In DBN, the Boltzmann approach 
encloses the neurons with Eq. (8). Furthermore, the formation between the visible and 
the hidden neurons concerning with the energy is given by Eqs. (9), (10), and (11)

Here, the terms nhb and gda represent the hidden and visible neurons, respectively, 
and the terms nwb and gwa indicate the bias weights of hidden and visible neurons, 
respectively. Finally, the extracted features from RBM are represented as FeDBN

k
 where 

k = 1, 2,… ,K ; here, K defines the DBN features count.

4.2 � Weighted RBM Deep Feature Extraction

In this suggested model, the features are extracted by DBN network through RBM 
layer. The output of the pre-processed data DYpre

c  is given to the DBN network. In this 
case, the DBN extracts the features as FeDBN

k
 . Finally, the weighted RBN extracted fea-

tures are obtained by multiplying weight with features extracted FeDBN
k

 from the DBN 
network and it is expressed in Eq. (12)

(6)lim
Pt→0+

AB(𝜆) = lim
Pt→0+

1

1 + e
−𝜆

pt

=

⎧
⎪⎨⎪⎩

0 for 𝜆 < 0
1

2

1

for 𝜆 = 0

for 𝜆 > 0

(7)M
(
Ns1

)
=
∑
a<b

Ȧa,bNsaNsb − 𝛽aNsa.

(8)ΔWp
(
pa
)
=
∑
b

NsaȦa,b + 𝛽a

(9)Wp
(
gd�, nh

)
= −

∑
(a,b)

Ȧa,bgdanhb −
∑
a

gdaMZ∗
a
−
∑
b

nhbnwb

(10)ΔWp
(
gda, nh⃗

)
=
∑
b

Ȧa,bnhb +MZ∗
a

(11)ΔWp
(
gd⃗, nhb

)
=
∑
b

Ȧa,bgda +MZ∗
a
.

(12)Fewrbn
k

= wek × FeDBN
k

.
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Here, the term Fewrbn
k

 represents the weighted RBM extracted features; the term 
wek denotes weight, and the term FeDBN

k
 indicates the features extracted from DBN 

network.

4.3 � Proposed EL‑WRBM

The extracted weighted features Fewrbn
k

 are subjected to the ensemble learning with 
classifiers like DNN, SVM, and RNN, and in the end, the predicted results are 
attained. The major advantage is that the ensemble learning classifier provides accu-
rate predictions, and it performs superior to the single contributing model. It inte-
grates the decisions from many models for enhancing the whole system efficiency. 
The suggested multi-disease prediction model uses ensemble model by optimizing 
the number of suitable hidden neuron of DNN, maximum iteration of SVM, and 
the number of suitable hidden neuron of RNN by ASR-CHIO algorithm for getting 
a better prediction outcomes. It utilized for maximizing the accuracy of the multi-
disease prediction method.

DNN [18] For DNN, the extracted weighted RNM features Fewrbn
k

 is taken as the 
input. The developed multi-disease prediction method utilizes optimized DNN with 
the optimization of the hidden neuron count using ASR-CHIO algorithm. DNN 
automatically detects the important features form the images. It gives very high 
accuracy in image recognition issues. It minimizes the computation time, and also, 
it is appropriate for real-time applications. The main features are easy initialization 
and efficient modification. It enhances the accuracy rate of the suggested method. It 
is one of part of artificial neural network (ANN) [41] that is regarded as an informa-
tion transforming model and it have deeply connected elements called as neurons 
that are worked together to solve the certain problems. DNN is considered by utiliz-
ing many ANN layers. The suggested model focuses on dense layers, in which the 
stylometric natures are developed. The statistical form of hidden layer is expressed 
in Eq. (13)

The term Fewrbn
k

 indicates the input data, and the weight and bias matrix are rep-
resented as Pr and Zf  , respectively, which are considered as measures that are deter-
mined at training process. When the entire neurons are linked in the network, it is 
termed as “dense layers”. When the outcome of the network is determined, each 
node from the network encloses an activation function and it plays a major role in 
neural network. In a suggested method, they have elected softmax and ReLU func-
tion for improving the efficiency

In Eq. (14), a function for the node in the network is represented and the biased 
average of inputs Fewrbn

k
 is given as an input to an activation function and bias Zf  . In 

(13)ma = PrFewrbn
k

+ Zf .

(14)qb = xj
(
Zf + Fewrbn

k
.Pr

)
= xj

(
Zf +

ph∑
kr=1

Fewrbn
kkr

.Pr
kr

)
.
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neural network, the data passed through the entire linked nodes and it gets trigger by 
the utilization of activation function.

The training of DNN comprises of an iterative run through the whole dataset by 
giving weights and biases. The likelihoods are gathered, and also, the gradients are 
estimated. The gradients are then utilized as the vectors for pointing out the loss 
function with local minima. It performs well while handling sparse gradient during 
noisy problems and this optimizer helps to attain superior outcomes. The improved 
method constructs a three-sequential neural network for testing the accuracy, 
where fourfold cross-validation is employed. When the number of epochs and folds 
enlarges, it achieves maximum accuracy. Finally, it gets the predicted outcomes 
from the optimized DNN through ASR-CHIO technique.

SVM [22] The suggested multi-disease prediction model uses optimized SVM by 
optimizing the maximum iteration with ASR-CHIO algorithm. Here, the iteration 
limit of SVM classifier is tuned for enhancing the performance of classified out-
comes and for reducing the generalization error. Initially, it generates a hyperplane 
dimension and the mapping function is employed rather than actual data into better 
aspect and the statistics gathered from the two classes are divided by hyperplane 
through the border. If the margin is larger, then the generalization is higher.

Every pattern dh is modified altered to the factor mq as given in Eq. (15)

In an augmented mq space, the linear discriminate is given in Eq. (16)

The condition utilized for separating hyper plane is expressed as mgnd(npl) ≥ 1 . 
The best classification outcomes are obtained by increasing the margin width amidst 
the two classes and it is represented in Eq. (17)

Finally, it gets the predicted outcomes from the optimized SVM through ASR-
CHIO technique.

RNN [42] The suggested multi-disease prediction model uses optimized RNN by 
optimizing the hidden neuron count with ASR-CHIO algorithm. RNN is a neural 
network, and also, it is utilized for generating a set of statistics. Also, it performs 
well with time series data. Thus, the outcome attained is represented as unique while 
comparing with other existing approaches. “It is a recurrent approach and has an 
input sequence as Fewrbn

k
 that seeks to forecast a state bkmd at time md ”. Using a dif-

ferentiable function wk , assume that the previous state as bkmd−1 and it does not hold 
statistics from the preceding step, but it can extract entire precedent state and it is 
explained in Eqs. (18) and (19)

(15)np = �(dh).

(16)zj(np) = �ldnp.

(17)
mgnd(npl)

Δ|ld| ≥ mg.

(18)bkmd = bkmd−1 ∗ UP + Fewrbn
k

∗ HV
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Here, the terms HV ,JL and UP represent the weight parameters that are distrib-
uted across all layers. This approach is trained for minimizing a loss function, and 
then, the error in a prediction is estimated with definite values. At training stage, the 
RNN technique is unfolded into recurrent phases. Then, �NM

�bkmd−1
 is determined, where 

�NM

�bkmd−1
 indicates the gradient of loss function NM based on output state at time �bkmd 

and it is expressed in Eqs. (20), (21) and (22)

Finally, it gets the predicted outcomes from the optimized RNN through ASR-
CHIO technique. The flow diagram of proposed EL-WRBM for multi-disease pre-
diction approach is given in Fig. 2.

5 � Hyperparameter Tuning in Ensemble Learning for Enhanced 
Multi‑disease Prediction

5.1 � Hyperparameter Tuning in Ensemble Learning

In the suggested approach, the ranking-based predicted outcomes are attained by 
the ensemble learning. The enhanced multi-disease prediction model uses ASR-
CHIO algorithm for optimizing the parameters in ensemble model. The main scope 
of the enhanced multi-disease prediction method with ensemble learning method is 
to focus on maximizing the accuracy of predicted outcomes and it is formulated in 
Eq. (23)

The suggested multi-disease model uses EL-WRBM by optimizing the number of 
suitable hidden neuron count Hc

dnn
 of DNN in a range of [5 − 255] , maximum itera-

tion Mi
svm

 of SVM in a range of [10 − 100] , and hidden neuron count Hw
rnn

 of RNN 
in a range of [5 − 255] , respectively, with the help of ASR-CHIO. Accuracy AR is 
defined as “closeness of the measurements to a specific value”. As given in Eq. (24)

(19)NBmd = bkmd ∗ JL.

(20)
�NM

�bkmd−1
=

�NM

�bkmd
UP

(21)�NM

�HV
=

dj∑
md=0

�NM

�bkmd
bnmd

(22)�NM

�UP
=

dj∑
md=0

�NM

�bkmd
bkmd−1.

(23)fit = argmin
{Hc

dnn
,Mi

svm
,Hw

rnn}

(
1

AR

)
.
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Here, term g indicates a true positive, h denotes a true negative, q represents a 
false positive, and z expresses a false negative. Finally, the outcome for the devel-
oped multi-disease prediction approach is obtained by considering the predicted out-
put with maximum occurrences from three prediction approaches like DNN, SVM, 

(24)AR =
g + h

g + h + q + z
.

Fig. 2   Flow diagram of proposed EL-WRBM for multi-disease prediction method
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and RNN. The solution encoding of suggested multi-disease prediction approach is 
given in Fig. 3.

5.2 � Proposed ASR‑CHIO for Optimal Framework

The suggested method uses ASR-CHIO algorithm for optimizing the number of 
suitable hidden neuron count of DNN, the maximum iteration of SVM, and hidden 
neuron count of RNN. CHIO [43] is a new human-based optimization algorithm 
and it is derived from the concept of herd immunity for tackling COVID-19 pan-
demic. CHIO imitate the concepts of herd immunity technique and also the social 
distancing. It can be utilized for tackling various optimization problems. Using their 
stochastic based components, they can easily escape the local optima. However, it 
does not applicable for real-time optimization problems. To overcome this problem, 
GWO [44] is used. It is easy to implement due to its simple structure, less stor-
age, and computational requirements. Thus, the hybridization of CHIO and GWO 
algorithm [40] is employed for enhancing the performance while predicting the 
multi-disease.

The proposed ASR-CHIO algorithm is performed based on the spreading rate, 
where if the spreading rate SR is greater than 0.5, then the solutions are updated 
by CHIO; otherwise, the solution is updated by GWO. In existing algorithm, the 
spreading rate is randomly determined. However, in the proposed ASR-CHIO algo-
rithm, the new formula is proposed for calculating spreading rate using fitness func-
tion and it is formulated in Eqs. (25) and (26)

Here, the terms BF and WF denote the best fitness and worst fitness solutions, 
respectively. The CHIO algorithm has followed some condition and it is described 
below.

(25)SR =
(mn − (mn − 5)) × (1 − 0)

[(mn + 5) − (mn − 5)]
+ 0

(26)mn =
fitness(n) × BF

WF
.

Fig. 3   Solution encoding of 
proposed multi-disease predic-
tion model
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Step 1: Initialize the CHIO parameters and optimization crisis and it is expressed 
in Eq. (27)

Here, the term v(k) represents the immunity rate evaluated for the individual 
k =

(
k1, k2,… , kwy

)
 , where ku indicates the decision variable indexed by u and the 

overall decision variable count in each individual is denoted as m . Also, the range 
of each decision variable is given as ku ∈

[
su, pu

]
 . Here, the upper and lower bounds 

of decision variable ku are expressed as pu and su , respectively. CHIO has two con-
trol parameters, namely, basic reproduction rate 

(
LQav

)
 controls the CHIO opera-

tors by increasing the epidemic amidst individuals and maximum infected cases age (
Maxca

)
 verifies the infected cases position, where cases attained is healthier or died. 

Also, CHIO has four algorithmic parameters namely maximum iteration itermax , 
problem dimensionality vn , population size ZV  , and count of initial infected cases 
T0.

Step 2: Initially, it generates the population of herd immunity, where CHIO 
arbitrarily produces a set of individuals as many as ZV  . In herd immunity popula-
tion (HP) , the generated individuals are stored as two-dimensional vector of length 
vn × ZV .

Here, the each row xy denotes a case kxy and it is generated as 
k
xy
u = su +

(
pu − su

)
× D(0, 1) , where ∀u = 1, 2, … , vn . The immunity rate is eval-

uated based on Eq. (16).
Step 3: Evolution of herd immunity: In CHIO, this is the major development 

loop. The decision variable of case kxy is affected by means of social distancing 
using three policies based on LQav proportion and it is expressed in Eq. (28)

Here, the term rs indicates an arbitrary number that lies in between [0 − 1] . The 
three major rules are mentioned below.

Infected case: The new value of decision variable kxyu (br + 1) is affected by social 
distancing in a range of rs ∈

[
0,

1

3
LQav

]
 . It is attained by taking difference between 

decision variable taken from an infected case kgh and present decision variable and it 
is given in Eqs. (29) and (30)

(27)min v(k)
k

k ∈
[
s, p

]
.

(28)kxy
u
(br + 1) ←

⎧⎪⎪⎨⎪⎪⎩

k
xy
u (br) rs ≥ LQav

M
�
kxy
u
(br)

�
N
�
kxy
u
(br)

�
B
�
kxy
u
(br)

�

rs <
1

3
LQav. ∕∕infected case

rs <
2

3
LQav. ∕∕susceptible case

rs < LQav. ∕∕immuned case

.

(29)kxy
u
(br + 1) = M

(
kxy
u
(br)

)

(30)M
(
kxy
u
(br)

)
= kxy

u
(q) + rs × kxy

u
(br) − km

u
(br).
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Here, the value of km
u
(br) is arbitrarily selected from any infected case km accord-

ing to the status matrix like that m =
{
u|VSu = 1

}
.

Susceptible case: The new value of decision variable kxyu (br + 1) is affected by 
social distancing in a range of rs ∈

[
1

3
LQav,

2

3
LQav

]
 . It is attained by taking differ-

ence between decision variable taken from an infected case kgh and present decision 
variable and it is expressed in Eqs. (31) and (32)

Immuned case The new value of decision variable kxyu (br + 1) is affected by social 
distancing in a range of rs ∈

[
2

3
LQav, LQav

]
 . It is attained by taking difference 

between decision variable taken from an immuned case kny and present decision var-
iable and it is expressed in Eqs. (33) and (34)

Here, the value of knyu (br) is spread from optimal immuned case kny according to 
the status vector, such that v(kny) = arg min

xy≈{qg|Vsqg=2}
v(kxy).

Step 4: Upgrade the population of herd immunity. The immunity rate of 
v(kxy(br + 1)) of every generated case vxy(br + 1) is evaluated and the pre-
sent case kxy(br) is returned by produced case kxy(br + 1) , if better, like 
v(kxy(br + 1)) < v(kxy(xy)) . If Vsxy = 1 is fulfilled, then the age matrix PNxy is 
increased by 1.

According to the herd immune threshold, the status vector 
(
VSxy

)
 is upgraded and 

it is explained in Eq. (35)

Here, the term Corona(kxy(br + 1)) indicates the binary value, which is equal to 1. 
The mean values of the population immune rates are expressed as Δv(k).

Step 5: Sometimes, the immunity rate of infected case presented is not enhanced 
for definite iteration count as specified by the parameter MaxA ; furthermore, this case 
is assumed died. Furthermore, it is reproduced by kxyu = su +

(
pu − su

)
× D(0, 1) . 

Moreover, VSxy and PNxy are set to be 0.
Step 6: Stop condition in CHIO is repeated from step 3 to 6 until it meets the end 

condition that usually depends if the maximum iteration count is attained. Here, the 
overall immuned and susceptible cases will overlook the population. The infected 
cases are also vanished.

(31)kxy
u
(br + 1) = N

(
kxy
u
(br)

)

(32)N
(
kxy
u
(br)

)
= kxy

u
(br) + rs × kxy

u
(br) − kgh

u
(br).

(33)kxy
u
(br + 1) = B

(
kxy
u
(br)

)

(34)B
(
kxy
u
(br)

)
= kxy

u
(br) + rs × kxy

u
(br) − kny

u
(br).

(35)

VSxy ←

{
1 v(kxy(br + 1)) <

v(k)xy(br+1)

Δv(k)
∧ VSxy = 0 ∧ is_Corona(kxy(br + 1))

2 v(kxy(br + 1)) >
v(k)xy(br+1)

Δv(k)
∧ SVxy = 1

.
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The proposed ASR-CHIO algorithm is performed based on the spreading rate, 
where the spreading rate SR is less than 0.5, and then, the solution will be updated in 
GWO. This algorithm was motivated by grey wolves. The GWO algorithm mimics the 
hunting method of grey wolves in nature. The hierarchy of each set of wolves is split in 
to four types.

Encircling prey During hunting, the prey is encircled by grey wolves and it is formu-
lated in Eqs. (36) and (37)

Here, the position matrix of the prey is represented as k⃗at , and the term E⃗ and R⃗ indi-
cate the coefficient matrix and it is expressed in Eqs. (39) and (40)

Here, the arbitrary numbers are indicated as ar⃗1 and ar⃗2 that lie in between [0 − 1].
Hunting It is mainly controlled by alpha, subsequently the hunting made by delta 

and beta. For statistical experiment, the wolves hunting activities are referred as beta, 
alpha, and delta that have information relevant to the probable location of prey. There-
fore, the first three optimal results attained are essential to save and generate the other 
candidates for updating the location with respect to optimal candidate position. The 
expression for hunting is mentioned below

(36)G⃗ =
|||E⃗ ⋅ k⃗at(br) − k⃗(br)

|||

(37)k⃗(b + 1) = k⃗at(br) − R⃗ ⋅ G⃗.

(38)E⃗ = 2 ⋅ ar⃗2

(39)R⃗ = 2nh⃗ ⋅ ar⃗1 − nh⃗.

(40)G⃗𝛼 =
|||E⃗1 ⋅ k⃗𝛼 − k⃗

|||

(41)G⃗𝛽 =
|||E⃗2 ⋅ k⃗𝛽 − k⃗

|||

(42)G⃗𝛿 =
|||E⃗3 ⋅ k⃗𝛿 − k⃗

|||

(43)k⃗1 = k⃗𝛼 − R⃗1 ⋅

(
G⃗𝛼

)

(44)k⃗2 = k⃗𝛽 − R⃗2 ⋅

(
G⃗𝛽

)

(45)k⃗3 = k⃗𝛿 − R⃗3 ⋅

(
G⃗𝛿

)
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Here, the term br indicates the iteration count. The hunting method is done 
when the prey stops moving, and wolves start an attack. Thus, the spreading rate 
of the ASR-CHIO is determined in adaptive basis for determining the position 
updating by either CHIO or GWO and it gives best solutions. Thus, it increases 
the efficiency of multi-disease prediction. The pseudocode of implemented 
ASR-CHIO is mentioned in Algorithm 1.

Algorithm 1: Proposed ASR-CHIO
Population Initialization size ZV and higher number of iterative
Assign the parameters of the algorithms
Evaluate fitness function
Determine spreading rate based on Eq. (25)
While max1 itertoit =

For ZVtodh 1=

Upgrade the spreading rate SR based on Eq. (25)
If 5).0>(SR then

Upgrade the solutions using CHIO
else

The solutions are upgraded using GWO
End else

End for

The flowchart of improved ASR-CHIO algorithm is shown in Fig. 4.

6 � Results 

6.1 � Evaluation of Simulation Results

The implemented multi-disease prediction method has been implemented in 
Python, and the experimental analysis was estimated. Here, the performance 
of the offered approach was compared with different conventional approaches 
based on Type I and Type II metrics. Here, Type I measures were positive met-
rics like Mathews correlation coefficient (MCC), F1-Score, Negative Predic-
tive Value (NPV), Precision, Specificity, Sensitivity, and Accuracy, and Type 
II measures were negative metrics namely False Discovery Rate (FDR), False-
negative rate (FNR), and False-positive rate (FPR). The performance of the sug-
gested approach was evaluated with DNN [18], SVM [22], XGBoost [25], LSTM 
[23], Ensemble [26], PSO [45], Whale Optimization Algorithm-Jaya Algorithm 
(WOA-JA) [46], JA [47], and GWO [44].

(46)k⃗(br + 1) =
k⃗1 + k⃗2 + k⃗3

3
.
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6.2 � Performance Metrics 

The diverse efficiency of the implemented approach is examined by utilized vari-
ous quantitative metrics.

(h) MCC is “a measure of the quality of binary (two-class) classifications" as 
shown in Eq. (47)

Fig. 4   Flowchart of ASR-CHIO algorithm for multi-disease prediction model
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(g) F1-score is “the harmonic mean of precision and recall” as given in Eq. (48)

Here, the term Fs is a F1-score.
(f) FDR is "the ratio of the number of false positive classifications to the total 

number of positive classifications" as shown in Eq. (49)

(e) FNR is "the proportion of positives which yield negative test outcomes with 
the test, i.e., the conditional probability of a negative test result given that the condi-
tion being looked for is present" as shown in Eq. (50)

(d) NPV is “the ratio of the number of true negative classifications to the total 
number of negative classifications” as given in Eq. (51)

(c) FPR is "the proportion of all negatives that still yield positive test outcomes, 
i.e., the conditional probability of a positive test result given an event that was not 
present" as shown in Eq. (52)

(b) Sensitivity refers to "the proportion of those who received a positive result on 
this test out of those who actually have the condition" as shown in Eq. (53)

Here, the term St denotes Sensitivity.
(a) Specificity refers to "the proportion of those who received a negative result on 

this test out of those who do not actually have the condition" as shown in Eq. (54)

Here, the term Sf  is specificity.
(i) Precision is "the closeness of the measurements to each other". As shown in 

Eq. (55)

(47)Mc =
g × h − q × z√

(g + q)(g + z)(h + q)(h + z)
,

(48)Fs =
2g

2g + q + z
.

(49)FDR =
q

q + g
.

(50)FNR =
z

z + g
.

(51)NPV =
h

h + z
.

(52)FPR =
q

q + h
.

(53)St =
g

g + z
.

(54)Sf =
h

h + q
.
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Here, the term PN is precision.

6.3 � Algorithmic Evaluation over Optimization Algorithms

The analysis of the implemented multi-diseases prediction method is performed 
in terms of accuracy by testing the conventional optimization algorithms through 
differing the folds and learning percentages, and it is portrayed in Figs.  5, 6 and 
7, respectively. In dataset 2, the accuracy of the suggested multi-disease predic-
tion method has scored highest value, which is 0.42% enriched performance than 
PSO-EL-WRBM, 0.95% enriched performance than WOA-JA-EL-WRBM, 0.84% 
superior to JA-EL-WRBM, and 0.5% superior to GWO-EL-WRBM, respectively, at 
varying threefold at 1.00 value. In dataset 2, at varying fivefold of 2 value, the sug-
gested multi-disease prediction model has obtained high accuracy, which is 0.7% 
improved than PSO-EL-WRBM, 0.8% improved than WOA-JA-EL-WRBM, 0.63% 
enhanced than JA-EL-WRBM, and 1.06% enhanced than GWO-EL-WRBM, respec-
tively. In dataset 3, while considering accuracy at learning percentage of 35, the sug-
gested multi-disease prediction model has performed well, which is 2.6% improved 
than PSO-EL-WRBM, 0.11% improved than WOA-JA-EL-WRBM, 0.22% improved 
than JA-EL-WRBM, and 2.6% improved than GWO-EL-WRBM, respectively. In 
dataset 5, at varying threefold of 1, the suggested multi-disease prediction method 
has correspondingly obtained high accuracy while evaluating with other traditional 
algorithms like PSO-EL-WRBM, WOA-JA-EL-WRBM, JA-EL-WRBM, and GWO-
EL-WRBM. Therefore, the implemented multi-disease prediction model gives accu-
rate performance.

6.4 � Performance Analysis over Other Prediction Models

The efficiency of the suggested multi-disease prediction method is analyzed and 
given in Figs.  8, 9 and 10. In dataset 1, the accuracy of the implemented multi-
disease prediction model has attained maximum value, which is 4.4% enriched per-
formance than DNN, 5.5% progressed than SVM, 2.2% enriched performance than 
XGBoost, 2.2% progressed than LSTM, 2.1% higher than LSTM–RNN, and 1.1% 
better than Ensemble, respectively, at varying threefold of 1. In dataset 2, at vary-
ing fivefold of 3, the suggested multi-disease prediction model has obtained high 
accuracy, which is 2.1% improved than DNN, 3.2% improved than SVM, 3.2% 
improved than XGBoost, 2.19% enhanced than LSTM, and 1.09% enhanced than 
LSTM–RNN, respectively. In dataset 5, while considering accuracy at learning per-
centage of 35, the suggested multi-disease prediction model has correspondingly 
achieved best performance, which is 2.6% enhanced than DNN, 0.11% enriched 
than SVM, 0.22% elevated performance than XGBoost, 2.6% enriched performance 
than LSTM, 2.8% elevated performance than LSTM–RNN, and 2.5% enriched per-
formance than Ensemble. Thus, the developed multi-disease prediction approach 

(556)PN =
g

g + q
.



1264	 New Generation Computing (2022) 40:1241–1279

123

reveals advance performance with diverse quantitative metrics than other baseline 
techniques.

6.5 � Comparative Evaluation over Optimization Algorithms 

Evaluation of performance on the offered multi-disease prediction method is 
estimated the traditional optimization algorithms and it is portrayed in Table 2. 

Fig. 5   Evaluation on implemented multi-disease prediction method with diverse existing optimization 
algorithms for accuracy by differing threefold concerning “a Dataset 1, b Dataset 2, c Dataset 3, d Data-
set 4, e Dataset 5 and f Dataset 6”
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In dataset 1, the precision of the developed multi-disease prediction model has 
obtained maximum value, which is 1.1% advanced than PSO-EL-WRBM, 0.7% 
advanced than WOA-JA-EL-WRBM, 1.7% advanced than JA-EL-WRBM, and 
1.3% advanced than GWO-EL-WRBM, respectively. In dataset 2, while con-
sidering MCC, the suggested multi-disease prediction model has achieved 
highest value, which is 1.16% better than PSO-EL-WRBM, 0.8% better than 
WOA-JA-EL-WRBM, 1.9% better than JA-EL-WRBM, and 1.35% better than 

Fig. 6   Analysis on implemented multi-disease prediction method with diverse existing optimization 
algorithms for accuracy by varying fivefold concerning “a Dataset 1, b Dataset 2, c Dataset 3, d Dataset 
4, e Dataset 5 and f Dataset 6”
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GWO-EL-WRBM, respectively. In dataset 3, the specificity of the proposed 
multi-disease prediction method has obtained higher value, which is 0.61% 
enriched performance than PSO-EL-WRBM, 0.45% improved than WOA-JA-EL-
WRBM, 0.9% progressed than JA-EL-WRBM, and 0.68% progressed than GWO-
EL-WRBM, respectively. Thus, the developed multi-disease prediction model 
proves efficient performance with various quantitative metrics than other existing 
techniques.

Fig. 7   Analysis on implemented multi-disease prediction method with diverse existing meta-heuristic 
algorithms for accuracy by varying learning percentage concerning “a Dataset 1, b Dataset 2, c Dataset 
3, d Dataset 4, e Dataset 5 and f Dataset 6”
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6.6 � Comparative Analysis over Other Prediction Models

The analysis of the offered multi-disease prediction approach is employed by esti-
mating the diverse prediction approaches and it is depicted in Table 3. In dataset 
1, the accuracy of the developed multi-disease prediction technique has obtained 
maximum value, which is 1.5% superior to DNN, 2.6% progressed than SVM, 
1.1% enhanced performance than XGBoost, 2.2% higher than LSTM, 1.61% 

Fig. 8   Analysis on implemented multi-disease prediction method with different prediction methods for 
accuracy by varying threefold concerning “a Dataset 1, b Dataset 2, c Dataset 3, d Dataset 4, e Dataset 5 
and f Dataset 6”
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enhanced than LSTM–RNN, and 1.41% higher than Ensemble, respectively. In 
dataset 2, while considering F1-score, the suggested multi-disease prediction 
model has achieved highest value, which is 1.6% improved performance than 
DNN, 2.9% improved performance than SVM, 1.07% improved performance 
than XGBoost, 2.4% improved performance than LSTM, 1.64% improved per-
formance than LSTM–RNN, and 1.48% improved performance than Ensemble, 

Fig. 9   Analysis on implemented multi-disease prediction method with different prediction approaches for 
accuracy by varying fivefold concerning “a Dataset 1, b Dataset 2, c Dataset 3, d Dataset 4, e Dataset 5 
and f Dataset 6”
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respectively. In dataset 3, the sensitivity of the proposed multi-disease prediction 
method has correspondingly obtained maximum value, which is 1.65% superior 
to DNN, 2.69% superior to SVM, 1.04% superior to XGBoost, 2.1% superior to 
LSTM, 1.55% enhanced than LSTM–RNN, and 1.39% enriched than Ensemble. 
Thus, the implemented multi-disease prediction model provides optimal results 
with various quantitative metrics than other conventional techniques.

Fig. 10   Analysis on implemented multi-disease prediction method with different prediction models for 
accuracy by varying learning percentage concerning “a Dataset 1, b Dataset 2, c Dataset 3, d Dataset 4, e 
Dataset 5 and f Dataset 6”
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Table 2   Comparative analysis of multi-disease prediction model with different meta-heuristic algorithms

TERMS PSO-EL-WRBM 
[45]

WOA-JA-
EL-WRBM 
[46]

JA-EL-WRBM 
[47]

GWO-EL-WRBM 
[44]

ASR-CHIO-
EL-WRBM

Dataset 1
 MCC 85.155501 85.595915 84.509656 84.945289 86.377275
 F1-Score 90.196078 90.483904 89.774030 90.058669 90.995191
 FDR 12.669838 12.298030 13.172853 12.834088 11.655686
 NPV 96.509816 96.613101 96.335235 96.453264 96.806240
 FNR 6.743521 6.551892 7.072028 6.849982 6.189926
 FPR 6.764813 6.551892 7.049215 6.857586 6.188405
 Precision 87.330162 87.701970 86.827147 87.165912 88.344314
 Specificity 93.235187 93.448108 92.950785 93.142414 93.811595
 Sensitivity 93.256479 93.448108 92.927972 93.150018 93.810074
 Accuracy 93.242284 93.448108 92.943180 93.144949 93.811088

Dataset 2
 MCC 86.415733 86.723876 85.770467 86.251215 87.434403
 F1-Score 92.556252 92.723247 92.204440 92.463276 93.108797
 FDR 8.182084 7.983009 8.557636 8.220985 7.526409
 NPV 94.477172 94.590948 94.204322 94.359980 94.855463
 FNR 6.693440 6.559572 7.020675 6.842184 6.247211
 FPR 6.770013 6.600460 7.084898 6.794235 6.212910
 Precision 91.817916 92.016991 91.442364 91.779015 92.473592
 Specificity 93.229987 93.399540 92.915102 93.205765 93.787090
 Sensitivity 93.306560 93.440428 92.979325 93.157817 93.752789
 Accuracy 93.264353 93.417891 92.943925 93.184246 93.771696

Dataset 3
 MCC 80.877020 81.374946 80.138061 80.729688 82.398925
 Sensitivity 93.165217 93.486957 92.947826 93.139130 93.791304
 Specificity 93.239130 93.384783 92.921739 93.169565 93.815217
 Accuracy 93.224348 93.405217 92.926957 93.163478 93.810435
 FNR 6.834783 6.513044 7.052174 6.860870 6.208696
 Precision 77.502894 77.939684 76.651129 77.318992 79.128457
 FDR 22.497107 22.060316 23.348871 22.681008 20.871543
 F1-Score 84.615385 85.008302 84.016506 84.494932 858.38208
 NPV 98.200385 98.286277 98.137987 98.192316 98.372427
 FPR 6.760870 6.615217 7.078261 6.830435 6.184783

Dataset 4
 MCC 59.566585 59.934307 58.559462 58.795777 61.304260
 F1-Score 57.354759 57.783313 56.272838 56.548348 59.287532
 Specificity 93.252417 93.375849 92.984983 93.067270 93.746143
 FPR 6.747583 6.624151 7.015018 6.932730 6.253857
 FNR 6.827309 6.827309 72.28916 7.228916 6.425703
 NPV 99.626374 99.626866 99.603350 99.603699 99.650120
 Precision 41.428571 41.877256 40.384615 40.669014 43.389199
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6.7 � Statistical Analysis Using Deep Learning and 2‑Tier Classifier Ensemble 
Learning Models

Statistical analysis of the implemented multi-diseases prediction method with 
various deep learning and 2-tier classifier ensemble learning methods is shown in 
Fig. 11. From Fig. 11, in dataset 1, the accuracy concerning with the best values 
of the implemented multi-disease prediction method is correspondingly obtained 
3.43%, 5.4%, 2.2%, and 2.5% progressed performance than CNN, DBN, AlexNet-
CNN, and RF-GBM-XGBoost at learning percentage 35. Accordingly, in dataset 
4, the accuracy concerning with the median values of the implemented multi-dis-
ease prediction method is correspondingly secured 2.43%, 3.4%, 5.2%, and 1.5% 
superior efficiency to CNN, DBN, AlexNet-CNN, and RF-GBM-XGBoost at 
learning percentage 55. In dataset 6, while taking accuracy at learning percentage 

Table 2   (continued)

TERMS PSO-EL-WRBM 
[45]

WOA-JA-
EL-WRBM 
[46]

JA-EL-WRBM 
[47]

GWO-EL-WRBM 
[44]

ASR-CHIO-
EL-WRBM

 F1-Score 57.354759 57.783313 56.272838 56.548348 59.287532
 Sensitivity 93.172691 93.172691 92.771084 92.771084 93.574297
 Accuracy 93.248532 93.365949 92.974560 93.052838 93.737769
 FDR 59.566585 59.934307 58.559462 58.795777 61.304260

Dataset 5
 F1-Score 93.545817 93.535515 93.216281 93.216281 94.014366
 FNR 6.677266 6.836248 7.154213 7.154213 6.359301
 Specificity 93.048128 93.226382 92.869875 92.869875 93.761141
 FDR 6.230032 6.089744 6.410256 6.410256 5.608974
 NPV 92.553192 92.402827 92.049470 92.049470 92.932862
 Accuracy 93.193277 93.193277 92.857143 92.857143 93.697479
 Sensitivity 93.0322735 93.163752 92.845787 92.845787 93.640700
 MCC 86.347008 86.351600 85.677429 85.677429 87.362855
 Precision 93.769968 93.910256 93.589744 93.589744 94.391026
 FPR 6.951872 6.773619 7.130125 7.130125 6.238859

Dataset 6
 Sensitivity 92.962357 93.126023 92.635025 92.962357 93.780687
 NPV 92.110092 92.321755 91.788321 92.110092 93.001842
 FDR 6.270627 5.794702 6.135987 6.270627 5.756579
 FPR 7.037037 6.481482 6.851852 7.037037 6.481482
 FNR 7.037643 6.873977 7.364976 7.037643 6.219313
 F1-Score 93.344289 93.662551 93.245470 93.344289 94.011485
 Accuracy 92.962641 93.310165 92.875760 92.962641 93.657689
 MCC 85.882382 86.585777 85.717729 85.882382 87.272230
 Specificity 92.962963 93.518519 93.148148 92.962963 93.518519
 Precision 93.729373 94.205298 93.864013 93.729373 94.243421
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of 75, the accuracy concerning with the mean values of the implemented multi-
disease prediction model correspondingly attains 1.33%, 5.46%, 8.3%, and 4.51% 
elevated performance than CNN, DBN, AlexNet-CNN, and RF-GBM-XGBoost. 
Hence, the implemented multi-disease prediction approach proves enriched per-
formance while comparing the other deep learning and 2-tier classifier ensemble 
learning methods.

Fig. 11   Statistical evaluation on implemented multi-disease prediction method with various deep learn-
ing and 2-tier classifier ensemble learning models for accuracy by differing learning percentage concern-
ing “a Dataset 1, b Dataset 2, c Dataset 3, d Dataset 4, e Dataset 5 and f Dataset 6”
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7 � Conclusion 

This paper has designed a novel multi-disease prediction method with weighted 
RBM features and ensemble learning. Initially, the data were gathered related to 
COVID-19 prediction, EEG eye state, Epileptic Seizure Recognition, Stroke pre-
diction, Heart-statlog, and Diabetic Retinopathy Debrecen. Then, the collected 
data were pre-processed by missing data filling technique. After pre-processing the 
data, the weighted features were extracted from the RBM layers of DBN. Then, the 
prediction was done by ensemble learning with prediction models, namely, RNN, 
SVM, and DNN, from which hyper-parameters are optimized by ASR-CHIO. 
Finally, the experimental setup have revealed that the accuracy of the improved 
multi-disease prediction approach has obtained maximum value, which was 1.5% 
enriched performance than DNN, 2.6% elevated performance than SVM, 1.1% pro-
gressed than XGBoost, 2.2% enriched performance than LSTM, 1.61% progressed 
than LSTM–RNN, and 1.41% progressed than Ensemble-DNN–SVM–RNN, respec-
tively. Thus, the suggested method attains an elevated performance while comparing 
with other existing techniques. However, in dataset 6, the accuracy of the suggested 
model has comparatively equal to Ensemble-DNN–SVM–RNN. To overcome this 
problem, the suggested multi-disease prediction model needs to be improved in 
future work using advanced techniques to be supported for all disease in accurate 
way.
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