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# $k$-Adic Similarity Coefficients for Binary (Presence/Absence) Data 
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#### Abstract

Adic formulations (for groups of objects of size $k$ ) of a variety of 2adic similarity coefficients (for pairs of objects) for binary (presence/absence) data are presented. The formulations are not functions of 2-adic similarity coefficients. Instead, the main objective of the the paper is to present $k$-adic formulations that reflect certain basic characteristics of, and have a similar interpretation as, their 2adic versions. Two major classes are distinguished. The first class is referred to as Bennani-Heiser similarity coefficients, which contains all coefficients that can be defined using just the matches, the number of attributes that are present and that are absent in $k$ objects, and the total number of attributes. The coefficients in the second class can be formulated as functions of Dice's association indices.
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## 1. Introduction

A variety of data can be represented in strings of binary scores. In general, the binary scores reflect either the presence or absence of certain attributes of a specific object. For example, in psychology, the objects may be persons that may or may not posses certain traits; in ecology, the objects could be regions or districts in which certain species do or do not occur (or,

[^0]vice versa, the objects are species that coexist in a number of locations); in archaeology, the objects may be graves where specific artifact types can be found; finally, in chemical similarity searching, the objects may be target structures or queries and the attributes certain compounds in a database. A variety of similarity coefficients (SCs) have been introduced in the literature to measure the resemblance (association) between two objects. These SCs for presence/absence data can also be used to compare two clusterings (partitions) of a data set (Albatineh, Niewiadomska-Bugaj and Mihalko 2006; Hubert and Arabie 1985; Rand 1971). To obtain an overview of the SCs that have been proposed over the years, or which SCs are currently in use, the reader is referred to the following articles published in the Journal of Classification: Gower and Legendre (1986), Baulieu (1989), Batagelj and Bren (1995), Albatineh et al. (2006) and Warrens (2008a). Earlier reviews of SCs for binary data were presented in, among others, Sokal and Sneath (1963), Cheetham and Hazel (1969), Baroni-Urbani and Buser (1976), Janson and Vegelius (1981) and Hubálek (1982).

Many SCs for presence/absence data compare two objects or clusterings at a time. Let $O$ be a finite set of objects (denoted by $j_{1}, j_{2}, j_{3}, \ldots$ ), and let the number of attributes be denoted by $n(n>0)$. A dyadic (2-adic) SC is defined as a mapping $S: O \times O \rightarrow \mathbb{R}$, into the reals, such that

$$
S\left(j_{1}, j_{1}\right) \geq S\left(j_{1}, j_{2}\right), \quad \text { and } \quad S\left(j_{1}, j_{2}\right)=S\left(j_{2}, j_{1}\right), \quad \forall j_{1}, j_{2} \in O
$$

Many SCs have the property $S\left(j_{1}, j_{1}\right)=1$.
Instead of pairs of objects, SCs may also be defined on triples, quadruples or groups of $k$ objects. A triadic (3-adic) SC is defined as a mapping $S: O \times O \times O \rightarrow \mathbb{R}$, such that $S\left(j_{1}, j_{1}, j_{1}\right) \geq S\left(j_{1}, j_{1}, j_{2}\right) \geq S\left(j_{1}, j_{2}, j_{3}\right)$ and there is 3-way symmetry,

$$
\begin{aligned}
S\left(j_{1}, j_{2}, j_{3}\right) & =S\left(j_{1}, j_{3}, j_{2}\right)=S\left(j_{2}, j_{1}, j_{3}\right) \\
=S\left(j_{2}, j_{3}, j_{1}\right) & =S\left(j_{3}, j_{1}, j_{2}\right)=S\left(j_{3}, j_{2}, j_{1}\right)
\end{aligned}
$$

$\forall j_{1}, j_{2}, j_{3} \in O$. Furthermore, following Joly and Le Calvé (1995) and Heiser and Bennani (1997), a 3-adic SC must satisfy $S\left(j_{1}, j_{1}, j_{2}\right)$ $=S\left(j_{1}, j_{2}, j_{2}\right) \forall j_{1}, j_{2} \in O$. With the latter condition we require that, if one of the objects is identical to one of the others, the similarity between the nonidentical objects should be the same, regardless of which two are the same.

The definition of a $k$-adic SC $S\left(j_{1}, j_{2}, \ldots, j_{k}\right)(k \geq 2)$, including $k$ way symmetry, is analogous to the definition of a 3 -adic SC. Clearly, $k$ adic SCs for binary data can be used to compare $k$ strings of binary scores at a time. Furthermore, if one wishes to compare $k$ partitions in cluster analysis, instead of two partitions as in Albatineh et al. (2006) or Hubert and

Arabie (1985), it is required to know what quantities a $k$-adic SC consists of. Moreover, $k$-adic SCs can be used with the multi-way extensions of multidimensional scaling as considered in Cox, Cox and Branco (1991).

In this paper we consider $k$-adic formulations of various 2-adic presence/absence SCs. Many SCs were originally introduced as measures of similarity. It seems therefore natural to consider $k$-adic formulations of SCs, instead of their dissimilarity counterparts. The $k$-adic generalizations presented here, are not functions of 2 -adic SCs, as is the case in, for example, Joly and Le Calvé (1995) or De Rooij and Gower (2003). Instead, the main objective of the paper is to present $k$-adic formulations that reflect certain basic characteristics of their 2-adic versions. For example, if it holds that $1 \geq S\left(j_{1}, j_{2}\right) \geq 0$, then we require that its $k$-adic version is at least on the same range. Another important characteristic is how the SC may be interpreted for pairs of objects, and how this may generalize to triples or groups of size $k$.

The paper is organized as follows. In the next section some wellknown SCs are studied that are linear in both the numerator and the denominator. The SCs in Section 2 can be defined using just the matches, the number of attributes present in $k$ objects as well as the number of attributes absent in $k$ objects, and $n$, the total number of attributes. The SCs in Section 3 are functions of the association indices presented in Dice (1945). For the 2 -adic case the two association indices are defined as the amount of similarity between any two species, relative to the occurrence of either. The functions considered in Section 3 include the Pythagorean means (harmonic, arithmetic and geometric means), the product and the minimum or maximum function. Section 4 contains a discussion.

## 2. Bennani-Heiser SCs

Many 2-adic SCs are written as functions of the four dependent variables
$a=$ the number of attributes present in both $j_{1}$ and $j_{2}$
$b=$ the number of attributes present in $j_{1}$ but absent in $j_{2}$
$c=$ the number of attributes present in $j_{2}$ but absent in $j_{1}$
$d=$ the number of attributes absent in both $j_{1}$ and $j_{2}$
where $a+b+c+d=n$ (cf. Baulieu, 1989, p. 234). It is interesting to note that, although $b$ and $c$ are two separate variables, many (well-known) SCs are defined to be symmetric in $b$ and $c$. As noted by Heiser and Bennani (1997, p. 195), a large number of 2-adic SCs are characterized by the number of positive matches ( $a$ ), negative matches ( $d$ ), and mismatches ( $b$, c). This is especially the case for SCs that are linear in both numerator and denominator.

Instead of variables $a, b, c$, and $d$, we define for $k$ binary $n$-vectors the three variables

$$
\begin{aligned}
& x^{(k)}=\text { the number of attributes present in } j_{1}, j_{2}, \ldots, j_{k} \\
& z^{(k)}=\text { the number of attributes absent in } j_{1}, j_{2}, \ldots, j_{k} \\
& y^{(k)}=n-x^{(k)}-z^{(k)}, \text { the number of mismatches. }
\end{aligned}
$$

We have $x^{(2)}=a, z^{(2)}=d$ and $y^{(2)}=b+c$. It should be noted that there is no special reason for the use of symbols $x, y$ and $z$.

SCs that can be defined using only the variables $x^{(k)}, y^{(k)}$ and $z^{(k)}$ will be named after Bennani-Dosse (1993) and Heiser and Bennani (1997), who first presented these SCs for triples of objects. Note that, in the following definition, $S$ is a $k$-adic function of the three quantities $x^{(k)}, y^{(k)}$ and $z^{(k)}$, not a function of three objects.

Definition. A Bennani-Heiser SC (BHSC) is a mapping

$$
S\left(x^{(k)}, y^{(k)}, z^{(k)}\right):\left(\mathbb{Z}^{+}\right)^{3}-\{(0,0,0)\} \rightarrow \mathbb{R}
$$

from the set of all ordered 3-tuples of non-negative integers other than the origin into the reals.

Although many well-known BHSCs are linear in both numerator and denominator, it is not a necessary property (see Section 2.3).

With respect to BHSCs, we may reformulate the concept of order equivalence, originally coined by Sibson (1972). Note that, in the following definition, $S$ and $T$ are $k$-adic functions of the three quantities $x^{(k)}, y^{(k)}$ and $z^{(k)}$, instead of functions of three objects.

Definition. Two BHSCs, $S$ and $T$, are said to be globally order equivalent (GOE) provided

$$
\forall\left(x_{1}^{(k)}, y_{1}^{(k)}, z_{1}^{(k)}\right),\left(x_{2}^{(k)}, y_{2}^{(k)}, z_{2}^{(k)}\right) \in\left(\mathbb{Z}^{+}\right)^{3}-\{(0,0,0)\}
$$

we have

$$
\begin{aligned}
& S\left(x_{1}^{(k)}, y_{1}^{(k)}, z_{1}^{(k)}\right)>S\left(x_{2}^{(k)}, y_{2}^{(k)}, z_{2}^{(k)}\right) \quad \text { iff } \\
& T\left(x_{1}^{(k)}, y_{1}^{(k)}, z_{1}^{(k)}\right)>T\left(x_{2}^{(k)}, y_{2}^{(k)}, z_{2}^{(k)}\right)
\end{aligned}
$$

If two coefficients are GOE, they are interchangeable with respect to an analysis method that is invariant under ordinal transformations.

### 2.1 The Jaccard Coefficient

Paul Jaccard (1912) studied the distribution of certain flora in the Alpine zone. In his particular field of interest, the objects were three different Alpine districts and the attributes were species of plants. To measure the resemblance or similarity of two districts in terms of species, Jaccard used the ratio

$$
\begin{align*}
S_{\mathrm{Jac}}^{(2)} & =\frac{\text { Number of species common to the two districts }}{\text { Total number of species in the two districts }} \\
& =\frac{a}{a+b+c}=\frac{x^{(2)}}{x^{(2)}+y^{(2)}}=\frac{x^{(2)}}{n-z^{(2)}} \tag{1}
\end{align*}
$$

A seemingly proper and straightforward 3-adic formulation of the Jaccard coefficient would be

$$
S_{\mathrm{Jac}}^{(3)}=\frac{\text { Number of species common to the three districts }}{\text { Total number of species in the three districts }}=\frac{x^{(3)}}{x^{(3)}+y^{(3)}}
$$

The dissimilarity formulation $1-S_{\mathrm{Jac}}^{(3)}$ was presented in Cox, Cox and Branco (1991, p. 200). Furthermore, the $k$-adic formulation of (1) is then given by

$$
S_{\mathrm{Jac}}^{(k)}=\frac{x^{(k)}}{x^{(k)}+y^{(k)}}=\frac{x^{(k)}}{n-z^{(k)}}
$$

The coefficient in (1) is a member of a family of SCs with a positive parameter $\theta$, which was, according to Heiser and Bennani (1997, p. 197), first studied by both Fichet (1986) and Gower (1986). This family is given by

$$
\begin{equation*}
S_{\mathrm{F}-\mathrm{G}}^{(2)}(\theta)=\frac{a}{a+\theta(b+c)}=\frac{x^{(2)}}{x^{(2)}+\theta y^{(2)}} \tag{2}
\end{equation*}
$$

where $\theta$ is a positive parameter that modifies the number of mismatches in (2). The Fichet-Gower family can be generalized to the $k$-adic family

$$
S_{\mathrm{F}-\mathrm{G}}^{(k)}(\theta)=\frac{x^{(k)}}{x^{(k)}+\theta y^{(k)}}
$$

A SC with $0<\theta<1$ gives more weight to $x^{(k)}$. For $x^{(2)}$ this is regularly done in the case that there are only a few positive matches relative to the number of mismatches: $x^{(2)}$ is much smaller than $y^{(2)}$. Similar arguments can be used for the opposite case and $\theta>1$. Note that $1 \geq S_{\mathrm{F}-\mathrm{G}}^{(k)}(\theta) \geq 0$, $\forall \theta \forall k$, where 1 is obtained iff $y^{(k)}=0$, and 0 is obtained iff $x^{(k)}=0$.

For an arbitrary ordinal comparison with respect to $S_{\mathrm{F}-\mathrm{G}}^{(k)}(\theta)$, we have

$$
\frac{x_{1}^{(k)}}{x_{1}^{(k)}+\theta y_{1}^{(k)}}>\frac{x_{2}^{(k)}}{x_{2}^{(k)}+\theta y_{2}^{(k)}} \quad \text { iff } \quad \frac{x_{1}^{(k)}}{y_{1}^{(k)}}>\frac{x_{2}^{(k)}}{y_{2}^{(k)}}
$$

Since an arbitrary ordinal comparison with respect to $S_{\mathrm{F}-\mathrm{G}}^{(k)}(\theta)$ does not depend on the value of $\theta$, any two members of (2) are GOE. Table 1 presents several members of (2), their corresponding $k$-adic formulations, and a GOE SC that is not a member of $S_{\mathrm{F}-\mathrm{G}}^{(k)}(\theta)$.

### 2.2 The Simple Matching Coefficient

Instead of positive matches only, one may also be interested in a SC that involves the negative matches. The simple matching coefficient

$$
\begin{align*}
S_{\mathrm{SM}}^{(2)} & =\frac{\text { Number of attributes present and absent in two objects }}{\text { Total number of attributes }} \\
& =\frac{a+d}{a+b+c+d}=\frac{x^{(2)}+z^{(2)}}{x^{(2)}+y^{(2)}+z^{(2)}}=\frac{x^{(2)}+z^{(2)}}{n} \tag{3}
\end{align*}
$$

(or Rand index in cluster analysis) has a slightly different formulation compared to the Jaccard coefficient. Possible 3-adic and $k$-adic formulation of (3) are

$$
S_{\mathrm{SM}}^{(3)}=\frac{x^{(3)}+z^{(3)}}{x^{(3)}+y^{(3)}+z^{(3)}} \quad \text { and } \quad S_{\mathrm{SM}}^{(k)}=\frac{x^{(k)}+z^{(k)}}{x^{(k)}+y^{(k)}+z^{(k)}}
$$

For a different but interesting extension of (3), see Gower and Hand (1996, p. 66).

The simple matching coefficient is a member of a second parameter family, that can be found in Gower and Legendre (1986, p. 13). This family is given by

$$
\begin{equation*}
S_{\mathrm{G}-\mathrm{L}}^{(2)}(\theta)=\frac{a+d}{a+\theta(b+c)+d}=\frac{x^{(2)}+z^{(2)}}{x^{(2)}+\theta y^{(2)}+z^{(2)}} \tag{4}
\end{equation*}
$$

The $k$-adic formulation of the parameter family in (4) is

$$
S_{\mathrm{G}-\mathrm{L}}^{(k)}(\theta)=\frac{x^{(k)}+z^{(k)}}{x^{(k)}+\theta y^{(k)}+z^{(k)}}
$$

For $0<\theta<1$, the SC gives more weight to both $x^{(k)}$ and $z^{(k)}$; for $\theta>1$ more weight is assigned to $y^{(k)}$. Note that $1 \geq S_{\mathrm{G}-\mathrm{L}}^{(k)}(\theta) \geq 0, \forall \theta \forall k$, where 1 is obtained iff $y^{(k)}=0$, and 0 is obtained iff $x^{(k)}=z^{(k)}=0$.

Table 1. Fichet-Gower SCs and a GOE SC by Kulczyński.

| Source | 2-adic | $\theta$ | $k$-adic |
| :--- | :---: | :---: | :---: |
| Kulczyński (1927) | $\frac{a}{b+c}$ | - | $\frac{x^{(k)}}{y^{(k)}}$ |
| Jaccard (1912) | $\frac{a}{a+b+c}$ | 1 | $\frac{x^{(k)}}{x^{(k)}+y^{(k)}}$ |
| Sokal and Sneath (1963) | $\frac{a}{a+2(b+c)}$ | 2 | $\frac{x^{(k)}}{x^{(k)}+2 y^{(k)}}$ |
| Gleason (1920), Dice (1945), Sørenson (1948), | $\frac{2 a}{2 a+b+c}$ | $1 / 2$ | $\frac{2 x^{(k)}}{2 x^{(k)}+y^{(k)}}$ |
| Czekanowski (1932), Nei and Li (1979) |  |  |  |

For an arbitrary ordinal comparison with respect to $S_{\mathrm{G}-\mathrm{L}}^{(k)}(\theta)$, we have

$$
\begin{aligned}
\frac{x_{1}^{(k)}+z_{1}^{(k)}}{x_{1}^{(k)}+\theta y_{1}^{(k)}+z_{1}^{(k)}} & >\frac{x_{2}^{(k)}+z_{2}^{(k)}}{x_{2}^{(k)}+\theta y_{2}^{(k)}+z_{2}^{(k)}} \quad \text { iff } \\
\frac{x_{1}^{(k)}+z_{1}^{(k)}}{y_{1}^{(k)}} & >\frac{x_{2}^{(k)}+z_{2}^{(k)}}{y_{2}^{(k)}}
\end{aligned}
$$

Since an arbitrary ordinal comparison with respect to $S_{\mathrm{G}-\mathrm{L}}^{(k)}(\theta)$ does not depend on the value of $\theta$, any two members of (4) are GOE. Table 2 presents several members of (4), the corresponding $k$-adic formulations and two other GOE SCs.

### 2.3 Miscellaneous SCs

In its 2-adic form, a SC by Russel and Rao (1940) is given by

$$
\begin{aligned}
S_{\mathrm{R}-\mathrm{R}}^{(2)} & =\frac{a}{a+b+c+d}=\frac{x^{(2)}}{x^{(2)}+y^{(2)}+z^{(2)}} \\
& =\frac{x^{(2)}}{n}
\end{aligned}
$$

A straightforward $k$-adic generalization of this SC is

$$
S_{\mathrm{R}-\mathrm{R}}^{(k)}=\frac{x^{(k)}}{x^{(k)}+y^{(k)}+z^{(k)}}=\frac{x^{(k)}}{n}
$$

Baroni-Urbani and Buser (1976, p. 258) introduced the two SCs

$$
S_{\mathrm{B}-\mathrm{B}}^{(2)}=\frac{a+\sqrt{a d}}{a+b+c+\sqrt{a d}}=\frac{x^{(2)}+\sqrt{x^{(2)} z^{(2)}}}{x^{(2)}+y^{(2)}+\sqrt{x^{(2)} z^{(2)}}}
$$

and

Table 2. Gower-Legendre SCs and two other GOE SCs.

| Source | 2-adic | $\theta$ | $k$-adic |
| :--- | :--- | :--- | :---: |
| Sokal and Sneath (1963) | $\frac{a+d}{b+c}$ | - | $\frac{x^{(k)}+z^{(k)}}{y^{(k)}}$ |
| Sokal and Michener (1958), | $\frac{a+d}{a+b+c+d}$ | 1 | $\frac{x^{(k)}+z^{(k)}}{x^{(k)}+y^{(k)}+z^{(k)}}$ |
| $\quad$ Rand(1971) | $\frac{a+d}{a+2(b+c)+d}$ | 2 | $\frac{x^{(k)}+z^{(k)}}{x^{(k)}+2 y^{(k)}+z^{(k)}}$ |
| Rogers and Tanimoto (1960) | $\frac{2(a+d)}{2 a+b+c+2 d}$ | $1 / 2$ | $\frac{2\left(x^{(k)}+z^{(k)}\right)}{2\left(x^{(k)}+z^{(k)}\right)+y^{(k)}}$ |
| Gower and Legendre (1986), |  |  | $\frac{x^{(k)}-y^{(k)}+z^{(k)}}{x^{(k)}+y^{(k)}+z^{(k)}}$ |
| $\quad$ Sokal and Sneath (1963) |  |  |  |
| Hamann (1961), Hubert (1977), | $\frac{a-b-c+d}{a+b+c+d}$ | - |  |
| $\quad$ Holley and Guilford (1964) |  |  |  |

$$
S_{\mathrm{B}-\mathrm{B} 2}^{(2)}=\frac{a-b-c+\sqrt{a d}}{a+b+c+\sqrt{a d}}=\frac{x^{(2)}-y^{(2)}+\sqrt{x^{(2)} z^{(2)}}}{x^{(2)}+y^{(2)}+\sqrt{x^{(2)} z^{(2)}}}
$$

Possible $k$-adic formulations of these SCs are

$$
S_{\mathrm{B}-\mathrm{B}}^{(k)}=\frac{x^{(k)}+\sqrt{x^{(k)} z^{(k)}}}{x^{(k)}+y^{(k)}+\sqrt{x^{(k)} z^{(k)}}}
$$

and

$$
S_{\mathrm{B}-\mathrm{B} 2}^{(k)}=\frac{x^{(k)}-y^{(k)}+\sqrt{x^{(k)} z^{(k)}}}{x^{(k)}+y^{(k)}+\sqrt{x^{(k)} z^{(k)}}}
$$

## 3. Dice's Association Indices

Denote by

$$
n_{j_{i}}=\text { the total number of attributes in object } j_{i}
$$

Then, for the 2-adic case we have

$$
a+b=n_{j_{1}}, \quad b+d=n-n_{j_{2}}, \quad a+c=n_{j_{2}} \quad \text { and } \quad c+d=n-n_{j_{1}}
$$

For the 2-adic SCs in this section, these quantities are essential. Since the $k$-adic formulations presented in the following are no longer only based on the matches, $x^{(k)}$ and $z^{(k)}$, and the total number of attributes $n$, we need to
reformulate Sibson's (1972) concept of GOE for $k$-adic SCs that are not BHSCs. In the following definition, $h_{1}, h_{2}, \ldots, h_{k}$ are, similar to $j_{1}, j_{2}, \ldots, j_{k}$, elements of the set $O$.

Definition. Two $k$-adic SCs, $S$ and $T$, are said to be GOE if

$$
\begin{aligned}
& S\left(j_{1}, j_{2}, \ldots, j_{k}\right)>S\left(h_{1}, h_{2}, \ldots, h_{k}\right) \quad \text { iff } \\
& T\left(j_{1}, j_{2}, \ldots, j_{k}\right)>T\left(h_{1}, h_{2}, \ldots, h_{k}\right)
\end{aligned}
$$

Dice (1945, p. 298) proposed 2-adic association indices that consist of the amount of co-occurrence between any two species $j_{1}$ and $j_{2}$, relative to the occurrence of either $j_{1}$ or $j_{2}$. Hence, for every pair of objects there are two indices, namely

$$
\text { index } j_{2} / j_{1}=\frac{a}{a+b}=\frac{x^{(2)}}{n_{j_{1}}} \quad \text { and } \quad \text { index } j_{1} / j_{2}=\frac{a}{a+c}=\frac{x^{(2)}}{n_{j_{2}}}
$$

Albatineh et al. (2006) report Wallace (1983) as a source for these indices.

### 3.1 The Harmonic Mean

Dice (1945) recognized that in some ecologic studies it would be desirable to have an index that does not change depending on which species is used as a base in the denominator. What became know as the Dice coefficient is Dice's coincidence index, which has a value intermediate between the reciprocal association indices. The coincidence index is given by

$$
\begin{equation*}
S_{\text {Dice }}^{(2)}=\frac{2 a}{2 a+b+c}=\frac{2 x^{(2)}}{n_{j_{1}}+n_{j_{2}}} \tag{5}
\end{equation*}
$$

This SC has been proposed independently by multiple authors (see Table 1). Bray (1956) reports Gleason (1920) as one of the first to introduce $S_{\text {Dice }}^{(2)}$. The SC can be interpreted as the number of joint occurrences of two species $x^{(2)}$, divided by the average frequency of occurrence of the two species $\left(n_{j_{1}}+\right.$ $\left.n_{j_{2}}\right) / 2$, that is,

$$
S_{\text {Dice }}^{(2)}=\frac{a}{\frac{a+b}{2}+\frac{a+c}{2}}=\frac{x^{(2)}}{\frac{n_{j_{1}}+n_{j_{2}}}{2}}
$$

In addition, $S_{\text {Dice }}^{(2)}$ may be interpreted as the harmonic mean of the two association indices, which is given by

$$
S_{\text {Dice }}^{(2)}=\frac{2}{\frac{a+b}{a}+\frac{a+c}{a}}=\frac{2}{\frac{n_{j_{1}}}{x^{(2)}}+\frac{n_{j_{2}}}{x^{(2)}}}
$$

We have $1 \geq S_{\text {Dice }}^{(2)} \geq 0$, which we already knew, because the coefficient in (5) is a member of $S_{\mathrm{F}-\mathrm{G}}^{(2)}(\theta)$, for $\theta=1 / 2$.

Dice (1945, p. 300) already noted that the indices he proposed could be easily expanded to measure the amount of association between three or more species. Thus, for every triple of objects there are three indices, namely
$\operatorname{index} j_{2} j_{3} / j_{1}=\frac{x^{(3)}}{n_{j_{1}}}, \quad \operatorname{index} j_{1} j_{3} / j_{2}=\frac{x^{(3)}}{n_{j_{2}}} \quad$ and $\quad \operatorname{index} j_{1} j_{2} / j_{3}=\frac{x^{(3)}}{n_{j_{3}}}$.
The 3 -adic and $k$-adic formulations of (5) are

$$
S_{\text {Dice }}^{(3) *}=\frac{3}{\frac{n_{j 1}}{x^{(3)}}+\frac{n_{j 2}}{x^{(3)}}+\frac{n_{j 3}}{x^{(3)}}}=\frac{3 x^{(3)}}{n_{j_{1}}+n_{j_{2}}+n_{j_{3}}}
$$

and

$$
S_{\text {Dice }}^{(k) *}=\frac{k x^{(k)}}{\sum_{i=1}^{k} n_{j_{i}}}
$$

where $*$ is used to denote that $S_{\text {Dice }}^{(k) *}$ is a different $k$-adic SC compared to the $k$-adic generalization in Table 1. Both $S_{\text {Dice }}^{(3) *}$ and $S_{\text {Dice }}^{(k) *}$ are harmonic means of 3 , respectively $k$, association indices. Furthermore, $S_{\text {Dice }}^{(3) *}$ (and $S_{\text {Dice }}^{(k) *}$ ) can be interpreted as the number of joint occurrences of three ( $k$ ) species $x^{(3)}$, divided by the average frequency of occurrence of the three $(k)$ species $\left(n_{j_{1}}+n_{j_{2}}+n_{j_{3}}\right) / 3$. Similar to $S_{\text {Dice }}^{(2)}$, we have $1 \geq S_{\text {Dice }}^{(k) *} \geq 0$.

### 3.2 The Arithmetic Mean

For pairs of objects, Kulczyński (1927) proposed the SC

$$
\begin{equation*}
S_{\mathrm{Kul}}^{(2)}=\frac{1}{2}\left(\frac{a}{a+b}+\frac{a}{a+c}\right)=\frac{1}{2}\left(\frac{x^{(2)}}{n_{j_{1}}}+\frac{x^{(2)}}{n_{j_{2}}}\right) \tag{6}
\end{equation*}
$$

which is the arithmetic mean (or average) of Dice's indices. Hence, straightforward 3-adic and $k$-adic formulations of (6) are

$$
S_{\mathrm{Kul}}^{(3)}=\frac{1}{3}\left(\frac{x^{(3)}}{n_{j_{1}}}+\frac{x^{(3)}}{n_{j_{2}}}+\frac{x^{(3)}}{n_{j_{3}}}\right) \quad \text { and } \quad S_{\mathrm{Kul}}^{(k)}=\frac{1}{k} \sum_{i=1}^{k} \frac{x^{(k)}}{n_{j_{i}}}
$$

Both formulations are arithmetic means of 3, respectively $k$, association indices. However, $S_{\mathrm{Kul}}^{(2)}$ can also be written as

$$
\begin{equation*}
S_{\mathrm{Kul}}^{(2)}=\frac{a(2 a+b+c)}{2(a+b)(a+c)}=\frac{x^{(2)}\left(n_{j_{1}}+n_{j_{2}}\right)}{2 n_{j_{1}} n_{j_{2}}} . \tag{7}
\end{equation*}
$$

Possible 3-adic and $k$-adic formulations of (7) are respectively

$$
S_{\mathrm{Kul}}^{(3) *}=\frac{\left[x^{(3)}\right]^{2}\left(n_{j_{1}}+n_{j_{2}}+n_{j_{3}}\right)}{3 n_{j_{1}} n_{j_{2}} n_{j_{3}}}
$$

and

$$
S_{\mathrm{Kul}}^{(k) *}=\frac{\left[x^{(k)}\right]^{k-1}\left(\sum_{i=1}^{k} n_{j_{i}}\right)}{k \prod_{i=1}^{k} n_{j_{i}}}
$$

where $*$ in $S_{\mathrm{Kul}}^{(k) *}$ is used to denote that this is an alternative $k$-adic formulation compared to $S_{\mathrm{Kul}}^{(k)}$. Although $S_{\mathrm{Kul}}^{(k) *}$ is not the arithmetic mean of $k$ association indices, this SC (and not $S_{\mathrm{Kul}}^{(k)}$ ) is GOE to a coefficient in Section 3.4.

Sokal and Sneath (1963) presented a SC which is the arithmetic mean (or average) of Dice's indices and the quantities $d /(b+d)$ and $d /(c+d)$. The SC is given by

$$
\begin{align*}
S_{\mathrm{S}-\mathrm{S}}^{(2)} & =\frac{1}{4}\left(\frac{a}{a+b}+\frac{a}{a+c}+\frac{d}{b+d}+\frac{d}{c+d}\right) \\
& =\frac{1}{4}\left(\frac{x^{(2)}}{n_{j_{1}}}+\frac{x^{(2)}}{n_{j_{2}}}\right)+\frac{1}{4}\left(\frac{z^{(2)}}{n-n_{j_{1}}}+\frac{z^{(2)}}{n-n_{j_{2}}}\right) \tag{8}
\end{align*}
$$

and extends (6) in that it includes negative matches. Possible 3 -adic and $k$-adic formulations of (8) are

$$
S_{\mathrm{S}-\mathrm{S}}^{(3)}=\frac{1}{6}\left(\frac{x^{(3)}}{n_{j_{1}}}+\frac{x^{(3)}}{n_{j_{2}}}+\frac{x^{(3)}}{n_{j_{3}}}\right)+\frac{1}{6}\left(\frac{z^{(3)}}{n-n_{j_{1}}}+\frac{z^{(3)}}{n-n_{j_{2}}}+\frac{z^{(3)}}{n-n_{j_{3}}}\right)
$$

and

$$
S_{\mathrm{S}-\mathrm{S}}^{(k)}=\frac{1}{2 k} \sum_{i=1}^{k} \frac{x^{(k)}}{n_{j_{i}}}+\frac{1}{2 k} \sum_{i=1}^{k} \frac{z^{(k)}}{n-n_{j_{i}}}
$$

Similar to $S_{\mathrm{Kul}}^{(2)}$ and $S_{\mathrm{S}-\mathrm{S}}^{(2)}$, we have $1 \geq S_{\mathrm{Kul}}^{(k)}, S_{\mathrm{Kul}}^{(k) *}, S_{\mathrm{S}-\mathrm{S}}^{(k)} \geq 0$.

### 3.3 The Geometric Mean

The geometric mean of Dice's indices

$$
\begin{align*}
S_{\mathrm{Och}}^{(2)} & =\sqrt{\frac{a}{a+b} \times \frac{a}{a+c}}=\frac{a}{\sqrt{(a+b)(a+c)}} \\
& =\frac{x^{(2)}}{n_{j_{1}}^{1 / 2} n_{j_{2}}^{1 / 2}} \tag{9}
\end{align*}
$$

is considered in Ochiai (1957) and Fowlkes and Mallows (1983). The 3-adic and $k$-adic formulations of (9) are given by

$$
S_{\mathrm{Och}}^{(3)}=\frac{x^{(3)}}{n_{j_{1}}^{1 / 3} n_{j_{2}}^{1 / 3} n_{j_{3}}^{1 / 3}} \quad \text { and } \quad S_{\mathrm{Och}}^{(k)}=\frac{x^{(k)}}{\prod_{i=1}^{k} n_{j_{i}}^{1 / k}}
$$

Both formulations are geometric means of 3, respectively $k$, association indices.

An extension of (9) presented in Sokal and Sneath (1963) that includes the negative matches between objects $j_{1}$ and $j_{2}$, can be written as

$$
\begin{align*}
S_{\mathrm{S}-\mathrm{S} 2}^{(2)} & =\sqrt{\frac{a}{a+b} \times \frac{a}{a+c} \times \frac{d}{b+d} \times \frac{d}{c+d}} \\
& =\frac{a d}{\sqrt{(a+b)(a+c)(b+d)(c+d)}} \\
& =\frac{x^{(2)} z^{(2)}}{\left[n_{j_{1}}\left(n-n_{j_{1}}\right)\right]^{1 / 2}\left[n_{j_{2}}\left(n-n_{j_{2}}\right)\right]^{1 / 2}} \tag{10}
\end{align*}
$$

The SC in (10) is not a geometric mean. The SC may be interpreted as a product of two geometric means, or as the square of the geometric mean of Dice's indices and the quantities $d /(b+d)$ and $d /(c+d)$. Possible 3-adic and $k$-adic formulations of (10) are

$$
S_{\mathrm{S}-\mathrm{S} 2}^{(3)}=\frac{x^{(3)} z^{(3)}}{\left[n_{j_{1}}\left(n-n_{j_{1}}\right)\right]^{1 / 3}\left[n_{j_{2}}\left(n-n_{j_{2}}\right)\right]^{1 / 3}\left[n_{j_{3}}\left(n-n_{j_{3}}\right)\right]^{1 / 3}}
$$

and

$$
\begin{aligned}
S_{\mathrm{S}-\mathrm{S} 2}^{(k)} & =\frac{x^{(k)}}{\prod_{i=1}^{k} n_{j_{i}}^{1 / k}} \times \frac{z^{(k)}}{\prod_{i=1}^{k}\left(n-n_{j_{i}}\right)^{1 / k}} \\
& =\frac{x^{(k)} z^{(k)}}{\prod_{i=1}^{k}\left[n_{j_{i}}\left(n-n_{j_{i}}\right)\right]^{1 / k}}
\end{aligned}
$$

Similar to (10), these formulations are products of two geometric means. Similar to $S_{\mathrm{Och}}^{(2)}$ and $S_{\mathrm{S}-\mathrm{S} 2}^{(2)}$, we have $1 \geq S_{\mathrm{Och}}^{(k)} \geq S_{\mathrm{S}-\mathrm{S} 2}^{(k)} \geq 0$.

### 3.4 The Product

The product of Dice's association

$$
\begin{equation*}
S_{\mathrm{Sorg}}^{(2)}=\frac{a^{2}}{(a+b)(a+c)}=\frac{\left[x^{(2)}\right]^{2}}{n_{j_{1}} n_{j_{2}}} \tag{11}
\end{equation*}
$$

is also called the correlation ratio. Cheetham and Hazel (1969, p. 1131) report Sorgenfrei (1959) as one of the first to use this SC. Straightforward 3 -adic and $k$-adic formulations of the SC in (11) are

$$
S_{\mathrm{Sorg}}^{(3)}=\frac{\left[x^{(3)}\right]^{3}}{n_{j_{1}} n_{j_{2}} n_{j_{3}}} \quad \text { and } \quad S_{\mathrm{Sorg}}^{(k)}=\frac{\left[x^{(k)}\right]^{k}}{\prod_{i=1}^{k} n_{j_{i}}}
$$

In words, $S_{\text {Sorg }}^{(3)}\left(S_{\text {Sorg }}^{(k)}\right)$ is the product of $3(k)$ association indices. Since we have $S_{\mathrm{Och}}^{(k)}=\sqrt[k]{S_{\mathrm{Sorg}}^{(k)}}$, the two coefficients are GOE.

A SC by McConnaughey (1964) extends the SC in (11) by subtracting the 2 -adic mismatches in the numerator. The SC is given by

$$
\begin{equation*}
S_{\mathrm{McC}}^{(2)}=\frac{a^{2}-b c}{(a+b)(a+c)}=\frac{x^{(2)}\left(n_{j_{1}}+n_{j_{2}}\right)-n_{j_{1}} n_{j_{2}}}{n_{j_{1}} n_{j_{2}}} \tag{12}
\end{equation*}
$$

Possible 3-adic and $k$-adic formulations of the SC in (12) are respectively

$$
S_{\mathrm{McC}}^{(3)}=\frac{\frac{2}{3}\left[x^{(3)}\right]^{2}\left(n_{j_{1}}+n_{j_{2}}+n_{j_{3}}\right)-n_{j_{1}} n_{j_{2}} n_{j_{3}}}{n_{j_{1}} n_{j_{2}} n_{j_{3}}}
$$

and

$$
S_{\mathrm{McC}}^{(k)}=\frac{\frac{2}{k}\left[x^{(k)}\right]^{k-1}\left(\sum_{i=1}^{k} n_{j_{i}}\right)-\prod_{i=1}^{k} n_{j_{i}}}{\prod_{i=1}^{k} n_{j_{i}}}
$$

Similar to $S_{\mathrm{McC}}^{(2)}$, it holds that $1 \geq S_{\mathrm{McC}}^{(k)} \geq-1$.
Denote by
$q^{(k)}=$ the number of attributes present in objects $h_{1}, h_{2}, \ldots, h_{k}$.
For an arbitrary ordinal comparison with respect to $S_{\mathrm{McC}}^{(k)}$, we have

$$
\begin{array}{r}
\frac{\frac{2}{k}\left[x^{(k)}\right]^{k-1} \sum_{i=1}^{k} n_{j_{i}}-\prod_{i=1}^{k} n_{j_{i}}}{\prod_{i=1}^{k} n_{j_{i}}}>\frac{\frac{2}{k}\left[q^{(k)}\right]^{k-1} \sum_{i=1}^{k} n_{h_{i}}-\prod_{i=1}^{k} n_{h_{i}}}{\prod_{i=1}^{k} n_{h_{i}}} \\
\quad \text { iff } \quad \frac{\left[x^{(k)}\right]^{k-1} \sum_{i=1}^{k} n_{j_{i}}}{\prod_{i=1}^{k} n_{j_{i}}}>\frac{\left[q^{(k)}\right]^{k-1} \sum_{i=1}^{k} n_{h_{i}}}{\prod_{i=1}^{k} n_{h_{i}}} . \tag{13}
\end{array}
$$

For an arbitrary ordinal comparison with respect to $S_{\mathrm{Kul}}^{(k) *}$ from Section 3.2, we also obtain (13), which implies that $S_{\mathrm{McC}}^{(k)}$ and $S_{\mathrm{Kul}}^{(k) *}$ are GOE.

### 3.5 The Minimum/Maximum

Suppose that one is not interested in both of Dice's (1945) 2-adic association indices. Instead, one may only be interested in the SC that reflects the amount of similarity between species $j_{1}$ and $j_{2}$, relative to the most abundant species. On the other hand, one may also be interested in the SC that reflects the amount of similarity between object $j_{1}$ and $j_{2}$, relative to the object that occurs the least. In the former case, one obtains

$$
\begin{align*}
S_{\mathrm{BB}}^{(2)} & =\min \left(\frac{a}{a+b}, \frac{a}{a+c}\right)=\frac{a}{\max (a+b, a+c)} \\
& =\frac{x^{(2)}}{\max \left(n_{j_{1}}, n_{j_{2}}\right)} \tag{14}
\end{align*}
$$

which is a SC considered in Braun-Blanquet (1932). Straightforward 3-adic and $k$-adic formulations of (14) are respectively

$$
S_{\mathrm{BB}}^{(3)}=\min \left(\frac{x^{(3)}}{n_{j_{1}}}, \frac{x^{(3)}}{n_{j_{2}}}, \frac{x^{(3)}}{n_{j_{3}}}\right)=\frac{x^{(3)}}{\max \left(n_{j_{1}}, n_{j_{2}}, n_{j_{3}}\right)}
$$

and

$$
S_{\mathrm{BB}}^{(k)}=\frac{x^{(k)}}{\max \left(n_{j_{1}}, n_{j_{2}}, \ldots, n_{j_{k}}\right)}
$$

In the latter case, we may use

$$
\begin{align*}
S_{\mathrm{Sim}}^{(2)} & =\max \left(\frac{a}{a+b}, \frac{a}{a+c}\right)=\frac{a}{\min (a+b, a+c)} \\
& =\frac{x^{(2)}}{\min \left(n_{j_{1}}, n_{j_{2}}\right)} \tag{15}
\end{align*}
$$

which is a SC described in Simpson (1943). Straightforward 3-adic and $k$-adic formulations of (15) are respectively

$$
S_{\mathrm{Sim}}^{(3)}=\frac{x^{(3)}}{\min \left(n_{j_{1}}, n_{j_{2}}, n_{j_{3}}\right)} \quad \text { and } \quad S_{\mathrm{Sim}}^{(k)}=\frac{x^{(k)}}{\min \left(n_{j_{1}}, n_{j_{2}}, \ldots, n_{j_{k}}\right)}
$$

Clearly, similar to $S_{\mathrm{BB}}^{(2)}$ and $S_{\mathrm{Sim}}^{(2)}$, it holds that $1 \geq S_{\mathrm{Sim}}^{(k)} \geq S_{\mathrm{BB}}^{(k)} \geq 0$.

## 4. Discussion

As pointed out by Gower and Legendre (1986, p. 31) for 2-adic SCs, a SC has to be considered in the context of the descriptive statistical analysis
of which it is a part. Furthermore, the choice of a SC is strongly influenced by the nature of the data and the intended type of analysis. Clearly, the same arguments apply for the $k$-adic generalizations of various 2 -adic SCs for binary (presence/absence) data that were presented in this paper. Cox, Cox and Branco (1991) pointed out that $k$-adic SCs, for example, 3-adic or 4 -adic SCs instead of 2 -adic SCs, can be used to detect possible higherorder relations between the objects. A similar argument was made by Daws (1996) in the context of free-sorting data. Daws showed convincingly that an analysis that uses 3-adic information may be more informative than an analysis based on 2-adic information only.

Consider the data matrix for five binary strings on fourteen attributes in Table 3. For these data it can be verified that the ten 2-adic Jaccard SCs between the five objects are all equal $\left(S_{\mathrm{Jac}}^{(2)}=3 / 11\right)$, and that the ten 3 -adic Jaccard SCs are all equal $\left(S_{\mathrm{Jac}}^{(3)}=1 / 13\right)$, giving no discriminative information about the five objects. However, the 4 -adic Jaccard SC between objects 2, 3, 4 and $5\left(S_{\mathrm{Jac}}^{(4)}=1 / 13\right)$ differs from the other four 4-adic Jaccard SCs $\left(S_{\mathrm{Jac}}^{(4)}=0\right)$. This artificial example shows that higher-order information can put objects 2, 3, 4 and 5 in a group separated from object 1 . Of course, one can also argue that the wrong 2 -adic SC is specified.

Two major classes of $k$-adic SCs were distinguished in this paper. The first class is referred to as Bennani-Heiser SCs, which contains all SCs that can be defined using only the positive matches $x^{(k)}$, the negative matches $z^{(k)}$ and the total number of attributes $n$. Many BHSCs are fractions that are linear in both numerator and denominator. As it turned out, a second class was formed by SCs that could be formulated as functions of association indices first presented in Dice (1945). These functions included the Pythagorean means (harmonic, arithmetic and geometric means). New coefficients in the second class can be created by considering other type of means, like the Heronian mean and the root mean square (see, for example, Mays, 1983). The Heronian mean of

$$
\frac{a}{a+b} \text { and } \frac{a}{a+c} \text { is given by } \frac{1}{3}\left(\frac{a}{a+b}+\frac{a}{\sqrt{(a+b)(a+c)}}+\frac{a}{a+c}\right)
$$

whereas the root mean square equals

$$
\sqrt{\frac{1}{2}\left(\frac{a}{a+b}\right)^{2}+\frac{1}{2}\left(\frac{a}{a+c}\right)^{2}}
$$

New coefficients can also be created by including the quantities $d /(b+d)$ and $d /(c+d)$. For example, the function

Table 3. Hypothetical binary scores of five objects on fourteen attributes.

| objects | attributes |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 2 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 3 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| 4 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 5 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |

$$
\begin{gathered}
\frac{4 a d}{4 a d+(a+d)(b+c)} \quad \text { is the harmonic mean of } \\
\frac{a}{a+b}, \frac{a}{a+c}, \frac{d}{b+d} \quad \text { and } \frac{d}{c+d}
\end{gathered}
$$

The reader may have noted that we have failed to present $k$-adic versions of SCs that involve the covariance $(a d-b c)$ between a pair of objects, for example, the phi coefficient or Cohen's kappa, given by respectively

$$
S_{\mathrm{Phi}}^{(2)}=\frac{a d-b c}{\sqrt{(a+b)(a+c)(b+d)(c+d)}}
$$

and

$$
S_{\mathrm{Cohen}}^{(2)}=\frac{2(a d-b c)}{(a+b)(b+d)+(a+c)(c+d)}
$$

The definition of covariance between triples of objects is already quite complex and the topic is outside the scope of the present study. We also have not considered $k$-adic versions of the odds ratio $a d / b c$ or coefficients that are transformations of $a d / b c$ to a $[-1,1]$ scale, for example,

$$
S_{\text {Yule }}^{(2)}=\frac{\frac{a d}{b c}-1}{\frac{a d}{b c}+1}=\frac{a d-b c}{a d+b c}
$$

A completely different way of formulating $k$-adic SCs for binary data, including a $k$-adic generalization of $S_{\text {Cohen }}^{(2)}$, can be found in Warrens (2008b). The SCs in that paper are studied in the context of correction for chance.

We end this paper with the following problem. Two $k$-adic formulations of the Dice's coincidence index $S_{\text {Dice }}$ were considered in this paper, namely

$$
S_{\text {Dice }}^{(k)}=\frac{2 x^{(k)}}{2 x^{(k)}+y^{(k)}} \quad \text { and } \quad S_{\text {Dice }}^{(k) *}=\frac{k x^{(k)}}{\sum_{i=1}^{k} n_{j_{i}}}
$$

The first, $S_{\text {Dice }}^{(k)}$, is a BHSC (Section 2) and belongs to the parameter family $S_{\mathrm{F}-\mathrm{G}}^{(k)}(\theta)=x^{(k)} /\left(x^{(k)}+\theta y^{(k)}\right)$. All the members of this parameter family are GOE and the following question arises: are there any SCs that are GOE with respect to $S_{\text {Dice }}^{(k) *}$ ? Instead of the BHSC-formulation, let the 2-adic version of the Jaccard coefficient be written in the notation of Section 3, that is,

$$
\begin{equation*}
S_{\mathrm{Jac}}^{(2)}=\frac{x^{(2)}}{n_{j_{1}}+n_{j_{2}}-x^{(2)}} \tag{16}
\end{equation*}
$$

Ignoring the interpretation of the SC in (1), up to three possible $k$-adic versions of (16), that use similar generalizations compared to $S_{\text {Dice }}^{(k) *}$, can be found:

$$
\begin{aligned}
S_{\mathrm{Jac}}^{(k) *} & =\frac{(k-1) x^{(k)}}{\sum_{i=1}^{k} n_{j_{i}}-x^{(k)}}, \quad S_{\mathrm{Jac}}^{(k) * *}=\frac{x^{(k)}}{\frac{2}{k} \sum_{i=1}^{k} n_{j_{i}}-x^{(k)}} \\
\text { and } \quad S_{\mathrm{Jac}}^{(k) * * *} & =\frac{x^{(k)}}{\sum_{i=1}^{k} n_{j_{i}}-(k-1) x^{(k)}} .
\end{aligned}
$$

Similar to $S_{\mathrm{Jac}}^{(2)}$, we have $1 \geq S_{\mathrm{Jac}}^{(k) *}, S_{\mathrm{Jac}}^{(k) * *}, S_{\mathrm{Jac}}^{(k) * * *} \geq 0$, but neither of them can be interpreted as a $k$-adic formulation in terms of the SC in (1). However, for an arbitrary ordinal comparison with respect to $S_{\text {Dice }}^{(k) *}$, we have

$$
\begin{equation*}
\frac{k x^{(k)}}{\sum_{i=1}^{k} n_{j_{i}}}>\frac{k q^{(k)}}{\sum_{i=1}^{k} n_{h_{i}}} \quad \text { iff } \quad \frac{x^{(k)}}{\sum_{i=1}^{k} n_{j_{i}}}>\frac{q^{(k)}}{\sum_{i=1}^{k} n_{h_{i}}} \tag{17}
\end{equation*}
$$

For an arbitrary ordinal comparison with respect to either $S_{\mathrm{Jac}}^{(k) *}, S_{\mathrm{Jac}}^{(k) * *}$ or $S_{\text {Jac }}^{(k) * * *}$, we also obtain (17), which implies that all four SCs are GOE. Thus, multiple $k$-adic SCs can be presented that are GOE to $S_{\text {Dice }}^{(k) *}$, but no SC has the clear interpretation that holds for the class of BHSCs.
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