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Abstract In this paper, we present
a two-level statistical model for char-
acterizing the stochastic and specific
nature of trees. At the low level, we
define plantons, which are a group of
similar organs, to depict tree organ
details statistically. At the high level,
a set of transitions between plantons
is provided to describe the stochastic
distribution of organs.
Based on such a tree model, we
propose a novel tree modeling
approach, synthesizing trees by
plantons, which are extracted from
tree samples. All tree samples are
captured from the real world. We
have designed a maximum likelihood
estimation algorithm to acquire the

two-level statistical tree model from
single samples or multi- samples.
Experimental results show that our
new model is capable of synthesizing
new trees with similar, yet visually
different shapes.

Keywords Tree modeling · Model-
ing from samples · Markov model ·
Image-based modeling

1 Introduction

In many applications such as animation production, video
game and flight simulation, realistic trees add significant
realism to computer-generated scenes. Nevertheless, mod-
eling trees with high fidelity has been an interesting but
difficult problem.

In general, ordinary 3D modeling approaches are not
efficient for generating realistic trees due to the trees’
vast morphology and complex structure. Since Ulam used
the cellular automata to simulate branching patterns in
1962 [36], many tree modeling approaches have been de-
veloped. Most of them make use of biological knowledge
to either build a parametric model with a few geometric
parameters [31, 38] or to develop a set of rules to construct
trees procedurally [19, 24–27] or interactively [2, 18, 38].
These methods are capable of generating various kinds

of trees; however, the results heavily rely on the user’s
biological knowledge and modeling experience. Another
modeling technique is based on an inverse-procedure that
recovers tree models from photographs [29, 33, 35]. Nev-
ertheless, these solutions aim at resembling trees on pho-
tographs rather than at retrieving the botanical principles
that can be used to generate new trees.

In this paper, we propose a novel tree modeling ap-
proach, efficiently synthesizing trees based on a set of tree
samples captured from the real world. We exploit the ob-
servation that a tree can be regarded as a composition of
some repetitive organs. Moreover, the similarities of or-
gans exist not only within one tree but also across trees of
the same species.

Inspired by recent biological research progress [5, 12],
we propose a two-level statistical model to represent trees.
At the low level, repetitive organs of similar shapes and
branching structure are clustered. Such an organ cluster
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is called a planton, which is analogous to a texton [15]
in the texture image. For each planton, statistical dis-
tributions are used to describe details of the organ. At
the high level, we assume that the distribution of these
clustered organs in a tree, or namely the transitions be-
tween plantons, follows the first-order semi-Markov dy-
namics, which is represented by a transition matrix. With
our tree model, the process of modeling new trees is
similar to that of synthesizing texture images based on
texture sample. However, while texture images are as-
sumed as a two-dimensional spatial distribution, in our
approach trees are assumed as a tree-structured temporal
distribution.

To capture more faithful tree samples, we use laser
scanning and image-based modeling techniques. Unlike
previous methods that attempt to recover a complete tree
directly, under the statistical assumption, in our model
only a portion of a real world tree needs to be recov-
ered, which greatly reduces the cost of the acquisition
and pre-processing. Then, a maximum likelihood estima-
tion algorithm is developed to extract the best plantons
and their transitions from samples. Once these plantons
and their transitions are learnt, they are used to synthesize
new trees with statistically similar, yet visually different
shapes.

2 Related work

Tree modeling. Many models and approaches have been
proposed to represent and model trees. Ulam [36] em-
ployed the concept of cellular automata to build the first
tree model. Then Greene made an extension introducing
a voxel space [11]. Later, deterministic rules and paramet-
ric models were used by Honda [14] to describe trees.
Such a parametric branching structure and botanical rules
were also used by Aono et al. [10] and Weber et al. [38].
In contrast to deterministic models, stochastic models are
proposed in [8, 31, 37]. In these methods, tree structures
in terms of probabilities are of one-level and all stochas-
tic parameters are specified manually or artificially, not
acquired from real world data. Fractals [7, 21, 23] and
rewrite systems [19, 26] use a set of rules and a rewrit-
ing mechanism to describe the structure and growth of
a plant. To enhance the uncontrollable writing rules, more
elaborate L-systems were proposed in succession [25, 27].
Other modeling methods, particle systems [30], spline
skeletons [13], implicit visualization and inverse model-
ing technique [9, 10] have also been proposed. Recently,
some software, which provides an interactive environment
to lessen the efforts of designing the model or the rewrit-
ing rules, has been developed [2, 18, 38]. Unlike the above
approaches, our new method uses captured samples for
modeling and it does not require much biological know-
ledge or modeling experience on the part of the user.

Capturing real-world trees. Recently, several image-
based modeling approaches have been developed to
capture trees from the real world. Tatsumi [33] and
Shlyakhter [35] employed plant silhouettes on multi-view
images to generate a volume representation of a tree,
which is used to guide interactively or procedurally 3D
tree modeling. Reche et al. [29] presented another image-
based volumetric representation, in which a tree is rep-
resented by a set of grids with view-dependent textures,
that are extracted from a few calibrated photographs. Fol-
lowing these previous works, our approach uses either
image-based modeling or laser scanning to capture trees.
Moreover, the recovered trees are not the modeling results
but only as samples for the next analysis.

Textons and the Markov model. Our tree synthesis algo-
rithm is inspired by texture synthesis algorithms. Tex-
ton [15], as a macro structure of an image, has been suc-
cessfully used to synthesize large size textures [6, 17].
A texture is a combination of textons and the distribution
of textons is regarded as a Markov random field. The pro-
cess of texture synthesis consists of three steps: defining
textons, building the distribution graph of the textons, and
finally planning an appropriate path in the distribution
graph. The Markov model is widely used in speech recog-
nition and synthesis [28], dynamical systems [32], video
texture [11] and in motion texture [16]. For tree modeling,
some biological research [5, 12] pointed out that the archi-
tecture of a plant relates to a Markov process.

3 Tree model

In this paper, we propose a two-level statistical model to
depict certain botanical homogeneities of trees of the same
species. Such botanical homogeneities are analyzed from
tree samples, which are captured from the real world. We
first give the mathematical representation of tree samples
and then define our tree model.

3.1 Sample representation

In our method, the sample may be either a whole tree or
a portion of a tree (Fig. 1(b)). A tree sample is represented
by a pair consisting of an organ set O and an organ con-
nectivity B (Fig. 1(c)). Corresponding to the tree structure
in the real world, O is a partially ordered set of organs and
B enumerates all directed connections between any two
organs in O. In the tree sample, we assume that there are
M organs, namely O = {o1, o2, . . . , oM}, where o1 is set
as the root of the tree structure and for any i < k, ok can-
not be the parent of oi . Organ connectivity is defined by
B = {b(o, o′)|o ∈ O, o′ ∈ O, and o′ grows from o}.

For each organ in O, a set of parameters s is used
to describe the organ’s geometry. Similar to the previous
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Fig. 1a–f. Overview of the algorithm. There are three steps in our tree modeling, recovering, analyzing and synthesizing. a A tree. Similar
organs are marked in the same color. b Recovered tree sample, a portion of a real world tree. c The sample is represented by organ set O =
{o1, o2, . . . , oM} and organ connectivity B = {b(o, o′)}. d Two-level statistical model, the plantons X and transitions of plantons A learnt
from tree sample after analyzing process. Similar organs (in the same color) are clustered in one planton. e A planton tree is synthesized
from {X, A} in the synthesizing process and each planton on such tree represents one organ. f The final synthesized new tree is similar to
the original one but visually different

work [13, 38], our model defines three organ types such
as the stem, leaf and flower. The geometry of a stem is
represented by a central line (Bézier splines) with several
circular cross-sections, while that of a leaf or a flower is
represented by a polygon or a bounding box with textures,
respectively (Fig. 2). These parameters used in the geom-
etry representation are denoted by s. In the following, we
use denotation x.y to indicate that object y is the member
variable of object x, e.g. the parameter s of organ o is de-
noted by o.s. On the other hand, the denotation v[k] is used
to denote the k-th component of vector v.

To compare the similarity of two organs of the same
type, we define a distance metric between two organs op
and oq as

D(op, oq) =
∑

k

αk(op.s[k]−oq .s[k])2, (1)

where αk is the weight for the k-th component. The
smaller the D(op, oq), the more the similar organs op
and oq .

3.2 A two-level statistical model

At the low level of our two-level statistical model, a set
of plantons is defined to depict similar organs statisti-
cally. At the high level, the transitions of plantons are

used to describe the stochastic distribution of tree organs.
Thus, a kind of tree can be represented by a planton set
X = {x1, x2, . . . , xN} together with the transitions of the
plantons A (a transition matrix) (Fig. 1(d)).

Each planton is defined by a triple (L, G, N ), where
L is a cluster of organs with similar shape, G is the dis-
tribution of the organ’s parameters in L, and N is the
distribution of the branch number of each organ in L. In
practice, we assume that G is a high-dimensional Gaussian
distribution and that N adopts a 1D Gaussian distribution.

Under our assumption that the distribution of organs
follows the first-order Semi-Markovian dynamics, the
planton transition matrix A can be used to represent the
growing rule of a tree. Each element a[i, j] in A, a tran-
sition, is also defined by a triple (p, T, Ω). The transition
probability, a[i, j].p, is the likelihood that an organ o
whose statistical properties are depicted by planton xi can
branch another organ o′ whose statistical properties are
depicted by planton xj .

α[i, j].p = P(o′ ∈ xj .L|o ∈ xi .L) b(o, o′) ∈ B.

Similarly, a[i, j].T and a[i, j].Ω are, respectively, the
distributions of the organ’s location t and the growing di-
rection with respect to its parent organ. t is normalized
into the interval [0, 1] to represent the relative position.
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Fig. 2. Parameters of organs

The above model is equivalent to a directed graph in
which each node represents a planton and the weight on
each directed arc represents a transition. Similar models
have been widely adopted in texture synthesis [6, 17],
video texture [34] and motion textures [16]. In our ap-
proach, we further exploit it as the statistical model for
tree modeling. Unlike conventional Markov models [4,
28], we use hybrid transitions, which depend not only on
probabilities but also on other statistical features (location
and direction distributions).

3.3 Overview of our approach

Our approach takes three steps to compose a new tree:
(1) Acquiring tree samples from the real world. (2) Ana-
lyzing the tree samples to extract the statistical model, the
plantons and the transitions of plantons. (3) Synthesizing
new trees based on the learnt tree model (Fig. 1).

4 Acquisition

We use two methods to acquire samples from the real
world. One is the laser scanning technique for capturing
dense depth images of trees. Due to self-occlusion, it is
difficult for this method to reconstruct foliage trees au-
tomatically. So, alternatively, the interactive image-based
modeling technique is employed to reconstruct tree sam-
ples based on multiple photographs. In our method, as

there is no need to reconstruct an entire tree and some
elaborate tools are provided, the amount of user’s inter-
actions is acceptable and the time cost on recovering is
relatively small. The recovering process is demonstrated
in the electronic supplementary material (ESM).

4.1 Data from range images

A range camera is used to recover bare trees in winter.
For each tree multiple photos of different views are shot.
On each view, points with depths on 2D skeletons of
stems are automatically extracted and then registered in
a global coordinate (Fig. 3(a)). We take a two-step greedy
algorithm to estimate parameters of stems from a regis-
tered skeleton points cloud. Firstly, these point clouds are
sorted into a tree-structure, named skeleton-tree, by iter-
atively linking the closest points (Fig. 3(b)). Then, stems
are extracted by fitting points on the skeleton-tree with
Bézier curves. This process is conducted progressively,
starting from the root, the first stem is created and updated
while adjacent points are consequently taken into account.
New stems will be created when the fitting error is larger
than a threshold (Fig. 3(c)). Once the points for one stem
is clustered, the stem radius is automatically computed
from depth images (Fig. 3(d)). After these automatic steps,
some interactions can be performed to adjust stems for
better results.

4.2 Data from photographs

For foliage trees, we induct user interactions to guide the
image-based tree recovering. For each type of organ, dif-
ferent interactive tools are developed to help the user to
recover the shape of organs from calibrated photographs.
For stems, a contour tracing method [22] is applied to ex-
tract their skeletons and radiuses. For leaves and flowers,
tools are developed to extract organs’ geometry and tex-
tures directly, the user only needs to locate their positions
and growing directions on images.

Fig. 3a–d. Fitting stems from skeleton points cloud. Only a part of
a tree is shown as an example. a Registered skeleton points clouds.
b Points are linked into a skeleton-tree c Points are fitted by Bézier
curves and stems are extracted. d The stem’s radius are automati-
cally recovered from depth images along Bézier curves
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5 Analyzing

As the same type of organs can be found among all sam-
ples of the same species of trees, we conduct an analysis
on multiple samples to extract the statistical tree model.

5.1 Learning from a single sample

Given a tree sample (O, B), our approach learns the tree
model parameters (X, A) by finding a maximum likeli-
hood solution.

(X̂, Â) = arg max
(X,A)

P(O, B|X, A)) (2)

Considering X and A as hidden variables, we adopt
the EM algorithm [3] to solve the maximum likelihood
problem. All organs in the tree sample are classified by
a k-mean algorithm according to the similarity distance
metric defined in Sect. 3. In the first step (E-step), the
distribution (G, N ) for each organ cluster and the transi-
tions (p, T, Ω) among clusters are estimated, respectively.
In the second step (M-step), according to the estimated
distribution (G, N ) and transitions (p, T, Ω), all organs
are reclassified and the clusters are updated. The E- and
M-steps are executed repeatedly until the clusters remain
unchanged.

5.1.1 E-step

Once the organ clusters {Li |i = 1, . . . , N} are available,
each organ cluster is initially regarded as a planton candi-
date, namely a planton candidate {xi, xi .L = Li}. Thus,
the shape distribution G and the branching number distri-
bution N of each candidate can be estimated by a max-
imum likelihood using Eq. 3,

xi .(Ĝ, N̂ ) = arg max
(xi .G,xi .N )

P(xi.L|xi .(G, N ))

= arg max
∏

all o∈xi .L

P(o.s|xi.(G, N )). (3)

Moreover, the element a[i, j] in transition matrix A is
evaluated by the following formula

α[i, j].p = count{b(o, o′)|o′ ∈ Li, b(o, o′) ∈ B}
count{b(o, o′)|o′ ∈ O, b(o, o′) ∈ B} , (4)

a[i, j].T and a[i, j].Ω can be obtained in a way similar to
the estimation of maximizing the likelihood of G and N .

5.1.2 M-step

When all planton candidates X and the transition matrix A
are known, we need to re-classify all organs in organ set O
using the obtained parameters. Once given a classification

label for organs {l1, l2, . . . , lM}, where ok ∈ xlk .L, accord-
ing to Eq. 2, the likelihood that the sample is depicted by
current classification can be evaluated as follows

P(O, B|X, A) = P(O|X) · P(B|A)

=
M∏

k=1

P(ok.s|xlk .(G, N )

· P(b(op, ok)|α[lp, lk](p, T, Ω)). (5)

where op is the parent of ok in the sample. The first term
is the probability that ok is depicted by the planton xi ,
the second term reflects with how much possibility ok can
grow from op under the current planton transitions. There-
fore, the optimal re-classification of organs can be derived
by maximizing P(O, B|X, A).

Algorithm 1 M-step for classification

1. Initialization
H1(i) = P(o1.s|xi(G, N ))

2. For k = 2 to M(M is the number of organs)

Hk(i) = max
j

[Hk−1( j)∗ P(ok.s|xi(G, N ))

·P(b( j, i)|a[ j, i](p, T,Ω))]
Ik(i) = arg max

j
[Hk−1( j)∗ P(ok.s|xi(G, N ))

·P(b( j, i)|a[ j, i](p, T,Ω))]
3. Final solution

H = max
i

HM(i)

IM = arg max
i

HM(i)

4. Backtrack the label lk
For k = M −1 to 1

lM = IM , lk = Ik+1(lk+1)

All labels {lk} indicate which planton ok belongs to.

5. Refine the clusters
Evaluate error ek in lk-th planton
If (ei > emax)

Create a new cluster and insert ok into it
Else

Insert ok into cluster Llk

A dynamic programming algorithm is used to find the
optimal classification label {l1, l2, . . . , lM}. It can be con-
sidered as an iterative searching process from the root
organ o1 to the current organ ok to find the classifica-
tion of o1, . . . , ok to maximize P(O, B|X, A). When k
reaches M, the classification of o1, . . . , oM with the max-
imum probability is the desirable solution. We use Hk(i)
to represent the maximum likelihood of all classifications
of o1, . . . , ok, where the k-th organ belongs to the i-th
planton. Ik(i) is used to represent the label of the planton
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to achieve Hk(i). The algorithm is summarized in Al-
gorithm 1. In the algorithm, we use a threshold emax to
control whether the statistical properties of an organ can
be depicted by a planton. It affects the number of resultant
plantons. The greater the emax is, the fewer the resultant
plantons are.

5.2 Learning from multi-samples

Given K samples (O1, B1), . . . , (OK , BK), Eq. 2 can be
extended to

(X̂, Â) = arg max
(X,A)

P((O1, B1), . . . , (OK , BK)|X, A)

= arg max
(X,A)

K∏

i=1

P((Oi, Bi)|X, A). (6)

Fig. 4a–d. Classifications of stems in the EM algorithm. a An
initial classification of 25 plantons. b and c Intermediate classifi-
cations of 23 plantons and 20 plantons, respectively. d is the final
classification of 20 planton

Fig. 5a,b. Synthesizing a new tree. a A step of the synthesis from
one sample (left) to a new tree (right). Some organs are highlighted
to outline the correspondences between the new tree and the sam-
ple. b A step of the synthesis from three samples (upper) to a new
tree (bottom). Organs are colored differently in order to indicate
from which sample they are synthesized

Skeleton Initial Pruned Plantons Plantons
points stems stems after after EM

k-mean algorithm

Fig. 8(a) 6719 623 187 25 22
Fig. 8(b) 5724 654 141 25 20
Fig. 8(c) 6409 608 195 26 22
Fig. 8(a, b, c) – – – 45 32

Table 1. Data of recovering and analyzing tree samples from
range images

Fig. 6. Mesh subdivision and texture synthesis

The solution for Eq. 6 is similar to Eq. 2 except for
a few minor modifications. At each E-step, X and A are
estimated from all organs in ∪K

i=1Oi . At each M-step,
the classification is derived by maximizing Eq. 5 for each
sample (Oi, Bi).

6 Synthesizing

With the learnt plantons and transition matrix, it is ef-
ficient to synthesize many new statistically similar trees
by randomly sampling from {X, A}. Since our tree model
distinguishes the high-level organ distribution (transition
matrixA) from the low-level distribution (plantons X),
a two-step approach to synthesize new trees is formed.
A tree-structure, namely a planton tree, which represents
the biological branching structures of a novel tree, is first
generated. With the planton tree, organs are then generated
for each planton.

6.1 Generating a planton tree

We use a recursive algorithm to synthesize planton trees. It
starts at the root planton in the planton set X. For the cur-
rent planton xi , the number of its child planton numbers
is specified by xi .N , and each child planton is randomly
chosen from the transition matrix; both its position and
growing direction are also randomly estimated according
to xi .T and xi .Ω. The algorithm is terminated when no
new planton can be visited (Fig. 1(e)).

6.2 Generating organs

By traversing the planton tree, a new tree is created. We
synthesize one organ at each planton. For each planton x,
the parameters of a new organ are evaluated according to
the distribution x.G, and an organ o is selected from the
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Table 2. Data of recovering and analyzing tree samples from pho-
tographs

Input Plantons Plantons
organs after after EM

k-mean algorithm

Fig. 8(d) 65 15 15
Fig. 8(e) 50 13 13
Fig. 8(f) 53 13 14
Fig. 8(d, e, f) – 24 22

organ cluster x.L such that the organ’s parameter o.s best
fits the derived parameters. Finally, the geometry of the
selected organ is scaled to the appropriate size and is lo-
cated at the junction between its parent organ and itself
(Fig. 1(f)).

Fig. 7a–h. Procedure of recovering 3D tree samples from range images and photographs. a (a) One of captured depth images. b Range
points (in red). c The skeleton-tree in the global coordinate system. d The final recovered result. e One of the photographs. f The input
skeleton by the user. g The registered skeleton. h The recovered result. More recovering details are shown in recovering.avi

7 Implementation and results

7.1 Results of recovering

We used the DeltaSphereTM-3000 3D scene digitizer to
scan trees in the real world. For each tree, two to four
views were shot. Due to the different complexity of the
trees, extracting skeletons, registering skeleton points,
building a skeleton tree and automatically recovering
stems took about five to ten minutes and an extra two
to three hours were spent on interactively adjusting the
connections of stems on an Intel Pentium IV 2.4GHz com-
puter with 1GB memory. Table 1 shows the statistics data
regarding the recovering of 3D samples shown in Fig. 8(a),
(b) and (c). In our experiments, it took a total of 4 or 5
hours to recover organs from photographs for one sam-
ple. Some recovered results are shown in Fig. 7 and more
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Fig. 8a–h. Synthesized results. a, b and c The range images and the respective recovered 3D samples. d The synthesized new tree. (e)’,
f and g Photographs and the recovered 3D samples. h The synthesized results

details of the recovering process are demonstrated in the
ESM. Note that the repetition of leaves and flowers in
a tree is very high. Therefore, compared with stems, fewer
leaves and flowers are recovered. 3D tree samples recov-
ered by image-modeling technique are shown in Fig. 8(e),
(f) and (g) (one of photographs is shown on the left-hand
side and the sample is shown on the right-hand side) and
Fig. 9(b) and (f).

7.2 Results of learning

Our learning algorithm iteratively clusters organs from
given samples. The initial classification is obtained by
using a k-mean clustering algorithm. The numbers of
learnt plantons are listed in Tables 1 and 2. In both Ta-
bles 1 and 2 , the last row is the number of learnt plantons
from three samples. Figure 4 illustrates a few steps of it-
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Fig. 9a–h. More synthesized results. a and e Captured photographs. b and f The recovered 3D samples. c, d, g and h The synthesized
results

Fig. 10. Trees on a timberland

erations in the stem classification. Stems clustered in the
same planton are shown in the same color. The variation
of colors of the same organ in Fig. 4(a d) reflects the re-
sult of different classifications. The ESM, demonstrates
the complete classification process of Fig. 4.

7.3 Results of synthesis

Some steps in synthesis are shown in Fig. 5 and the com-
plete process of synthesis is demonstrated in the ESM.
Synthesized parametric organs are converted into meshes
and exported to the software 3D Studio Max for final
rendering. For stems, a generalized mesh subdivision al-
gorithm [20] is used to achieve natural transitions at the

branching locations. Note that textures of the stems are
difficult to recover completely from the captured images;
we adopt a texture synthesis method to generate textures
on meshes [39] based on the recovered texture sample.
Figure 6 shows several intermediate meshes in the subdi-
vision and the final textured mesh. Different from the case
of stems, the textures for leaves or flowers are directly
extracted from images. When rendering leaves, textured
polygons are used. For flowers, only the textured bounding
boxes are rendered.

Figure 8 illustrates the synthesized results with one
tree sample or multiple samples. Trees shown in Fig. 8(d)
are synthesized from samples in Fig. 8(a), (b) and (c) and
trees in Fig. 8(h) are synthesized based on Fig. 8(e),(f) and
(g). Further results of recovering and synthesizing by our
method are shown in Fig. 9. Moreover, a total of 15 and 21
trees of three kinds are synthesized and positioned in the
scenes of Fig. 10 and Fig. 11, demonstrating the potential
of our method for many computer graphic applications.

8 Conclusion and discussion

In this paper, we propose an automatic analyzing and syn-
thesizing approach for tree modeling. Instead of using
external rules and cumbersome parameters, our approach
models realistic trees from samples. Automatic algo-
rithms, as well as several interactive tools, are developed
to reconstruct tree samples based on either range images
or photographs. We use a two-level statistical model to
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Fig. 11. Trees in a garden

represent trees. The maximum likelihood estimation is ap-
plied to extract the statistical properties of trees. With our
two-level model, similar but visually different trees of the
same species trees can be synthesized efficiently.

Compared with traditional tree modeling methods, our
approach does not require the user to have much bio-
logical knowledge and modeling experience. Compared
with many image-based plant modeling approaches, our
approach is capable of synthesizing new trees efficiently.
Considering the complex structure of trees and the lim-
itations of the acquisition techniques, another advantage
of our method is that only a portion of a real world tree
needed to be recovered, which greatly reduces the cost
for capturing trees and obtaining sound synthesized re-
sults.

Nevertheless, there are also some limitations of our
method due to its statistical feature. As plantons and plan-
ton transitions are derived from repetitive organs, if the
samples of organs is insufficient, the synthesized results
lack variety or fidelity. In our implementation, we use
several thresholds to control the recovering and analyz-
ing process to obtain sufficient organs and find enough
plantons. We define the minimum organ number Mmin in
a planton to evaluate whether the statistical distribution

of the organ is captured, the maximum threshold emax is
adopted to classify organs into the plantons, and the min-
imum eligible planton number Nmin is used to ensure the
statistical properties of the planton distribution. Experi-
mental results show that more than three organs in an el-
igible planton and more than eight eligible plantons are
capable of synthesizing the realistic trees in Fig. 8(h).

We assume that the transitions of plantons conform
to the first-order semi-Markov dynamics, because the
first-order model is enough to reflect the statistical prop-
erties of trees and is easy to be learned. However, from
a biological point of view, it is as yet a simplified as-
sumption. In the future, more elaborate models should
be chosen and more work should be done on the sta-
tistical representation of trees to produce more com-
plex results. Furthermore, it would be useful to de-
velop a controllable synthesis algorithm so that users
can easily design trees to meet their particular require-
ments.
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5. Durand, J.B., Guédon, Y., Caraglio, Y.:
Analysis of the plant architecture via
tree-structured statistical models: the
hidden Markov trees. In: Proceedings of
the Fourth International Workshop on
Functional-Structural Plant Models,
pp. 61–64, Montpellier, France (2004)

6. Efros, A. A., Freeman, W. T.: Image
quilting for texture synthesis and transfer.
In: Proceedings of the 28th Annual
Conference on Computer Graphics and
Interactive Techniques, pp. 341–346 (2001)

7. Fournier, A., Fussel, D., Carpenter, L.:
Computer rendering of stochastic models.
Communic. ACM 25(6), 371–384 (1982)

8. Fournier, A., Grindal, D.A.: The stochastic
modeling of trees. In: Proceedings of
Graphics Interface’86, pp. 164–172 (1986)

9. Galbraith, C., Muendermann, L., Wyvill, B.:
Implicit visualization and inverse modeling
of growing trees. Comput. Graph. Forum
23(3), 351–360 (2004)

10. Galbraith, C., Muendermann, L., Wyvill, B.:
Blob Tree Trees. Proceedings of Computer
Graphics International Conference, CGI,
pp. 78–85, 2004

11. Greene, N.: Voxel space automata: modeling
with stochastic growth processes in voxel
space. (In: Proceedings of Siggraph 89)
Comput. Graph. 23(4), 175–184 (1989)



248 R. Wang et al.

12. Guédon, Y., Barthélémy, D., Caraglio, Y.,
Costes E.: Pattern analysis in branching
and axillary flowering sequences. J.
Theoret. Biol. 212, 481–520 (2001)

13. Holton, M.: Strands, gravity, and botanical
tree imagery. Comput. Graph. Forum 13(1),
57–67 (1994)

14. Honda, H.: Description of the form of trees
by the parameters of the tree-like body:
effects of the branching angle and the
branch length on the shape of the tree-like
body. J. Theoret. Biol. 31, 331–338
(1971)

15. Julesz, B.: Textons, the elements of texture
perception and their interactions. Nature
290, 91–97 (1981)

16. Li, Y., Wang, T., Shum, H.: Motion texture:
a two-level statistical model for character
motion synthesis. ACM Trans. Graph.
21(3), 465–472 (2002)

17. Liang, L., Liu, C., Xu, Y., Guo, B.,
SHUM, H.: Real-time texture synthesis by
patch-based sampling. ACM Trans. Graph.
20(3), 127–150 (2001)

18. Lintermann, B., Deussen, O.: Interactive
modeling of plants. IEEE Comput. Graph.
Applic. 19(1), 56–65 (1999)

19. Lindenmayer, A.: Mathematical models for
cellular interaction in development. Parts I
and II. J. Theoret. Biol. 18, 280–315 (1968)

20. Loop, C.: Smooth subdivision surfaces
based on triangles. Master’s thesis,
University of Utah, Department of
Mathematics (1987)

21. Mandelbrot, B.B.: The Fractal Geometry of
Nature. Freeman and Co., San Francisco,
CA (1982)

22. Mortensen, E.N., Barret, W.A.: Intelligent
scissors for image composition. In:

SIGGRAPH’1995, pp. 191–199 (1995)
23. Oppenheimer, P.E.: Real-time design and

animation of fractal plants and trees.
(SIGGRAPH 86 Conference Proceedings)
Comput. Graph. 20, 55–64 (1986)

24. Prusinkiewicz, P., Hammel, M.,
Mjolsness, E.: Animation of plant
development. In: SIGGRAPH 93
Conference Proceedings, pp. 351–360,
August (1993)

25. Prusinkiewicz, P., James, M., Mech, R.:
Synthetic topiary. In: Proceedings of
SIGGRAPH, pp. 351–358. ACM
SIGGRAPH, New York (1994)

26. Prusinkiewicz, P., Lindenmayer, A.: The
Algorithmic Beauty of Plants. Springer,
Berlin Heidelberg New York (1996)

27. Prusinkiewicz, P., Mundermann, L.,
Karwowski, R., Lane, B.: The use of
positional information in the modeling of
plants. In: Proceeding of SIGGRAPH 2001,
pp. 289–300 (2001)

28. Rabiner, L.: A tutorial on hidden Markov
models and selected applications in speech
recognition. Proc. IEEE 77(2), 257–285
(1989)

29. Reche, A., Martin, I., Drettakis, G.:
Volumetric reconstruction and interactive
rendering of trees from photographs.
(SIGGRAPH Conference Proceedings)
ACM Trans. Graph. 23(3), 720–727 (2004)

30. Reeves, W.T.: Particle systems-a technique
for modeling a class of fuzzy objects. ACM
Trans. Graph. 2(2), 91–108 (1983)

31. Reffye, D.P., Edelin, C., Francon, J.,
Jaeger, M., Puech, C.: Plant model faithful
to botanical structure and development.
SIGGRAPH Comput. Graph. 22, 151–158
(1988)

32. Reissell, L.M., Dinesh K.P.: Modeling
stochastic dynamical systems for interactive
simulation. Comput. Graph. Forum 20(3),
339–348 (2001)

33. Sakaguchi, T., Ohya, J.: Modeling and
animation of botanical trees for interactive
virtual environments. In: Proceedings of the
ACM Symposium on Virtual Reality
Software and Technology, pp. 139–146,
London (1999)

34. Schodl, A., Szeliski, R., Salesin, D.H.,
Essa, I.: Video textures. In: Proceedings of
ACM SIGGRAPH 2000, pp. 489–498
(2000)

35. Shlyakhter, I., Rozenoer, M., Dorsey, J.,
Teller, S.: Reconstructing 3D tree models
from instrumented photographs. Comput.
Graph. Appl. 21(3), 53–61 (2001)

36. Ulam, S.M.: On some mathematical
problems connected with patterns of growth
of figures. In: Proceedings of the Symposia
in Applied Mathematics, vol. 14, pp.
215–224, Am. Math. Soc., Providence, RI
(1962)

37. Viennot, X.G., Eyrolles, G., Janey, N.,
Arques, D.: Combinatorial analysis of
ramified patterns and computer imagery of
trees. In: Computer Graphics (SIGGRAPH
89 Conference Proceedings), vol. 23,
pp. 31–40 (1989)

38. Weber, J., Penn, J.: Creation and rendering
of realistic trees. In: SIGGRAPH 1995,
pp. 119–128 (1995)

39. Zhang, J., Zhou, K., Velho, L., Guo, B.,
Shum, H.: Synthesis of
progressively-variant textures on arbitrary
surfaces. ACM Trans. Graph. 22(3),
295–302 (2003)

RUI WANG received the BSc degree in Com-
puter Science from Zhejiang University in 2001.
He is currently a PhD candidate in the State Key
Laboratory of CAD & CG of Zhejiang Uni-
versity. His research interests are image-based
modeling, machine learning and geometry ap-
proximation.

WEI HUA received the PhD degree in Applied
Mathematics from Zhejiang University in 2002.
He is currently an associate professor of the
State Key Laboratory of CAD & CG of Zhejiang
University. His research interests include real-
time simulation and rendering, virtual reality and
software engineering.

ZILONG DONG received the BSc degree in
Computer Science from Zhejiang University in
2004. He is currently a PhD candidate in the
State Key Laboratory of CAD & CG of Zhe-
jiang University. His research interests are image
processing and machine learning.

QUNSHENG PENG is Professor of Computer
Graphics at Zhejiang University. His research
interests include realistic image synthesis, com-
puter animation, scientific data visualization, vir-
tual reality, bio-molecule modeling. Prof. Peng
graduated from Beijing Mechanical College in
1970 and received a Ph.D from the Department
of Computing Studies, University of East Anglia

in 1983. He is currently serving as a member of
the editorial boards of several international and
Chinese journals.

HUJUN BAO received his Bachelor and PhD
degrees in Applied Mathematics from Zhejiang
University in 1987 and 1993. His research inter-
ests include modeling and rendering techniques
for large scale of virtual environments and their
applications. He is currently the director of State
Key Laboratory of CAD & CG of Zhejiang Uni-
versity. He is also the principal investigator of
a virtual reality project sponsored by Ministry of
Science and Technology of China.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


