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Abstract. Computational models of periodic- and aperiodic- research activity aimed at a more precise, quantitative de-
pattern selective cells, also called grating and bar cells, rescription of the functional behaviour of such cells. Questions
spectively, are proposed. Grating cells are found in areasf what the optimal stimuli — bars and edges or gratings —
V1 and V2 of the visual cortex of monkeys and respondare for this type of cell and whether the cells carry out bar
strongly to bar gratings of a given orientation and periodic-and edge detection or local frequency analysis gained con-
ity but very weakly or not at all to single bars. This non- siderable attention in the literature (Macleod and Rosenfeld
linear behaviour, which is quite different from the spatial 1974; De Valois et al. 1978, 1979; Tyler 1978; Albrecht et al.
frequency filtering behaviour exhibited by the other types1980; von der Heydt 1987). In the meantime functional de-
of orientation-selective neurons such as the simple cells, iscriptions and adequate computational models of the main
incorporated in the proposed computational model by usinglasses of orientation-selective visual neurons such as the
an AND-type non-linearity to combine the responses of sim-simple and complex cells have been proposed and the above
ple cells with symmetric receptive field profiles and oppo- questions have received satisfactory answers.
site polarities. The functional behaviour of bar cells, which  Simple cells can be modelled by linear filters followed
are found in the same areas of the visual cortex as gratingy half-wave rectification (Moshvon et al. 1978a; Andrews
cells, is less well explored and documented in the litera-and Pollen 1979; Maffei et al. 1979; Glezer et al. 1980;
ture. In general, these cells respond to single bars and thelulikowski and Bishop 1981). Their orientation and spa-
responses decrease when further bars are added to form a @il frequency selectivity can be explained by the specific
riodic pattern. These properties of bar cells are implementedind of linear filtering involved. The space-domain impulse
in a computational model in which the responses of bar cellsesponses of these filters can quite well be approximated
are computed as thresholded differences of the responses bf two-dimensional Gabor functions (Daugman 1985; Jones
corresponding complex (or simple) cells and grating cells.and Palmer 1987) and, knowing the properties of these func-
Bar and grating cells seem to play complementary roles irtions, it is easy to understand why this kind of filter acts
resolving the ambiguity with which the responses of simpleas a local edge and bar detector (Petkov 1995). The two-
and complex cells represent oriented visual stimuli, in thatdimensional spatial frequency response of such a filter is
bar cells are selective only for form information as present inrepresented by two Gaussian functions whose centres are
contours and grating cells only respond to oriented texturesymmetrically displaced from the centre of the spatial fre-
information. The proposed model is capable of explainingquency domain and this explains the orientation and spatial
the results of neurophysiological experiments as well as thdérequency selectivity of the filter and its strong response
psychophysical observation that the perception of texture antb gratings of appropriate orientation and periodicity. The
the perception of form are complementary processes. above facts, combined with the locality of these filters, ex-
plain why they act as local spatial frequency analysers and, at
the same time, as local edge and bar detectors. Complex cells
behave similarly, but need more intricate modelling which
includes three stages: linear filtering, half-wave rectification
) and local spatial summation (Movshon et al. 1978b; Spitzer
1 Introduction and Hochstein 1985; Morrone and Burr 1988; Shapley et al.
1990; Szulborski and Palmer 1990).
The discovery of orientation-selective cells in the primary  The focusing of the attention of the research commu-
visual cortex of monkeys almost 40 years ago and the fachity on the dilemma of edge/bar detection versus local fre-
that most of the neurons in this part of the brain are of thisquency analysis properties of simple cells may have oc-
type (Hubel and Wiesel 1962, 1974) triggered a wave ofcluded the functional diversity in the rather broad class of all

orientation-selective cells. Relatively recently von der Heydt
Correspondence toN. Petkov (e-mail: petkov@cs.rug.nl)
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et al. (1991, 1992) reported on the discovery of a new type The above properties suggest that the primary role of
of orientation-selective neuron in areas V1 and V2 of the vi-grating cells is to detect periodicity in oriented patterns, ig-
sual cortex of monkeys which they callgdating cells Sim- noring other details (such as contrast). On the other hand,
ilarly to other orientation-selective neurons, such as simpletheir higher specialisation and relatively narrow bandwidths
complex and hyper-complex cells, grating cells respond vig-cause them to be activated by natural visual stimuli rela-
orously to a grating of bars of appropriate orientation, posi-tively rarely, compared with other orientation-selective cells.
tion and periodicity. In contrast to other orientation-selective The higher specialisation of bar cells compared with other
cells, grating cells respond very weakly or not at all to sin- orientation-selective cells raises similar questions. Therefore,
gle bars, i.e., bars which are isolated and do not form parthe roles of bar and grating cells need to be clarified in order
of a grating. This behaviour of grating cells cannot be ex-to achieve better insight into the structure of the visual sys-
plained by linear filtering followed by half-wave rectification tem and the role of functional specialisation. The approach
as in the case of simple cells, neither can it be explained byo this problem adopted in this study is a computational one:
three-stage models of the type used for complex cells. Mostomputational models of bar and grating cells are proposed
grating cells start to respond when a grating of a few barsaand used to simulate their activity. On the basis of the re-
(two to five) is presented. In most cases the response risesults we draw conclusions about the possible role of bar and
linearly with the number of additional bars up to a given grating cells in the visual system.
number (four to 14), after which it quickly saturates and the  The paper is organised as follows: in Sect.2 computa-
addition of new bars to the grating causes the response to rig®onal models of both simple and complex cells are briefly
only slightly or not at all and in some cases even to declineintroduced. These models are well known from the literature,
Similarly, the response rises with the length of the bars upbut since they form part of the models of bar and grating
to a given length, after which saturation and in some casesells they are included here for ease of reference and clar-
inhibition is observed. The responses to moving gratings aréy of parametrisation. A computational model of grating
unmodulated and do not depend on the direction of moveecells is given in Sect. 3. In the same section, we present the
ment. The dependence of the response on contrast showsresults of some computer simulations of modelled grating
switching characteristic, in that turn-on and saturation con-cells. Furthermore grating cell operators are compared with
trast values lie pretty close: the most sensitive grating cellcomplex cell operators with respect to the detection and seg-
start to respond at a contrast of 1% and level off at 3%. Inmentation of texture. In Sect. 4 a computational model of bar
general, grating cells are more selective than simple &ells,cells is introduced and the results of computer simulations of
having spatial frequency bandwidths in the range of 0.4—1.4uch cells, which explain neurophysiological observations,
octaves, with median 1 octave and orientation bandwidth ofare given. Perceptual experiments are presented and an ex-
about 20. planation of the observed phenomena is provided based on
During their research on grating cells, von der Heydt etthe simulations of grating and bar cells using the proposed
al. (1992) also found other cells which responded to singlecomputational models. In Sect.5 we summarise the results
bars but not at all to square-wave gratings of any periodic-of the study and draw some conclusions about the role which
ity. More generally, this type of cell, which we cdlbr cells  grating and bar cells play in the processing of visual infor-
in the following, respond most strongly to single bars andmation.
their responses decrease with the addition of further parallel
bars to make a grating. In previous studies Schiller et al. o )
(1976) also found many cells in area V1 which responded? Preliminary: computational models
strongly to single bars and edges but did not respond t®f simple and complex cells

sine-wave gratings. Blakemore and Tobin (1972) measure%ar and grating cells are found in the same cortical area

the response of a ‘complex’ cell to a white bar of optimal (V1) as simple and complex cells and similarly to simple

orientation, position and Size n the presence of a bar grat, nd complex cells show orientation selectivity. On the other
ing covering the area outside a circle which was somewhaﬁ

larger than the region in which the cell responded to the and they show a more complex non-linear behaviour and

bar stimulus. They observed an inhibition effect due to the? sharper orientation and spatial frequency tuning. These

grating. This effect was strongest when the grating had thef"’.ICtS suggest that bar and grating cells receive input from

same orientation as the optimal bar stimulus. In this case thé'mgrlle tﬁ; cr(;rsnpolﬁéecsel(l)sf 2::1(11 ?eelngdvl%ngr?gssczl?s n;?edeulsg d
response of the cell was reduced to the level of spontaneoq% compute thpe [eSPONSESs cF))f bar and r%tin cells. This is
activity. The inhibition effect of the grating decreased with b P 9 9 '

the deviation of its orientation from the optimal orientation 5|m|Iar_ to the idea that complex Ce”$ may receive Inputs
of the bar stimulus. One may wish to think of this cell as from simple cells (Hubel 1982) — an idea which explicitly

a bar cell similar to the cells described by Schiller et al. 2" implicitly is used in most models of complex cells. Since
and von der Heydt et al. Unfortunately, the properties of5|mple cells play a substantial role in the following, we first

this class of cells are not sufficiently well investigated and.tl)_rr:iﬂ?/egngondslg:if aczri?r?ﬂ;até%“a\l,vmggioé;ggggﬁ Szfdcg”'
reported in the literature. p p y

a receptive field functiog(z, y) to a luminance distribution
imagef(z,y), (x,y) € 2, is computed as follows?{ -visual
field domain):

1 Simple cell spatial frequency bandwidths at half response vary in the

range 0.4-2.6 octaves with median 1.4 octaves; their median orientatiop = // flx,y)g(x,y) dedy ) Q)
bandwidth is about 40(De Valois et al. 1982). X( A ’ ’
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wherey is the Heaviside step functiony(z) = 0 for z < 0, stripe zones — this normal is the axi5in (2) — which can

x(z) = z for z > 0). Below we extend this simple model be observed in the receptive fields of simple célls.

with a local contrast compensation. Finally, the parametep (¢ € (—m, 7]), which is a phase
We use the following family of two-dimensional Gabor offset in the argument of the harmonic factor ces{Z2\+),

functions (Daugman 1985) to model the spatial summatiordetermines the symmetry of the functieg , » o .(z,y):

properties of simple cell$: for ¢ = 0 andp = « it is symmetric, or even, with re-
WPar2) 2 spect to the centre (n) of the receptive field; forp = —%w
gemre,o(T,y) =€ 202 cos(2r 3 + ) (2) andp = %w, the function is antisymmetric, or odd, and all
. other cases are asymmetric mixtures of these two. In our
z' = (v —€)cosO — (y — 1) sinO simulations we use fop the following values:p = 0 for
y' = (z — £)sin® + (y — 1) cosoO, symmetric receptive fields to which we refer as ‘centre-on’

in analogy with retinal ganglion cell receptive fields whose
central areas are excitatory; = = for symmetric recep-
tive fields to which we refer to as ‘centre-off’ since their
central lobes are inhibitory; angg = —27 and ¢ = 7
for antisymmetric receptive fields with opposite polarities.
¢ ) - X [There are certain arguments in support of this choice based
the visual f|el_d. The Sta_”da“_’ deviation of the_ Ga_USS|an on the results of psychophysical (Field and Nachmias 1984;
factor determines the (lineagjze of the receptive fieldts Burr et al. 1989) and neurophysiological (De Valois et al
gccentr!city gnd herevyith the eccentricity of the receptive1978; MO\./ShOI’l et al. 1978a; Kulikowski and Bishop 1981).
f|eld_ell|pse IS de_termmed by the parametyer(_:alled_ the experiments. Other neurophysiological studies suggest that
spatial aspect ratiolt has been found to vary in a limited asymmetric receptive fields exist as well (Hubel and Wiesel
range Of_023 <7<092 (Jone's and' Palmer 1987)' Th.e 1962; Andrews and Pollen 1979; Marcelja 1980; Field and
value7 = 05 is used in our S|n_1ulat|ons and, since this Tolhurst 1986) or even that the distribution of phases is uni-
value Is constant, t.he parameteris not used to index a form (Daugman 1985). A remarkable finding is the existence
receptive field funcupn. of pairs of nearby cells with phase difference;m‘ (Pollen

. The parameten is the vyavelengthand ,]/)‘ the spa- and Ronner 1981).] Intensity map illustrations of receptive
t'al. frequencyof the harmonic f_actor costa’/A + ). The field functions of different positions, sizes, orientations and
ratio o /) determines the spatial frequency bandwiddf ymmetries are shown in Fig. 1

simple cells and thus the number of parallel excitatory ands As to the importance of simble cells for the visual sys-
inhibitory stripe zones which can be observed in their reCePiam it is believed that they play a significant role in the
tive fields. Neurophysiological research has shown that th roéess of form perception, in that they act as detectors of
half-r_e-sponse spatial-frequency ba_ndwidths of simple cell riented intensity transition,s such as edges and bars. More
vary in th? range of 5-25 octayes in the cat (Movshon et specifically, a cell with a symmetric receptive field will re-
al. _1978a,_AIbrec_ht et al. 1979; Andrews and Pollen 1979’act strongly (but not exclusively) to a bar which coincides
:(Sghomzﬁ iggs?]ls;r? dp é%sgzg\;vae\;ggtﬁ]d&eﬁffaoﬁf\ﬁsn- in direction, width and polarity with the central lobe of the

K gD Valois et al .1982 dian.dl oct . Whil receptive field. A cell with an antisymmetric receptive field
ey (_e alois €t al. ) (medianl octaves). e ill react strongly (but also not exclusively) to an edge of
th.ere IS a considerable spread, the bulk Of. cells have ban(ﬁge same orientation if the excitatory lobe is on the light side
widths in the range 0-18 octaves. De Valois et al. (198.2) of the transition and the inhibitory lobe on its dark side. As
propo_sed that this spreqd is due to the gradqal sharpening % the spatial frequency selectivity of simple cells, Fig. 2 il-
t_he orientation and _spat|al frequency bandwujth at consecly qirates the spatial frequency responses which correspond to
tive stages of the visual system and that the input to highe he receptive fields shown in Fig. 1. The light areas indicate

processing stages is provided by the more narrowly tune patial frequencies and wavevector orientations which will

simple cells with half-response spatial frequency bandwidthOe passed by such filters; all other wave components will

of approximately one octave. This value of the half-responsebe rei :

X : jected or strongly attenuated. These spatial frequency
spatlallfrequenc_y b".mdw'dth corres_ponds_to the val_Eé of responses explain the selectivity of simple cells for gratings
the ratioo /A which is used in the simulations of this study. of appropriate orientation and periodicity

Since a_mda are not independent (A = 0.56), _only one Using the above parametrisation, one can compute the

of them is considered as a free parameter which is used tPesponses of a simple cell modelled by a recep-

index a receptive field function. For ease of reference to thefive field ﬁilﬁé;[%ﬁgg v o..(r,y) to an input image with
sTHACL, @\

spatial frequency properties of the cells, we choage be luminance distributionf(z, ) as follows:
this free parameter. First, an integral ’ '

The angle paramete? (© € [0, 7)) specifies theorien- '
tation of the normal to the parallel excitatory and inhibitory

where the arguments andy specify the position of a light
impulse in the visual field and, n, o, v, A\, © and ¢ are
parameters as follows:

The pair €,7), which has the same domaf2 as the
pair (x,y), specifies thecentre of a receptive fieldvithin

G = / / ) gemro0.0 (s y) dady 3

I o . T
2 Our modification of the parametrisation used in Daugman (1985) takes
into account the restrictions found in experimental data.
3 The half-response spatial frequency bandwigfm octaves) of a linear

filter with an impulse response according to (2) is the following function Typically three to five parallel excitatory and inhibitory stripe zones

o4l In2
of the ratioo /A b= log, g+l \/Z . Inversely, T = 1 Ir;Z' 22:+11 can _be observed in the r_eceptive fields of simple cells, depending on their
g_1 \/Inzz i - spatial frequency bandwidths.
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7
7z Z ’
a b c d
“ — 7 /' Fig. 1. Receptive fields of different positiong,b),

sizes b,c), eccentricitieslf,d), orientations €f), num-
ber of excitatory and inhibitory zones,()), and sym-
metries b,h). Grey levels which are lighter and darker
than the background indicate excitatory and inhibitory
e f g h zones, i.e. zones in which the function takes positive

and negative values, respectively
. . -
e f g
is evaluated in the same way as though the receptive fieldells and as input to bar cell operators. We use the following
function g¢ » » 0.,(z, y) were the response of a linear sys- model of complex cells:
tem. In order to normalise the simple cell response with
respect to the contrast of the input image,, x.0,, is di-

vided by the average grey level within the receptive field.
The averagey ,  is computed using the Gaussian factor of =y =2
C&,n, A0 ://e

the functiongg , » 6.,: 2012 \/Z 82 x0. 3'dn" (6)
©

Fig. 2. Power spectra of the receptive field functions
h shown in Fig.1

2

(@—&P 7 2y—m)?
g n.\ :// fye w2 dady (4)
2

The ratiore ,, x.0,,/a¢n,1 IS proportional to the local . ) . .
contrast within the receptive field of a cell. In order to obtain Which represents weighted spatial summation of the quadra-

a contrast response function similar to the ones measured gHre responses of simple cells of the same preferred orien-

real cells, we use the hyperbolic ratio function to calculatet@tion © and spatial frequency/1, but with receptive field

the simple cell response from the rafig”*©-¢ centres{’, ") spread within the neighbourhood of the recep-
agna

tive field centre £, ) of the complex cell. The size of this

0 if agn,A=0 neighbourhood is determined by the parametewhich we
SemA O = ﬁ;ifv’ _ (5) choose to be two times greater than the respective parameter
T X ( rg,,,,,x,é,“C) otherwise o in the model of the simple celi’ = 20. We have to note
e that this model describes only one type of cell in the rather

where R and C are the maximum response level and thebroad class of complex cells. Complex cells of this type will
semi-saturation constant, respectively. respond to edges and bars of appropriate orientation within

In the following we also need a computational model of their receptive fields, regardless of their exact position and
complex cells for a comparison of their computed responsegolarity (i.e. there is no phase modulation). This model is
to oriented texture with the computed responses of gratingufficient for the purpose of this study.



87

3 Grating cells

3.1 Computational model a) input _‘

Von der Heydt et al. (1991) have proposed a model of grat- CoMa Mg My
ing cells in which the activities of displaced semi-linear unitsb) centre-on 3 /\ /\ /\ P
of the simple cell type are combined by an AND-type non- ™~ L v [ L L L/
linearity to produce grating cell activity. While the simple : M, o Mgl M,

o Mel Mo My
model they propose reacts to gratings of appropriate orieng —centre-off /\ /\ /\ /\ D

tation and periodicity and does not react to single bars, it €PN
will also react to a number of stimuli to which grating cells
WOU_Id r-]Ot respond, such as a bar and an Edge parallel tQ it'ig. 3. Luminance distribution along a normal to a set of three square bars
Their S|mple mOdel .alsq doe&." not account for correct spatia, a), and the distribution of the computed responses of centresprar{d
frequency tuning — it will for instance react not only to the centre-off ) cells along this line

fundamental spatial frequency but also to all multiples of it

— and the spatial summation properties of grating cells. We

therefore give an alternative model of grating cells whichis a7, , o , _3, for instance, is the maximum activity of centre-
aimed at reproducing all their properties which are knowngn simple cells in the corresponding interval of lengif2;
from neurophysiological experiments. Me.p o2 —2 is the maximum activity of centre-off simple
Our model of grating cells consists of two stages (Krui- cells in the adjacent interval, etc. Centre-on and centre-off
zinga and Petkov 1995). In the first stage, the responses @fimple cell activities are alternately used in consecutive in-
so-calledgrating subunitsare computed using as input the tervals.M; , o, is the maximum among the above interval
responses of centre-on and centre-off simple cells with symmaxima.
metric receptive fields. The model of a grating subunit is  Roughly speaking, a grating cell subunit will be acti-
conceived in such a way that the unit is activated by a se{ated if centre-on and centre-off cells of the same preferred
of three bars with appropriate periodicity, orientation andorientatior? © and spatial frequency/2 are alternately ac-
position. In the next, second stage, the responses of grativated in intervals of length\/2 along a line segment of
ing subunits of a given preferred orientation and periodicity|ength 3\ centred on pointq, n) and passing in directio®.
are summed together within a certain area to compute thehis will, for instance, be the case if three parallel bars with
response of a grating cell. This model is next explained inspacing\ and orientation® of the normal to them are en-
more detail. countered (Fig. 3). In contrast, the condition is not fulfilled

A quantity g¢ 0,1, called the activity of a grating sub- py the simple cell activity pattern caused by only a single
unit with position €,7), preferred orientatior® and pre-  par or two bars.

ferred grating periodicity\, is computed as follows: At this point, the question might be raised as to why
1if Vn, ne{-3...2} this condition is' applied to the responses of simplg cells
Me pom > ng’ o and not to the pixel values of the input image. If applied to
Gemon= ) T = s (7) the pixels of the input image, periodicity of three crests and
0if 3n, ne{-3...2}, three troughs along a line with orientatiGhpassing through
M¢ n.oan < pMenon point (¢, n) will be detected. This periodicity need not, how-

ever, be due to a system of three parallel bars. Experiments
with checkerboard patterns [see fig. 12D in von der Heydt
et al. (1992)] in which the direction of the periodicity of the
checks does not coincide with the normal to the diagonals —

where p is a threshold parameter with a value smaller
than but near 1 (e.gp = 0.9) and the auxiliary quantities
Me 020 and Mg, o 5 are computed as follows:

Menoan =MaXse vore. | &0 this is the case when the aspect ratio of the checks is different
A A from 1 — have shown that grating cells detect the periodicity
n, C0sO < € -<mn+ 1)2 coso, of the diagonals (which evidently resemble bars in the re-
\ A\ sponse they elicit) rather than the periodicity of the checks.
n, sin@ < (n —n) < (n+ 1)2 sino, Simple cells with spatial aspect ratio< 1 have elongated

excitatory and inhibitory zones which will integrate the lu-
- } (8) minance distribution over more than one check leading to
mn=-202 a small overall response. It is this integration which simple
cells carry out in the excitatory and inhibitory stripe zones
of their receptive fields, which provides that grating cells
Menor=max{Me,oxrn | n=-3...2} (9)  will react to patterns of appropriately oriented bars but will
not react to periodic point and checkerboard patterns.
In the next, second stage of the model, the response
wen,0,x Of @ grating cell whose receptive field is cen-

_{On:—3,—1,1
Pn =

and

The quantitiesM¢ , 0,3 n, 7 = —3...2, are related to the
activities of simple cells with symmetric receptive fields
along a line segment of length\3passing through point
(57 77) in orientation®. This segment Is divided in intervals 5 Note that with respect to the orientation of receptive fields, the parame-

of length\/2 and the maximur_n activity _Of one sort of _Simple ter © specifies the normal to the system of parallel excitatory and inhibitory
cell, centre-on or centre-off, is determined in each interval.regions.
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a b c d
a b c d

tred on point §,7) and which has a preferred orientation their experiments. The aim is to validate the model and to
6(O € [0, )) of the normal to the grating and periodicity  find the values of its parameters énd 5) for which it will

is computed by weighted summation of the responses of theptimally approximate the behaviour of grating cells.
grating subunits. At the same time the model is made sym- In Fig. 4 the upper row of images shows a set of input vi-
metric for opposite directions by taking the sum of grating sual stimuli for which the responses computed according to

Fig. 4a—d. Input visual stimuli gpper row and com-
puted feature images which correspond to grating cell
responsesl@gwer row). None of the cells is activated
(black andwhite mean no activity and strong activity,
respectively). The simulated grating cells have verti-
cal preferred orientation® = 0, and periodicity of

A =0.031245. (whereL is image size)

Fig. 5a—d. Input visual stimuli gpper row and com-
puted feature images which correspond to the com-
puted grating cell responses (lower row). The simu-
lated grating cells have vertical preferred orientation
(orientation® = 0 of the normal to the optimal grat-
ing), and periodicity of\ = 0.03125. (whereL is im-
age size). Simulated grating cells respond vigorously
to a grating of appropriate orientation and periodicity,
regardless of contrasg) but are not activated by
high-contrast gratings in which either the orientation
differs substantially from the optimal stimulus orien-
tation () or the periodicity of the grating pattern is
disturbed {)

subunits with orientation® and© + . the model presented above are visualised in the respective
(= ee(m—n"? L images of the lower row. This presentation form of com-
We,n,0,) :/e 2897 (qer 00 F Qe 0+m,2) AN, puted grating cell responses needs an explanation, since it

differs from the one used by von der Heydt et al. (1992) to
© €[0,m) (10) jjjustrate the results of their neurophysiological experiments
The weighted summation is a provision made to model thelcompare their fig. 1). The intensity of a poirg, {) in an
spatial summation properties of grating cells with respect tdmage of the lower row of Fig. 4 represents the computed
the number of bars and their length as well as their unmodactivity we , 0,1 Of a grating cell with preferred orientation
ulated responses with respect to the exact position (phasé) (of the normal to the optimal grating), periodicityand
of a grating. The paramete? determines the size of the a receptive field centred at poing, ;). The computed ac-
area over which effective summation takes place. A valudivities of the grating cells which have the same preferred
of 3 =5 results in a good approximation of the spatial sum-orientation© and periodicity\ but differ in the position of
mation properties of grating cells. their receptive fields are thus represented together in one im-

age. (Such images are referred to as feature images in image

processing and computer vision.)

In the particular case shown in Fig. 4, grating cells with

3.2 Computer simulations of grating cell experiments vertical preferred orientation are simulated; although the ori-

ented stimuli in the input images have the same orientation
Von der Heydt et al. (1992) describe the responses of gratings the preferred orientation of the cells, and although they
cells to different visual stimuli. We next turn to the question have enough spectral power in the spatial frequency domain
of how the computational model presented above performsor which the cells are selective, none of the cells is activated
for the set of visual stimuli used by von der Heydt et al. in
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Fig. 6. A checkerboard input stimulug) and a fea-
ture image ) comprising the responses of simulated
grating cells with vertical preferred orientation and
preferred periodicity equal to the periodicity of the
checkerboard in horizontal orientation. The middle im-
ages are the corresponding feature images of centre-
on (b) and centre-off¢) simple cell responses used to

Cc d compute the feature image on the righj (

b
, Fig. 7. A rotated checkerboard input pattera) @nd

a feature imaged) comprising the responses of sim-
ulated grating cells with vertical preferred orientation
and preferred periodicity equal to the periodicity of the
checkerboard diagonals in horizontal orientation. The
feature images shown imandc show the correspond-
ing centre-on and centre-off simple cell responses, re-

b c d

spectively, used to compute the grating cell responses
in the feature on the righdj

by edges or single bars. In contrast, many cells are activategrating cells show a considerable spread in their orientation
by a grating of bars with the proper orientation and period-and spatial frequency bandwidths. Since we use responses
icity as illustrated by Fig.5a,b. Bar gratings of orientation of simple cells with fixed orientation and spatial frequency
and periodicity which differ substantially from the preferred bandwidths (of 3&° and 10 octaves, respectively), we ob-
orientation and periodicity of the simulated grating cells fail tain a model of grating cells in which the resulting orienta-
to activate them, as illustrated by Fig. 5¢ and Fig. 5d, respection and spatial frequency bandwidths are fixed too.]
tively.

Figure 6 illustrates the behaviour of the grating cell . ] )
model when a checkerboard pattern (Fig. 6a) is presentec-3 Detection of oriented texture by grating cells

In this simulation a model of grating cells with vertical pre- Since the grating cell operators introduced above are selec-

ferred orientation = 0) and periodicityA equal to the tive for periodic oriented patterns such as bar gratings, one

periodicity of the checkerboard in horizontal orientation is av expect that they can more aenerally be used to detect
used. The simulated cells would respond to one isolated row . Y €Xp ﬁ’ ' > 9 | y be U h
of checks but, as can be seen from Fig. 6¢, the cells do no?rlen_ted texture. Other orientation-selective operators, suc

respond when the checkerboard pattern is presented as% simple and complex cell operators, have already been

whole. [Real grating cells do not respond in this case either> oW to be capable of detecting oriented texture in vari-

see fig. 12B in von der Heydt et al. (1992).] This is due to ous computer simulation studies (Malik and Perona 1990;

the fact that the simple cells whose responses are used %ergen and .Landy 1.991; Manju_nath and Che_llappa 1993). It

the model integrate the intensity along the columns of the's therefore Interesting to conS|d_er the question of what the

checkerboard in both the excitatory and inhibitory regions addeo_l value Qf grating cells might be with respect to the
detection of oriented texture.

of their receptive fields and are not activated as shown in Figure 8a shows an oriented texture pattern to which

Fig. 6b. In this way the model is made sensitive for peri'twot es of filters are applied: one based on complex cells

odicity of bar gratings but not to mere periodicity along a yP - applied: : P :

line and the_ other on grating cells. The fgature_ image shown_ in
: Fig. 8b is computed as a max-value pixel-wise superposition

Figure 7 illustrates the behaviour of the grating cell £ f : 4 with | I ¢
model when a rotated checkerboard pattern (Fig. 7a) is preQ. eature images computed with complex cell operators o
sented. A model of grating cells with vertical preferred ori- different preferred orientations and spatial frequencies. The

: = o feature image shown in Fig.8c is a similar superposition
entation @ = 0) and periodicity\ equal to the periodicity of i
the diagonalsof the checkerboard in horizontal orientation based on grating cell operators. One can conclude that both

is used. Similar to their biological counterparts [c:omparetyloes of operators are capable of detecting oriented texture,

with fig. 12D in von der Heydt et al. (1992)] the simulated giving comparable results.

grating cells detect the periodicity of the diagonals, although The case shown in Fig. 9a is more complex, since several
perceptually one may rather give preference to the periodicE?th.(a. regions of different characteristic orientations and pe-
ity along the rows and columns riodicities are involved. In this case, the question is whether

As illustrated by the above computer simulation experi_the two types of orientation and spatial frequency selective

ments, the proposed model is capable of qualitatively repropperators succeed in segmenting the texture regions. As il-

ducing all important properties of grating cells as reportedIustrated by Fig. 9b and Fig. 9c the results are comparable in

in von der Heydt et al. (1992). By means of choosing thethls case also.

values of the parameters of the model, we were able to repro- Figure 10 iIIustrates the (esults of _the appli(;ation of the
duce quantitative properties of grating cells, such as orienta;i‘:[argltla ql.ﬁgitggfu?g i?: a'ngug;magfegh;ghacﬁginzlzz tsea(tlérf
tion bandwidth of 25° and spatial frequency bandwidth of ositibn of feature images obtgined from complex cell op -
1.1 octaves. [It should be noted that similar to simple ceIIs,p 9 P P

erators with different preferred orientations and spatial fre-
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Fig. 8. The oriented texture in the input imaga) (is detected by both
complex ) and grating €) cell operators

Fig. 9. A texture input imaged) and computed comple)b) and grating

(c) cell feature images. Differerghadingsare used to render areas with
different characteristic profiles of the activity distribution across the dif-
ferent orientation and spatial frequency channels. The regions are uniform,
since vector quantisation was applied

Fig. 10. While complex cell operatordj detect features, such as edges,
in an input image & which contains no (oriented) texture, grating cell
a b C operators €) do not respond to non-texture image attributes

’7 f

i
a

Fig. 11.While complex cell operatord} detect both texture and contours
in the input image &), grating cell operatorscj detect only texture and
do not respond to other image attributes, such as contours

(. — E—

(op
(9]

guencies contains features (Fig. 10b). In this particular caselusively (oriented) texture. We conclude that grating cell
the detected features correspond to the edges of the objeoperators are more effective than (simple and) complex cell
which is present in the input image. This operator, whichoperators in the detection of texture in that they are capable
was shown above to detect oriented texture quite successiot only of detecting texture but also of separating it from
fully (Fig.8b), evidently responds not only to texture but other image features, such as object edges and contours.
to other image attributes as well. In fact this drawback is
common to virtually all operators used for texture analysis
in image processing and computer vision: while a specific4 Bar cells
operator can be developed for the reliable detection of any
given texture pattern, the operator will certainly react not4.1 Influence of texture on the perception of form
exclusively to this texture pattern but also to a number of
other patterns as well, even to those which are not perceivefh the computational model of grating cells introduced above
as texture at all. In contrast to the complex cell operator, thehe outputs of simple cell operators are used as inputs to
corresponding grating cell operator detects no features igyrating cell operators. In this way the activities of the former
this case (Fig. 10c). In this way grating cell operators fulfil a determine the activities of the latter. The relation between
very important requirement imposed on texture operators irsimple and grating cell operators can also be considered in
that next to successfully detecting (oriented) texture, they dahe opposite direction. More specifically, in the following
not react to other image attributes such as object contourswe introduce a mechanism in which the activities of grating
Finally, Fig. 11 illustrates the effect of the chosen com- cell operators can influence the way in which the activities
plex and grating cell operators on images which contain bothyf simple and complex cell operators are conveyed to higher
texture and form information. While the complex cell oper- stages, in particular those stages which are concerned with
ator detects both contours and texture and is, in this wayform as represented by edges and contours of objects. This
not capable of discriminating between these two differentmodel is capable of explaining the influence of texture on the
types of image features, the grating cell operator detects experception of form, the basic assumptions being that oriented
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perceived as a part of the contour of a triangle. This effec

texture is detected by grating cells and that the activitieg
of these cells control the process of forwarding the form
information encoded in the activities of simple and complex
cells to higher stages of form analysis.
We start with a psychophysical experiment which illus-
trates the influence of oriented texture on the perception o '
form. Figure 12a shows an image which contains a bar grat-
ing of given orientation and periodicity filling a circular re- a b
gion. Superimposed on this grating are two bars with dif-
ferent orientations. These two bars and one of the grating
bars form a triangle which is clearly seen if the other bar
of the grating are removed (Fig. 12b). In the presence of the
grating, however, this triangle does not ‘pop out’. The third
side of the triangle is quite well perceived as a bar in the
d
can be observed even if the contrast of this bar is differen
by a quite considerable extent from the contrast of the othe
bars of the grating. (In this respect one could turn aroun
the saying ‘you cannot see the wood for the trees’ into ‘you
cannot see the tree for the wood'.) In other words, the bar i
perceived as a part of the texture but not as an attribute
form, such as a part of the contour of an object. If asked to
describe the image in Fig. 12a, one is more likely to say thaF_ f o '
one sees a grating and two ine:of a difierent crentaton (£, 12,7 o T e o ket
dec_omposmqn shown in Fig. 12(.:’d) rather than a gratl_ng an(TIiw)ave 2rientations dif?erent from théJ orientation of the gre?ting are clearly
a tr'angle_(F|g' 12e_,f§.W_e next introduce a computational seen, the line segment which makes the third side of the triangle and has
model which explains this perceptual effect. the same orientation as the grating is ‘lost’ in the grating. As illustrated by
the upper right imagebj, the triangle is well perceived if the other lines
of the grating are removed. People are more likely to decompose the input

grating but — unless special attention is paid to it — it is not
image @) into a grating and two linesc(d) rather than a grating and a

4.2 Computational model of bar cells

triangle €f)
Let c¢ .0 denote the activity of a complex cell operator
whose receptive field is centred on a poifitr{), has a pre- If there is no texture at point{(n) and around it, i.e.
ferred spatial frequency/A and preferred orientatiof Let  wy ,, y o = 0, the output$(c)n \p and b(é)n,w’@ of these new

we .10 bE the activity of a grating cell operator whose pa- operators are equal to the values, \ ¢ and s¢, xg., Of
rameters have a similar meaning. We now introduce a newhe corresponding complex and simple cell operators, re-
operatorb(;)q7 1.¢+ t0 be referred to in the following askear ~ spectively. In other words, if there is no texture the complex
operator, as follows: and simple cell activity caused, for instance, by a (single)
© bar is conveyed to the next stage of form processing:
b&n,)\,e = x(Ce,nn0 — @ We p x,0) (11) © ()
. . . o be e T e bipag.o T Semaoe (13)
wherec is a constant ang is the Heaviside step function > e .
(x(2) = 0 for z < 0, y(2) = z for = > 0). A similar model If, however, there is texture in the neighbourhood of the
can be introduced for bar cells which use as input the comPoint and the activity of the grating cell operator is suffi-

puted responses of simple cells. In this case the complex cefiently Strong.o we .y x.0 = cenx,0, & We 0 = Senr 0,00
response ,, ¢ has to be replaced by a simple cell responsen© Single-bar activity is conveyed to the next stage:

S . J — S —
fm e b0 =0 a0, =0 (14)
b v0.0 = X(Semr. — O We g 0.0) (12)  The bar operators introduced in this way will react to single

bars but will not react to bars which make a part of a grating.
As already mentioned in Sect.1, there is some neuro-
physiological evidence for the existence of cells which can
6 We presented the image shown in Fig. 12a to 20 people and asked thefd@ modelled by the above operators. Schiller et al. (1976),
to describe briefly what they saw. In different words, all of them said that for instance, reported on cells in area V1 which reacted only
they saw two lines on a striped background. Three people said they sawo single bars but not at all to sine-wave gratings. Von der
‘two sides of a triangle’ or ‘a part of a triangle’ — emphasising, however, Heydt et al. (1992) also encountered this type of cells when

that the triangle was not complete, having only two sides. Subsequentl;{ookin for arating cells in the areas V1 and V2 of macague
the same 20 people were presented with the two possible decompositions 9 9 9 q

shown in Fig.12c,d and Fig.12e,f. All of them gave preference to themonkeys' . . . .
former decomposition, most of them completely rejecting the possibility of AN interesting experiment is described by Blakemore and

the latter one. Tobin (1972). They measured the response of a ‘complex

Such a model is actually used for the illustrations given
below.
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the response is attenuated by a factor &. 2Vhen the de-
viation orientation difference is larger than°§@here is no
18 ] inhibition by the grating.

The bar operator model can in principle be extended by
integration of the suppression term in (11) over a range of
spatial frequencies:

JiN
N

b o = XCemn — / ax-x we g ) (15)

In this case, the complex cell term ,, » ¢ is inhibited not
only by the grating cell termue ,, ¢ which corresponds to
the same main spatial frequency Xl but also by similar
terms we 1 ¢ cOrresponding to other spatial frequencies.
) The plausibility of this extension can be tested by measuring
I l | the response of single-bar cells of the type described by

Cell response (arbitrary units)

Schiller et al. (1976) and von der Heydt et al. (1992) as a
9% 20 0 2 20 - function of both the width of the bars and the (fundamental)
Orientation of the grating with respect to the bar (deg) frequency Of the bar gl’ating.
Fig. 13. The bar operator model introduced in (11) explains the results of ~ 1N€ computational model proposed above concerns the
an experiment described by Blakemore and Tobin (1972). They describe rocess of conveying or not conveying the activities of sim-
‘complex cell’ whose response to a bar with optimal size and orientation isple and complex cells to higher stages. We are deliberately
inhibited by a grating pattern which covers the area outside the receptivgyot concerned with the possibility of negative feedback from
field of the cell, defined as the region in which the cell reacts to a S'nglegrating cells to complex and simple cells since, as demon-

bar stimulus. The inhibition strength depends on the difference between th . .
orientation of the grating and the orientation of the optimal bar stimulus.Stratecj elsewhere (Petkov etal. 1993)’ such interactions may

The plot shown in the figure is obtained computationally by using (11). Fadically Change the impU|Se_ response of th_e (_:ompL_JtationaI
The resemblance to the curve actually measured by Blakemore and Tobifnodel of simple cells and bring it in contradiction with the
(1972) is amazing (compare with their Fig. 1) actually measured impulse responses of such cells.

cell to a single bar stimulus which was surrounded by a4.3 Biological role: selective detection
grating pattern. First the position and size of the receptivepf pars, lines and contours
field were estimated, together with the preferred orientation

of the cell, using a single bar stimulus. The cell was cIassi—,:igure 14 shows a set of feature images computed with var-
fied as ‘complex’, because it showed unmodulated responsgs operators from the input image shown in Fig. 12a. The
to @ moving bar. Next, a grating pattern was added whichyages in the first column of Fig.14 are obtained by ap-
covered the entire visual field except for the area in Wh'ChpIying simple-cell operatofsof various orientations and the
the cell responded to the bar stimulus. For a normal complexame preferred spatial frequency as the fundamental spatial
cell which complies with the complex cell model above, thefrequency of the grating in the input image. The second col-
addition of the grating should not have had any influence on,mn of Fig. 14 shows the feature images computed with the
the cell response. However, the cell response turned out tggrresponding grating cell operators and the third column
be inhibited by the surrounding grating. Apparently the re-ghows the feature images computed with the bar operators
ceptive field of .the cell was Iarger than was first CO“F"Jdedaccording to the model introduced in (12) above. While the
from the experiments with a single bar. The behaviour ofgimple cell operators detect all white bars, independent of
this cell was evidently more complex than the behaviour of\yhether they are isolated or make part of a periodic pattern,
normal complex cells. , , grating cell and bar operators are more selective, in that the
The bar operator model gives a good explanation of thgarmer react only to periodic bar patterns and the latter only
observed phenomenon. The area in which a bar cell operatqp pars which do not form part of a periodic structure. Fig-
reacts to a single bar — which is the receptive field of theyre 15 shows the superpositions of the images in each of the
corresponding simple or complex cell —is smaller than thetree columns of Fig. 14. The superpositions of grating and
area in which a grating pattern can affect the cell responsey, operators shown in Fig. 15¢c and Fig. 15d, respectively,
the _Iatter area is the receptive field of the corresponding.5n pe generated also if these operators are applied to the
grating cell. images shown in Fig. 12c and Fig. 12d, respectively. In this
Figure 13 shows the computed response of a bar cellyay the result of the application of grating and bar cell
operator to a stimulus that consists of a bar with Opt'maloperators corresponds to the perceptually plausible decom-

orientation and size and a grating pattern that surrounds thgosition of the input image into texture and form information
receptive field of the corresponding simple cell. The inhi- (Fig 12¢ g).

bition of the cell response is strongest when the orientation " similar image to the one shown in Fig. 15a is an illu-

of the grating coincides with the orientation of the optimal gjon, taken from Kanizsa (1979), in which part of a rectangu-

bar stimulus. In the experiment of Blakemore and Tobin,|ar contour line is occluded by a grating pattern (Fig. 16a).
the response of the cell was reduced to the level of sponta-

neous discharge activity of the cell. In our computer model 7 More precisely, symmetrical ‘centre-on’ operatogs= 0) are used.
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simple grating bar
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While simple cell operators (Fig. 16b) show an ambiguousonly to the contours of the bottle and not to texture. The

response with respect to form and texture, the grating and barombination of grating and bar cell operators gives visual

cell operators are able to resolve this ambiguity (Fig. 16c,d)information segregation which corresponds to the segrega-
The results of a computer simulation experiment with tion inferred from psychophysical experiments.

a natural image are shown in Fig.17. The input image

(Fig. 17a) shows a bottle standing on a table with a striped

tablecloth. It was already shown that grating cell operatorsg symmary and conclusions

in contrast to simple and complex cells operators, are able

to detect the texture areas in the image, while they do no

react to the contours of the bottle. The bar cell operator isfn .th|s paper we .|ntroduced computatlonal models qf peri-
odic- and aperiodic-pattern selective cells, called grating and

complementary to the grating cell operator in that it react . : ; -
P y g g P Sbar cells, respectively, and applied them to different visual

Fig. 14. Feature images computed from the input image shown
in Fig.12a using simple cell, grating cell and bar cell operators
of various orientations. Grating cell operators and bar cell opera-
tors, which react only to bar gratings and single bars, respectively,
resolve the ambiguity of the features detected by simple cell op-
erators, which react both to single bars and to gratings of bars
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Fig. 15. Feature images computed as superpositions

/ 7 of feature images obtained with simple)(grating €)

// / \ and bar @) cell operators for different orientations.
/// . The ambiguity of simple cell responses for gratings
// ' y \ and single bars is resolved by grating and bar cell op-

\ erators. As regards the image showncinthe actual
”//// grating cell feature image has been replaced by an im-
////// I age in which the region of activity of grating cells with
given preferred orientation and periodicity is filled in

with the optimal grating stimulus

Fig. 16. Another example of a grating pattern sup-
pressing a contour linea). The exampled) is taken
from Kanizsa (1979). The feature images computed as
superpositions of feature images obtained with simple
cell, grating cell and bar operators are showrbin
andd, respectively

Fig. 17. An input image &) and feature images com-
puted as superpositions of feature images obtained
with simple ), grating €) and bar ) cell operators

a b c d for different orientations

stimuli in order to verify the models and reveal the biological operators on the one hand, and grating cell operators on the
role of the cells concerned. other, by computer simulations in which the two types of op-
The computational model of grating cells employs anerators are applied to input images which contain contours
AND-type non-linearity used to combine the responses ofbut not texture. In such cases simple and complex cell oper-
simple cells with symmetric receptive field profiles and op- ators will give the wrong results if used as texture-detecting
posite polarities in such a way that a grating cell will respondoperators. They respond not only to texture but also to other
strongly to a bar grating of a given orientation and period-image features such as edges, lines and contours. In contrast,
icity but will not react to single bars. The parameters of ourgrating cell operators detect no features such as isolated lines
model are chosen in such a way that all properties of gratingand edges. In this way grating cell operators fulfil a very
cells, as reported in von der Heydt et al. (1992), are successmportant requirement imposed on texture-processing oper-
fully mimicked. These properties range from orientation andators in that, in addition to successfully detecting (oriented)
spatial frequency bandwidths of such cells to their charactexture, they do not react to other image attributes such as
teristic responses to selected aperiodic patterns such as isobject contours.
lated bars and edges, and periodic patterns such as gratings The difference between simple and complex cell oper-
of different orientations and periodicities and checkerboardators, on the one hand, and grating cell operators, on the
patterns. other, is especially well illustrated when these operators are
As grating cell operators are selective for periodic ori- applied to images which contain both texture and form in-
ented patterns, it was concluded by the neurophysiologistformation. While complex cell operators, for instance, detect
who discovered this type of cell that they play a definite both contours and texture and are, in this way, not capable
role in the perception and processing of oriented texture abf discriminating between these two different types of image
an early stage in the visual system. Since other orientationfeatures, grating cell operators detect exclusively (oriented)
selective operators, such as simple and complex cell operdgexture. We conclude that grating cell operators are more
tors, have already been shown in computer simulations to beffective than simple and complex cell operators in the de-
capable of detecting oriented texture, our main concern irtection and processing of texture in that they are capable not
this respect was what the added value of grating cells mighonly of detecting texture where it is present and also detected
be with respect to the perception and processing of textureby simple or complex cell operators, but also of separating
Firstly, we demonstrated by means of computer simu-it from other image features such as edges and contours.
lations that grating cell operators succeed in detecting ori- The computational model of a bar cell employs a thresh-
ented texture where simple and complex cell operators dolded difference of the activity of a complex or a simple
so. The different types of operators give comparable resultgell and a grating cell with the same preferred orientation
for segmentation of different texture regions also. Then weand spatial frequency. In the presence of oriented texture in
illustrated the difference between simple and complex cellthe receptive fields of the cells concerned, in particular in



the presence of a grating which regarding its orientation and2.
periodicity is the optimal stimulus for that grating cell, the
strong grating cell response will have a strong inhibitory ef- 3-
fect on the response of the bar cell and eventually suppress
its response completely. If there is no texture in the receptive ,
fields of the cells concerned there will be no inhibitory effect
from the grating cell and the bar cell will simply convey the
response of the complex or simple cell. 5.

This simple model is capable of qualitatively reproduc-
ing the main feature in the behaviour of bar cells, namely to 6.
respond to single bars and to decrease their responses with
the addition of further bars to form a periodic pattern. Fur-
thermore the model reproduces amazingly well the form of
the response of such a cell as a function of the orientation8.
of a grating which inhibits the response to an optimal single
bar stimulus. The proposed model is also quite successful in
explaining the effects of gratings on the perception of bars g
as these are known from psychophysical experiments.

The proposed model of bar cells is conceived in such a

way that its response and the response of the related gratiniy-

cell complement each other, in that their sum would produce
the response of the corresponding complex or simple cell. |

this way, a pair consisting of a grating cell and an associateq,

bar cell carries the same information as the corresponding
complex or simple cell. The role of this new representation

of visual information is likely to be related to the efficient 13.

solution of specific visual tasks, in that such a representa-
tion makes certain features of the visual information, such
as the presence of oriented texture or object contours, ex-
plicit, i.e. immediately accessible for interpretation without
the need for further processing. This increasing functionakts.
specialisation in the transition of simple and complex cell
activities to grating and bar cell activities seems to follow
the same principles of increasing functional specialisationlﬁ'
that are followed when the representation of visual informa-;,
tion delivered by orientationally unselective retinal ganglion
and lateral geniculate nucleus cells is transformed into a rep-
resentation encoded in the activities of the orientationally18.
selective simple and complex cells.

The question about the role of the transformation of vi- 1
sual information from a representation by simple and com-
plex cell activities to bar and grating cell activities can be
accessed only from the viewpoint of the goals of natural vi-
sion information processing. While the simple and complex20.
cell operators detect bars, independent of whether these bars
are isolated or form part of a periodic pattern, grating and’t
bar cell operators are more selective, in that the former reacf,
only to periodic bar patterns and the latter only to bars which
do not form part of a periodic structure. In this way the lat-
ter representation resolves the ambiguity of the former one3.
with respect to the discrimination between important image
features such as contours and texture. This representation ex*
plains the (psychophysical) observation that the perception
of texture and the perception of form are complementaryos,
processes.
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