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Abstract. In this paper we study a set of problems related to efficient energy
management for monitoring applications in wireless sensor networks. We study
several generalizations of a basic problem called Set k-Cover. The problem can
be described as follows: we are given a set of sensors, and a set of regions to be
monitored. Each region can be monitored by a subset of the sensors. To increase
the lifetime of the sensor network, we would like to partition the sensors into
k sets (or time-slots), and activate each set of sensors in a different time-slot,
thus extending the battery life of the sensors by a factor of k. The goal is to
find a partitioning that maximizes the total coverage of the regions for a given k.
This problem is known to be NP -hard. We develop an improved approximation
algorithm for this problem using a reduction to Max k-Cut. Moreover, we are able
to demonstrate that this algorithm is practical, and yields almost optimal solutions
in practice.
We also consider generalizations of this problem in several different directions.
First, we allow each sensor to be active in α different sets (time-slots). This means
that the battery life is extended by a factor of k

α
, and allows for a richer space of

solutions. We also consider different coverage requirements, such as requiring
that all regions, or at least a certain number of regions, be covered in each time
slot. In the Set k-Cover formulation, there is no requirement that a region be mon-
itored at all, or in any number of time slots. We develop a randomized rounding
algorithm for this problem.
We also consider extensions where each sensor can monitor only a bounded num-
ber of regions in any time-slot, and not all the regions adjacent to it. This kind of
problem may arise when a sensor has a directional camera, or some other physi-
cal constraint might prevent it from monitoring all adjacent regions even when it
is active. We develop the first approximation algorithms for this problem.

1 Introduction

Efficient energy management in wireless sensor networks is a primary challenge since
we expect wireless devices to communicate and to continue to function effectively for
long periods of time. In this paper we study a basic set of problems dealing with energy
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Fig. 1. Graph H and solution for k = 3 is S1 = {s2, s4, s7}, S2 = {s1, s3, s6} and S3 = {s5}
and R1 = {r1, r2, r3, r4, r5, r6}, R2 = {r1, r2, r3, r4, r5, r6} and R3 = {r2, r3, r4, r6}.

efficient monitoring in sensor networks. One particular question of this type was first
formalized in a paper by Slijepcevic and Potkonjak [24], in which they asked for a
collection of disjoint set covers.

Let H = (S ∪R, E) denote a bipartite graph in which nodes in set S correspond to
sensors, and nodes in set R correspond to regions (see Figure 1 for an example). There
is an edge between node si and node rj if sensor si can monitor region rj . By keeping
all sensors activated all the time, clearly all the regions can be monitored continuously
(assuming no nodes in R have zero degree). The problem with this solution is that
the sensors may not last very long. One might now wonder if a better solution can
be obtained. There are multiple ways in which we could formulate this problem. One
approach is to partition the nodes in S into k sets S1, . . . , Sk, such that the sensors in
set Si cover all the regions in R. This is also referred to as the domatic set problem
[10] for which a randomized approximation algorithm with factor O(log n) has been
proposed. An alternative formulation (called Set k-cover), studied by Abrams et al. [1],
instead asks for a partitioning that maximizes the total regions covered. More formally,
let Ri ⊆ R denote the regions covered by the sensors in Si; in other words, Ri =

{r|(s, r) ∈ E ∧ s ∈ Si}. The goal is to maximize
∑k

i=1 |Ri|.
Given such a partitioning, the idea then is to cycle through the k sets Si in a round-

robin fashion. When we activate all sensors in set Si, we cover the regions in Ri. Thus
the objective function tries to maximize the coverage of the regions in the different time
slots. We will consume significantly less energy this way, as each sensor is activated
in only one of the k sets. Moreover there is evidence to suggest that the battery life
of sensors is increased significantly when batteries are used in short bursts, rather than
being used continuously [5].

At the same time we will maximize the coverage over time. Ideally each region
will belong to Ri for each value of i. Notice that we have relaxed the requirement that
each region is always monitored. If k is not very large it is entirely possible that we can
actually monitor all regions at all times. Of course, the larger the value of k, the longer
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we extend the lifetime of the system, while paying a penalty of lowering the coverage
level within each time-slot. It also depends on the redundancy of coverage, i.e., how
many sensors on average monitor each region.

In this paper, we identify and address several generalizations of this problem, many
of which, to our best knowledge, have not been addressed before. One generaliza-
tion we define is called the Set (k, α)-Cover problem. We would like to find k sets,
S1, S2, . . . , Sk. As before, Si ⊂ S. We require that each vertex in S belong to at most
α such sets. More formally, for all sj ∈ S we require that |{i|sj ∈ Si}| ≤ α. A solution
for this problem can be mapped to a sensor schedule in which each sensor is active in α
of the k time-slots. We have relaxed the requirement that the Si sets are disjoint which
corresponds to the case when α = 1. In Section 4 we show that this problem is also
NP -hard.

Since each sensor now belongs to α sets, the battery life is extended by a factor
of k

α . Our main goal really is to maximize the battery life, subject to adequate cover-
age requirements. However, for the development of the algorithms, it is easier to fix
the parameters k and α and to develop algorithms that work with these parameters. In
practice one would consider a spectrum of solutions produced by our algorithms for
different choices of k and α.

We then consider a generalization where sensors have capacity constraints. In many
scenarios, even though a sensor may be able to cover multiple regions, at any given time,
it may only be able to actually monitor one or a small number of them. For example, a
pan-and-tilt camera can monitor only one region (or a few regions) at any time. We call
this a capacity constraint, and denote by c(si) the maximum number of regions sensor
si can cover in one time slot. The goal is to solve the Set k-Cover or Set (k, α)-cover
problems given such capacity constraints.

Finally, given a k or a (k, α) pair, a sensor cover problem asks for the best partition
of the sensors (along with a designation of which regions to monitor for the capacity-
constrained version) that optimizes some coverage property. The optimization goal it-
self could be one of the following three:
– avg-coverage: The average coverage over the k time slots. Formally this would be

Pk
i=1

|Ri|

k .
– min-coverage(time): The minimum value of the fractional coverage in any time slot.

Formally, this would be mink
i=1

|Ri|
|R| .

– min-coverage(region): The minimum over all regions, of the fraction of time a re-
gion is covered. This is important for application where high coverage of regions is
required over time.

Different applications may demand support for different optimization goals. For ex-
ample, for the min-coverage(time) version, we could fix a coverage requirement, by
specifying that |Ri| ≥ γ|R| for some 1 ≥ γ > 0 and ask to minimize α. Under this
classification, Abrams et al. [1] study the {Set k-cover, NC, avg-coverage} version of
the problem (where NC denotes that there are no capacity constraints).

We now consider a slightly different view of the Set k-Cover problem. Given the
bipartite graph H describing the sensor-region relationship, we construct the following
hypergraph G = (V, E). Each node in V corresponds to a sensor. For each region r, we
create a hyperedge e that contains the set of sensors that cover the region. We assume
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that each region is covered by at most d sensors, i.e., the hyper edge has size d. The
goal now is to color the nodes of the graph with k colors (this is simply a way to view
the partitioning into k sets). The objective is to maximize the total benefit of all hyper
edges. The benefit of a hyper edge is the number of different colors that the nodes in the
hyper edge are colored with. If all nodes in this hyper edge have the same color, then
the benefit is 1 since they are all in the same set. If the nodes have k different colors,
then this region is always monitored and its benefit is k.
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Fig. 2. Hyper edge structure for the example from Fig. 1.

The practical problem is of interest for small d, so it is worth studying this case in
more detail, since we do not expect too many sensors to cover the same region, oth-
erwise this suggests that the density of sensors is too high. For d = 2 this problem is
clearly related to the well studied max k-cut problem for which a SemiDefinite Pro-
gramming (SDP) based algorithm does very well [12, 13]. The max k-cut problem asks
for a partitioning of the vertices of a graph into k groups so as to maximize the num-
ber of edges across the cut (edges connecting vertices in two different groups). While
both problems ask for a partitioning of the vertices, the precise objective functions are
different.

Outline of Contributions:
Our first algorithm (see Section 3) shows how to “reduce” the set k-cover problem

to the max k-cut problem and then apply known approximation methods for the lat-
ter. In fact, this approach gives rise to an extremely fast and practical method to solve
the problem. We also prove some improved approximation factors for small d using
this approach (see Section 3). For d ≤ 3, this gives significantly improved worst case
approximation factors compared to the randomized approach in [1]. However, the key
point is that this approach gives almost optimal solutions in practice, even for larger
values of d. We also present a worst case analysis of this method for large d.

In addition, we are also able to develop a direct SDP based algorithm (see Ap-
pendix A and A.1) for this problem (the same approach was used to develop algorithms
for max k-cut). This gives rise to an algorithm that runs in polynomial time for constant
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d. The solutions produced are almost as good as the solutions produced by the max
k-cut approach but the algorithm is slower compared to the direct reduction to max
k-cut. However we believe that this approach will eventually give a better worst case
approximation bound for the case when the hyper-edges are large.

We next consider a variation in which each sensor can be active in a bounded num-
ber of time slots and the goal is to cover each region in each time slot. In Section 4 we
develop an LP based randomized rounding algorithm for approximating the lifetime of
the network for the {set (k, α)-cover, NC, min-coverage (time)} version of the problem
(an extension to the min-coverage (region) case is straightforward). We fix a (k, α) pair.
Assuming that a feasible integral solution exists, we are guaranteed to find a feasible
fractional solution. Once we obtain the fractional solution, we round it. We use a scaling
parameter s to do the rounding. This may increase the number of sets a node belongs to,
with the expected number being sα. We can prove that the probability that each region
is covered is very high and at least 1 − 1

es .
For the case where each sensor can only cover one region (unit capacity) when it is

active, we develop a polynomial time algorithm that computes an optimal solution for
the capacitated set (k, α)-cover problem (see Section 5) for maximizing avg-coverage.
For the case of arbitrary capacities we develop a polynomial time (1− 1

e ) approximation
since we can show that the problem is NP -hard even when the capacities are three.

In Section 6 we illustrate the data sets as well as the performance of our set k-cover
method. On the data sets in which we were able to compute the optimal solution, we
found that our approach gave almost optimal solutions almost every time.

In addition, we also implemented and tested our algorithms for the version of the
problem with capacities. For this case, we simply compare the quality of our solution to
an upper bound on the optimal solutions since we were unable to compute the optimal
solutions. Again, we found that the algorithms performance is significantly better than
the worst case bounds we derived in Section 5.

One interesting feature about our algorithms is that they take the structure of the
problem into account. The randomized approach in [1] is oblivious to the actual graph
structure.

2 Prior Work

Wireless sensor networks have been a very active area of research in recent years
(see [2] for a survey). This work has addressed a range of issues including (a) designing
tiny radio-equipped sensor boards [19], (b) designing network protocols to handle the
noisy environments and resource constraints [17], (c) building general purpose applica-
tions that can run on the sensors [15, 22, 28], and finally, (d) deployment of large-scale
sensor networks in real-world scenarios [23, 9, 18].

Designing sleep schedules to maximize the network lifetime while guaranteeing
coverage has been one of the most active research areas in wireless sensor networks.
Cardei and Wu [8] survey the work in this area, and identify two types of coverage
problems, area coverage (where the goal is to maximally cover the area the sensor
network is deployed in), and target coverage (where the goal is to cover a set of targets).
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The problem we address in this paper can be seen as a target coverage problem,
and we briefly review the prior work on this problem. Slijepcevic and Potkonjak [24]
pose the problem with full coverage requirement; given a sensor network, the goal is
to identify mutually exclusive sets of sensor nodes such that the members of each set
cover the monitored regions (targets) completely. They provide several heuristics for
this problem. Abrams, Goel and Plotkin [1] develop approximation algorithms for the
Set k-Cover problem, where k is provided, and the goal is to find a partitioning that max-
imizes the coverage. They present a simple randomized algorithm, where each sensor is
assigned to one of the k sets, and they show that the resulting solution approximates the
optimal solution within a factor of 1− 1

e . In fact their bound is 0.75 when k = 2, d = 2
and approaches (1 − 1

e ) for large d and k. They also show that it is NP -hard to get a
polynomial time approximation algorithm with a factor better than 15

16 +ε for any ε > 0.
This is shown by a direct reduction from the E4-SET SPLITTING problem for which a
7
8 + ε hardness has been shown by Hastad [14]. However, the gap between 1 − 1

e and
15
16 is significant and our goal is to try and consider other approaches that can be used
to narrow this gap further. They also present a distributed greedy algorithm that is a 1

2
approximation for the problem. Hsin and Liu [16] analyze two types of sleep schedules
for sensor networks, random sleep and coordinated sleep, and consider their effects of
network coverage. Lu et al. [21] consider a similar problem of partitioning the sensor
into disjoint sets, with the goal to minimize the end-to-end communication delay.

More recently, Buchsbaum et al. [6] considered a geometric version of the sensor
cover problem where each sensor monitors a contiguous region in the area the sensor
network is deployed in; the goal is to find, for each sensor, the time to activate it (af-
ter activating a sensor, it continues to be active until its battery is exhausted) so as to
maximize the total time for which the entire area is covered. They exploit the geometric
nature of the problem to develop several approximation algorithms for this problem.

Aloupis et al. [4] consider a related problem of coloring a set of points in a 2D
or 3D space, so that every region of a certain family (e.g. unit disks, corresponding
to the regions to be covered in our problem) that contains at least a certain number of
points (sensors) contains points of many different colors. They consider the problem of
identifying the minimum of number of colors p(k) needed to guarantee that each region
contains at least k different colors.

Set k-cover problem can be seen as a special case of the welfare maximization
problem where the goal is to allocate a set of items (in our case, sensors) to a set of
players (time-slots), given utility functions for each player (see e.g. Feige [11], Von-
drak [25]). Since this work addresses a more general problem, the approximation ratios
of the proposed algorithms are typically worse than the bounds obtained for the Set
k-cover problem [1]. For instance, Feige provides an algorithm with an approximation
ratio of 1/2 for subadditive utility functions, whereas Vondrak develops a (1 − 1/e)-
approximation for submodular utility functions under a value oracle model (set cover is
both subadditive and submodular).

We are not aware of any work that has considered the Set (k, α)-cover problem as
described in this paper, or the capacity-constrained versions of this problem. Cardei et
al. [7] consider a version of the problem that is similar to the Set (k, α)-cover problem,
where they allow sensors to belong to multiple sets, and allow the sets to be active for
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different durations. They present several heuristics for solving the problem. Another
related paper is [20] in which the unit capacity case is considered.

Several researchers have considered the issues of maintaining connectivity while
designing sleep schedules (e.g. [29, 26]). Wang et al. [26] analyze the relationship be-
tween (area) coverage and connectivity, and show that if the communication radius is
at least twice as large as the sensing radius, then full coverage guarantees connectivity.
In this paper, we focus on the coverage issues, and leave the exploration of connectivity
issues to future work.

3 Max k-cut approach

We now discuss the Set k-Cover problem. We are given a hyper graph G = (V, E),
where each node in V corresponds to a sensor. For each region r we create a hyper
edge e that contains the set of sensors that cover the region. The goal now is to color
the nodes of the graph with k colors. The objective is to maximize the total benefit of
all hyper edges. The benefit of a hyper edge is the number of different colors that the
nodes in the hyper edge are colored with.

Our algorithm works as follows. We replace each hyper edge e = {a1, . . . , ap} by
edges (ai, aj) for i 6= j, essentially replacing each hyper edge by a clique (see Fig. 3).
We denote this new (multi-graph) by G′ = (V ′, E′). Let C∗ denote an optimal solution
for the Max k-cut problem for the graph G′, and let EC∗ denote the corresponding set
of edges that cross the cut.

We apply the SDP based Max k-Cut approximation algorithm [12] that tries to
maximize the number of edges across the cut after partitioning the vertices into k sets.
We use the partitioning produced by this algorithm, even though our original objective
function is different. Let C ′ be the cut produced by the max k-cut algorithm, and |EC′ |
the number of edges across the cut.

Let αk be the approximation ratio of the SDP based algorithm [12] for Max k-Cut.
Frieze and Jerrum showed that αk satisfies the following.
(i) αk > 1 − 1

k

(ii) αk − (1 − 1
k ) ∼ 2 ln k

k2

(iii) α2 ≥ 0.878, α3 ≥ 0.8, α4 ≥ 0.85, α10 ≥ 0.926, α100 ≥ 0.99.

In Appendix A we give a description of how the Frieze and Jerrum algorithm works,
and the precise randomized rounding method we employed for our experiments. This
will make it easier for the reader to undertstand our SDP formulation since it uses
similar notation to the one used by Frieze and Jerrum.

In the next two subsections we present a worst case analysis of this method. We first
give a simple analysis for the case d = 2 and this will convey some intuition about why
this scheme works well. The analysis for general d is more complex, and we present it
subsequently.

3.1 Analysis for d = 2

For the case of d = 2 (where each region is monitored by 2 sensors), we are able to use
an αk approximation for Max k-cut to obtain an approximation guarantee of 1

2 (1+αk).
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For this case, the optimal solution has total benefit (E −EC∗)+2EC∗ = E +EC∗

(each edge that is cut corresponds to a region monitored in two time slots). We know that
we will get at least αkEC∗ edges across the cut once we run the Max k-Cut algorithm.
Thus we get a benefit of at least 2αkEC∗ + (E − αkEC∗) = E + αkEC∗ . Taking the
ratio, and using the fact that EC∗ ≤ E gives the desired bound. This is significantly
better than the oblivious approach of randomly coloring the nodes, regardless of the
structure of the graph. If we plug in α2 = 0.878 [13] then we obtain a bound of 0.939.
If we plug in α3 = 0.8 [12], we get a bound of 0.9. (In contrast the randomized method
of [1] gives a bound of (1− 1

2k ), which is 0.75 and 0.83 for k = 2, 3. Note that αk also
improves as k increases [12]).
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Fig. 3. Converting the hyper graph into a multi-graph for the example from Fig. 2.

3.2 Analysis for general d (regular hypergraphs)

The next theorem presents the approximation ratio obtained by the Max k-Cut ap-
proach.

Theorem 1. The benefit obtained from the method based on Max k-cut for d-regular
hypergraphs is at least 1

d + 2αk

d+2 (1 − 1
d ) fraction of the maximum benefit for the Set

k-cover problem.

Let E be the set of hyper edges in G. Let E∗
j be the hyper edges in E that intersect

j sets, in an optimal solution for the Set k-Cover instance. When j > k we assume that
E∗

j = ∅.
We first give a lower bound on |EC∗ | as a function of the total benefit B∗ of an

optimal solution for the set k-cover problem.

Lemma 1.

|EC∗ | ≥
d

2
(B∗ − |E|)
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Proof. By definition, note that B∗ =
∑d

j=1 j|E∗
j | and |E| =

∑d
j=1 |E

∗
j |.

The optimum solution for set k-cover corresponds to a valid solution for the Max k
cut problem in G′. We derive a lower bound on the number of edges that cross the cut
for this specific partition. Each hyper edge in E∗

j contributes at least (j−1)(2d−j)
2 edges

since it intersects j sets. The minimum is achieved when we have one node in each of
j − 1 sets and the remaining d − (j − 1) nodes in the last set. Thus we get

|EC∗ | ≥
d

∑

j=1

(j − 1)(2d − j)

2
|E∗

j |.

Simplifying (since d ≥ j), we obtain

|EC∗ | ≥
d

2

d
∑

j=1

(j − 1)|E∗
j |.

Thus
|EC∗ | ≥

d

2
(B∗ − |E|).

Let us briefly consider a diversion for the case d = 3. Lemma 1 shows that B∗ ≤
|E| + 2

3 |EC∗ |. Before we prove Lemma 2 in general, we prove a lower bound on the
quality of the obtained solution. There are two main reasons for this. The first is that
in fact we get a slightly better bound when d = 3 as follows (in contrast the bound
obtained by [1] is 0.70). The second reason is that it provides some intuition for the
case when d is arbitrary, but this proof is easier to understand.

Let E′
j be the set of hyper edges that have j different colors in the solution based on

Max k-cut. If j > k, then E ′
j = ∅.

Theorem 2. For the case when d = 3 (uniform hypergraphs), we obtain an approxi-
mation factor of 1

3 + 1
2αk.

Proof. Essentially each hyper edge of size three is reduced to a triangle. Note that when
all three nodes have different colors, the benefit function is 3, and we have 3 edges
crossing the cut. When the nodes of this hyper edge belong to two sets, we also have
two edges crossing the cut.

The benefit from the max k-cut approach is BC′ =
∑3

i=1 |E
′
i|(i − 1) + |E|. The

number of edges across the cut C ′ (in G′) is |EC′ |. Clearly |EC′ | = 2|E′
2| + 3|E′

3| =

2(|E′
2| +

3
2 |E

′
3|). Hence |EC′ |

2 = |E′
2| +

3
2 |E

′
3|. So we can conclude that BC′ = |E| +

|E′
2| + 2|E′

3| ≥ |E| + |EC′ |
2 ≥ |E| + αk|EC∗ |

2 .
We also know that |EC∗ | ≤ 3|E|, where |E| is the number of hyperedges in G.

Putting these equations together with the upper bound on B∗ of |E| + 2
3 |EC∗ | gives us

a lower bound on BC′

B∗ . Using the bound from Lemma 1, the benefit from the solution
based on the Max k-cut approach is at least ( 1

3 + 1
2αk) of the maximum benefit in the

optimal solution1.
1 We utilize the observation that 1+ax

1+bx
, with a < b, is a monotonically decreasing function of x.



10

When d = 3 our bound depends on αk and is at least 0.828 for large k. When k = 3,
αk is 0.8 and we get a bound slightly better than 0.733.

Recall that E′
j be the hyper edges that contribute j to the objective function in the

max k-cut solution, namely the number of distinct colors used by the vertices in each
hyper edge. Then:

Lemma 2.
d

∑

j=1

(j − 1)|E′
j | ≥

|EC′ |

∆
, where ∆ =

d(d + 2)

4
.

Proof. Suppose a hyper edge with d nodes that contributes j to the objective function
must contribute at most E(d, j) edges to EC′ , the total number of edges across the cut.
Thus: |EC′ | ≤

∑d
j=1 E(d, j)|E′

j |.
We next show that for each j, we have E(d, j) ≤ ∆(j − 1), and the lemma follows.

This is obtained basically by spreading out all d nodes into j sets as evenly as possible,
with each group having either d d

j e nodes or b d
j c nodes. Each of the d nodes has degree

at most δ = (d−b d
j c). The total number of edges E(d, j) thus is at most 1

2dδ. We need
to prove that this is at most ∆(j − 1). This is easy to verify by setting the value of ∆ to
d(d+2)

4 .

Proof (Proof Of Theorem 1). The contribution of E ′
j to the objective function BC′ can

be written as BC′ =
∑d

j=1 j|E′
j |. Note that E =

∑d
j=1 |E

′
j |. From this we get that:

BC′ = |E| +
d

∑

j=1

(j − 1)|E′
j | ≥ |E| +

|EC′ |

∆
≥ |E| + αk

|EC∗ |

∆

Using this and considering the fact that |E| ≥ |EC∗ |

(d

2)
it can be shown that the benefit

from the solution based on the Max k-cut approach is at least 1
d + 2αk

d+2 (1− 1
d ) fraction

of the maximum benefit in the optimal solution.

4 Set (k, α)-cover Problem

In this section, we consider the Set (k, α)-cover problem. Recall that here each sensor
is allowed to be active in α of the k sets. For the optimization goal of maximizing the
average coverage, we can obtain a (1 − 1

e )-approximation by replicating each sensor
α times and using the algorithms for the Set k-cover problem [1]. In this section we
consider the problem of minimizing the maximum number of time slots a sensor is
active in (α), given a fixed k, with the requirement that every region be monitored in
each time slot.

4.1 NP-Hardness

We prove the NP-completeness of the decision problem of finding a partitioning of the
sensors so that each target is covered in each time slot, for a given k and α. Similar
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constructions can be used to prove other versions of this problem (e.g. maximizing the
average coverage across time-slots) NP-hard.

We first prove that the special case of Set (2, 1)-cover problem is NP -hard. Here
there are only two time slots, and each sensor can be active in exactly one time slot. The
question is: is there a partitioning of the sensors so that each target is covered in each
time slot?

We show that this problem is NP -hard by a reduction from 3-Satisfiability (3-
SAT). Assume that we have a 3-SAT instance with n variables x1, . . . xn and m clauses
C1, . . . , Cm.

For the reduction we create a set of sensors and a set of targets. We will show that
there is a valid schedule for activating sensors in one of the two time slots such that all
targets are covered if and only if a solution to the satisfiability instance exists.

We create two special sensors F and T . Assume that we have two time slots 0 and 1.
We create a target t0 that is adjacent to both F and T . Wlog assume that t0 is covered by
activating F in time slot 0 and T in time slot 1. Clearly both T and F have to be active
in different time slots as no other sensor can cover t0. For each variable xi we create two
sensors sT

i and sF
i and create a new target ti that is adjacent to these two sensors. Target

ti is covered by activating these two sensors in different time slots. For each clause
Cj we create a new target tn+j . This target is adjacent to sensor F and also sensors
corresponding to the literals in this clause. Suppose the clause Cj = (xj1 ∪ xj2 ∪ xj3),
then we make the target adjacent to sT

j1
, sT

j2
and sF

j3
.

If sT
i is active in time slot 1, then this corresponds to the variable xi being TRUE

and xi being FALSE. If sT
i is active in time slot 0, then this corresponds to the variable

xi being FALSE and xi being TRUE. It is easy to see that each target tn+j is covered if
and only if one of its neighbors is active in time slot 1 (other than the F neighbor which
is active in time slot 0).

Thus we have shown that the Set (2, 1)-cover problem is NP - complete since mem-
bership in NP is trivial. This can be used to inductively prove the NP -hardness of Set
(k, 1)-cover problem as follows. Given an instance of the Set (k − 1, 1)-cover prob-
lem with a set of sensors S = s1, . . . , sn and a set of regions R = r1, . . . , rm, add a
new sensor s′ to the problem instance that can monitor all the regions. Solving the Set
(k, 1)-cover problem on this new problem instance is equivalent to solving the original
Set (k − 1, 1)-cover instance (the new sensor s′ will cover all regions in one time-slot,
leaving us to partition the remaining sensors into k − 1 time-slots).

Next we show a reduction from Set (k, k − 1)-cover problem to the Set (k + 1, k)-
cover problem, from which the NP-hardness of the Set (k+1, k)-cover problem follows
(by induction). Consider an instance of the Set (k, k − 1)-cover problem as above.
We introduce one new sensor s′, and n new regions, r′1, . . . , r

′
n, with r′i monitored by

sensors si and s′. Consider a feasible solution to the Set (k + 1, k)-cover problem on
this new problem instance. Say s′ is active in sets 1 through k − 1 (w.l.o.g.), covering
the regions r′i, i = 1, . . . , n in those partitions. Sensors si must then be active in the
set k in order to cover those regions. The residual problem is exactly the original Set
(k, k − 1)-cover problem.

A generalization of the above two constructions can be used to show the NP-hardness
of any Set (k, α)-cover problem where k and α are relatively prime. An alternate con-
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struction (omitted for brevity) shows the NP-hardness of Set (2k, 2)-cover problem for
any k, and we conjecture that the general case is also NP-hard.

4.2 An bicriteria approximation algorithm and analysis

In this section we consider the problem of minimizing the maximum number of time
slots a sensor is active in (α), given a fixed k, with the requirement that every region be
monitored in each time slot.

We start with the following Integer Program (IP) formulation (for fixed k).
We define a 0/1 variable xij , for i = 1 . . . k, j = 1 . . . n. When xij = 1 it means

that sensor j is active in time-slot i.

min α

Constraints are as follows

∀j ∈ S

k
∑

i=1

xij ≤ α

∀r ∈ R ∀i = 1 . . . k
∑

(r,p)∈E

xip ≥ 1

xij ∈ {0, 1}

The first constraint simply states that each sensor may belong to at most α time-
slots. The second constraint states that each region j is covered in each time slot.

Clearly there is no benefit to increasing a variable beyond 1. We can relax this IP to
an LP by simply requiring that xij ≥ 0, which can be solved efficiently.

We now use randomized rounding to obtain an integral solution in which with high
probability each region is covered in all the time slots. This is a bicriteria approximation
algorithm in a sense that the approximation factor increases when we look for solutions
with higher probability for coverage. To do the randomized rounding, we first scale
all the xij variable by a scale factor s and then we round up xij to 1 with probability
equal to the scaled xij , call the new variable x′

ij = min(1, s · xij). Each sensor will
be active in sα time-slots (in expectation); and each region will be covered in each
time-slot with probability at least (1 − 1

es ). For each sensor j ∈ S, the expected value
of E(

∑k
i=1 x′

ij) =
∑k

i=1 sxij = s
∑k

i=1 xij ≤ sα. So the expected cost of the new
integral solution is at most s·OPT . Now we show that each region will be covered in all
the time slots with high probability. Probability that a given region r in a given time slot
i is not covered is equal to the probability that none of the xip variables ∀(r, p) ∈ E
is rounded up to one. In other words, Pr[r is not covered at time i] =

∏

(r,p)∈E(1 −

sxip) ≤ 1
es . So each region in each time slot will be covered with probability at least

1 − 1
es .
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4.3 Non-constant integrality gap

One might wonder if there is a rounding that satisfies all the constraints with constant
s, thus giving a constant approximation. However, it can be shown there is an non-
constant integrality gap for this problem. Consider a matrix M of size

(

k
k/2

)

× k. The
rows contain all the binary strings of length k that have exactly k

2 1’s. Consider each
column as a sensor and each row as a region. So if Mij = 1 , sensor j will cover region i
and otherwise not. Suppose we have k time slots. One (fractional) solution is to activate
each sensor fractionally for 2

k in each time slot so that each location is covered since we
have k

2 sensors covering each region. This gives us α = 2 for the fractional solution.
At each time step, at least ( k

2 + 1) sensors have to be active (otherwise a region is
uncovered). Thus the total number of active sensors (summing over all times) is Ω(k2).
Hence at least one sensor is active in Ω(k) time slots, and has α = Ω(k). This shows an
integrality gap of Ω(k), and we can make k as large as Ω( log n

log log n ), while still having a
polynomial number of regions.

Extensions for the min-coverage(region) are straightforward.

5 Sensors with Capacity Constraints

In many applications, sensors have constraints as to how many locations they can mon-
itor even when the sensor is active. For example, a camera sensor si may have the
capability to monitor a set of regions N(si), but in a time slot when si is active it can
only monitor at most c(si) regions. For a fixed camera sensor, in fact c(si) may just
be 1. For a moving sensor, it is possible that the sensor can cover multiple regions. In
this case, we also have to come up with an assignment of each sensor to at most c(si)
regions in a time-slot when the sensor is active.

5.1 NP-Completeness

We examine several cases and either provide polynomial time algorithms, or approxi-
mation algorithms when the problem can be shown to be NP -complete.

We first show that even when the capacities are as low as 3, even the basic problem
is NP -complete for k = 2 and each region being covered by exactly two sensors.

First recall that Max-Cut2 is NP -complete for graphs with degree at most 3 [27].
The question is - is there a way to partition the nodes of a graph G = (V, E) into two
groups so that at least ∆ edges cross the cut?

We give a sketch of the reduction. Let S = {si|vi ∈ V }. Each edge (vi, vj) ∈ E
corresponds to a region in R that has neighbors si and sj . Since each node has degree
at most 3, in any case a sensor covers at most 3 regions so with a capacity of 3 each
sensor can cover all regions adjacent to it. Set k = 2. There is a partition in which the
total coverage is at least |E| + ∆ if and only if there is a solution to Max Cut with at
least ∆ edges across the cut.

2 This is the Max k-cut problem when k = 2.
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5.2 General Capacity

In this case, we consider the set (k, α)-cover problem. Each sensor can be activated in at
most α sets and the goal is to maximize the average coverage. Unlike the previous case,
each sensor si can cover c(si) regions in each time slot in which it is active. We develop
a randomized (1 − 1

e )-approximation algorithm for this problem. As in the previous
section we first construct a bipartite graph. Let Hc = (Sc, Rc, E

′
c). For each sensor

si we create α vertices s1
i , . . . , s

α
i ∈ Sc. We put an edge from each of the α copies

of a sensor to a region node if that the sensor can cover that region. Next, we select a
bounded degree subgraph of Hc with the maximum number of edges. The bound on the
degree of each si ∈ Sc is c(si) and the bound on the degree of each r ∈ Rc is k. As
in the previous case, we can find the subgraph with the maximum number of edges in
polynomial time using network flow. Call the subgraph H∗

c . It is easy to prove that the
number of edges in H∗

c is an upper bound on OPT . To actually find the schedule we
use the following randomized algorithm:
For each sensor, randomly, choose α of the k available time slots (without replacement).

Theorem 3. The expected value of the coverage given by the randomized algorithm is
at least 1 − 1

e of the number of edges in H∗
c .

Proof. The argument used here is similar to the one given in [1] with some adaptations
to work for the new method. We first compute the probability that a region r is not
covered in a given time slot t. We use Nr to denote the set of neighbors of r in H∗

c .
Also Nrs refers to the copies of sensor s that belongs to Nr.

We first show that the probability that r is not covered in a specified time slot t is
(1 − 1

k )Nr . For each sensor s, the probability that none of the copies of s belonging to
Nrs, have been covered it, is at most (1− |Nrs|

k ). For k ≥ 1, (1− |Nrs|
k ) ≤ (1− 1

k )|Nrs|.
The probability that a specified region r is not covered at a given time slot t is the
probability that it is not covered by any of its neighbors. Since for sensors i, j, the two
events that Nri is not covering r and Nrj is not covering r are independent events,
the probability that r is not covered in t is the product of all these probabilities for all
Nrs sets. So the probability that r is not covered is bounded by (1 − 1

k )
P

s∈Sc
|Nrs| =

(1 − 1
k )|Nr|. Since we know that Nr is the union of all Nrs sets for s ∈ S. In other

words, Nr = ∪s∈SNrs.
The probability that r is covered is at least in each time slot 1 − (1 − 1

k )Nr . Let lr
be the number of sensors covering region r, in our solution. We can see that E(lr) ≥
k − k((1 − 1

k )|Nr|. The optimal solution can be bounded by the number of edges in
the H∗

c which is
∑

r |Nr|. As shown in [1], for each region r, E(lr)
|Nr|

≥ (1 − 1
e ) which

completes the proof.

Since H∗
c ≥ OPT , we have a (1 − 1

e ) approximation.

5.3 Unit Capacity

We consider the set (k, α)-cover problem with the objective to maximize average cov-
erage. We show that this problem can be solved optimally in polynomial time. Our goal
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is to maximize the number of regions that can be covered. Recall that we need to define
k subsets Si such that each sensor belongs to at most α subsets.

We first construct the following bipartite multi-graph. Let H = (S, R, E ′). We
create a vertex in S for each sensor and a vertex for each region in R. We put α parallel
edges between each sensor and region pair if that the sensor can cover the region. We
now select a maximum bounded degree subgraph3 of H with the maximum number of
edges. The degree bound on sensor nodes in S is exactly α and the degree bound on
region nodes in R is k. This problem can be solved in polynomial time for bipartite
graphs using network flows.Once we find a maximum subgraph (it is not necessarily
unique) H∗, we then find an edge coloring [3] of H∗ using at most k colors where k is
the maximum degree (since α ≤ k). An edge coloring of a graph is an assignment of
colors to the edges such that no pair of edges that are incident on a common vertex have
the same color. Each color class forms a matching in the bipartite graph and corresponds
to a time slot. The sensor nodes will be members of the α color classes corresponding
to the colors of the edges incident on the sensor nodes.

Theorem 4. The running time of the algorithm is constrained by the time taken to
compute the bounded degree subgraph with the maximum number of edges. This takes
O(n3) time in the worst case where n is the number of vertices in the graph.

6 Experimental evaluation

In this section, we present the results of a comprehensive experimental study that com-
pares the performance of the algorithms we proposed. The salient points of our study
can be summarized as follows:

– The Max k-Cut algorithm for solving the Set k-Cover problem achieves schedules
very close to optimal, and much better than the prior randomized algorithm.

– Allowing sensors to belong to multiple sets (Set (k, α)-cover) results in increased
lifetime in several cases.

– Our Max-Flow based algorithms for the capacity-constrained sensor cover problem
consistently perform significantly better than the theoretical worst case bounds.

We ran experiments on a wide variety of synthetic datasets, and report the results
for a representative sample of them.

– DS1, DS3 - Random Uniform Datasets: A set of n sensors and m locations were
created (for varying values of n and m). For each location v, a degree dv is cho-
sen uniformly in [dmin, dmax]. Each of the dv sensors covering v is then randomly
selected.
We show experimental results for two datasets of this type. DS1 was generated
with n = 20, m = 50, and [dmin, dmax] = [8, 15]. The value of k was set to 11 for
the experiments with these graphs. DS2 was generated with n = 20, m = 50 and
[dmin, dmax] = [3, 5], and the experiments were run with k = 5.

3 This problem can be viewed as a generalization of the problem of finding a matching in a
graph. Each node v has a upper bound of b(v) on the number of chosen edges in the subgraph.
With this restriction we wish to compute a subgraph with the maximum number of edges.
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– DS2, DS4 - Geometric (2D and 3D) Datasets: A set of n sensors and m locations
are created as random points in the unit square (DS2) or unit cube (DS4) . A sensor
covers all locations within distance r. Locations with degree less than dmin (= 4)
are deleted. Once again we use n = 20 sensors and m = 50 locations, and the
experiments were run with k = 5. The value of r were set to 0.4 and 0.6 for DS2
and DS4 respectively.

– DS5 - Colored Datasets: This dataset is designed to capture multi-modal, heteroge-
nous sensor deployments. Given a connectivity graph and c colors, each location is
given a color (modality) uniformly selected in range [1, c]. Each sensor can monitor
a subset of colors. This color set is chosen uniformly from all non-empty subsets
of 1, 2, · · · , c. The connectivity graph is then filtered so that sensors are only con-
nected to locations with colors in their color set. Locations with degree less than
dmin are deleted.
We conducted experiments on colored version of all of DS1, DS2, DS3, and DS4.
We report the results for the colored variant on the DS2 (geometric 2D dataset) with
c set to 3.

6.1 Set k-Cover

With our first set of experiments, we compare the performance of the new Set k-Cover
algorithms that we developed in this paper. For each of the datasets we generated 20
random instances, and compared the performance of the Max-Cut algorithm and the
randomized algorithm by Abrams et al. [1] (called Random henceforth), with the op-
timal solution found by solving the integer program using the CPLEX software. Note
that solving the integer program is not feasible in most cases; for some of the problem
instances we tested, the algorithm took days to finish, and in several cases, it did not
terminate at all. Max-Cut runs in a few seconds, and Random is even faster since the
algorithm runs in linear time.

For Random, as with all the randomized algorithms that we test, we ran the algo-
rithm 100 times and took the best obtained solution over these runs.

In Figure 4, we plot the percentage of the regions not covered by the solution found
using these algorithms. As we can see from Figure 4, the solution found by Max-Cut is
consistently almost as good as the optimal solution in all but one case (for dataset DS1),
for which we could not find the optimal solutions for all graphs.

6.2 Effect of α

We study the effect of allowing for larger values of α. To try and understand the benefits
of allowing larger values of α, we ran the following experiment. We compute (using an
IP formulation) the largest possible value of k while asking for full coverage (in other
words, we would like each region covered in every time slot) after fixing α = 1. In
other words, we require a partitioning of the sensors into k sets such that each partition
covers all the sensors.

We next compute the maximum value of k for each choice of α = 2 . . . 5 such that
we can create k subsets S1, . . . , Sk with each sensor belonging to at most α sets. The
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Fig. 4. Comparing Max-Cut, Random, and Opt for different datasets. The “?” for DS1 for Opt
indicates that the optimal solution could not be found; we instead plot a weak lower bound.

maximum value of k
α gives us the maximum lifetime that is possible. We only show

a sample of the results in which we got some improvment. In geometric and colored
graphs in many cases, there was surprisingly no improvement. For random graphs there
are many cases with an improvement. The table is shown above.

α = 1 α = 2 . . . 5

G1 2 2.5
G2 3 3.5
G3 2 2.25
G4 3 3.5

Table 1. Lifetime increase of sensor network ( k

α
)

6.3 Sensor with Capacity Constraints

With our final set of experiments, we compare the performance of our randomized
algorithm for the capacity-constrained version of this problem. Recall that our algorithm
finds the optimal solution in the case when capacities are equal to 1; when capacities
are greater than or equal to 3, the problem is NP-hard, and our algorithm is a (1 − 1

e )
approximation to the optimal solution. We compare the performance of our algorithm
against an optimistic bound on the solution – number of edges in H∗

c (see Section 5.2).
We plan on implementing an exhaustive algorithm that finds the optimal solution, and
compare against it for problems with small sizes.

Figure 5 shows the results of our experiments as we increase the sensor capacities
for the five datasets described above. As we can see, the solution achieved by our algo-
rithm is within 80% of the upper bound, much better than the worst case approximation
bound. Note that the upper bound that we compute is highly optimistic and is unlikely
to be achieved by the optimal solution either.
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Fig. 5. Comparing the solution found by our algorithm for the capacity-constrained case with an
optimistic upper bound (note that the y-axis starts at 0.6). Dashed line denotes the approximation
ratio guaranteed by our algorithm.

7 Conclusions

Most of the prior work on energy minimization for sensor networks is based on algo-
rithms based on random partitioning of sensors into sets. For the first time, we have
shown a better scheme which actually takes the structure of the graph into account by
converting the formulation to a hyper-graph formulation, then reducing that to a graph
formulation and applying a Max k-Cut algorithm on that. And as the experiments sug-
gest this approach gives almost optimal solutions in practice. We also propose a direct
SDP based approach, that currently is slow (albeit polynomial) and we believe would
be the approach to use for developing worst case approximation bounds.

General capacitated versions of this problem are introduced and studied for the
first time as well. The natural approach for this problem would be to first partition the
sensors into sets, and then figure out the assignment of which regions each sensor should
monitor. The use of network flows as a pre-processing step is crucial in making this
algorithm work. In addition, it is slightly surprising that the problem can be solved in
polynomial time with unit capacities but with capacity three it is already NP -complete.

Acknowledgements: We thank David Kempe for useful discussions and Richard Mc-
Cutchen for useful comments on the writeup. We also thank Carlos Guestrin for point-
ing out the related work on welfare maximization.
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A Appendix: SDP Background

Our approach will be to formulate this as a Semi definite programming (SDP) prob-
lem. Consider the following SDP for constant d (and arbitrary k). This formulation is
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inspired by the Max k-Cut work by Frieze and Jerrum [12] (and the description in this
section is taken from their paper). However in our direct SDP formulation (Subsec-
tion A.1), as we will see shortly, the constraints are significantly more complex.

Let yj be one of k vectors a1, . . . , ak defined as follows. Consider an equilateral
simplex Σk in Rk−1 with vertices b1, . . . bk. Let c =

Pk
i=1

bi

k be the centroid of Σk and
let ai = bi − c. Assume that Σk is scaled so that |ai| = 1 for all i.

Frieze and Jerrum show that ai ·aj = −1
k−1 , when i 6= j. If i = j, clearly ai ·aj = 1.

(We would like yj = ap if and only if vj ∈ Sp.)
In this framework, let Yij represent the dot product of the two vectors yi and yj .

The dot product of the two vectors is 1 if the vertices i and j belong to the same group.
The dot product is −1

k−1 if they belong to different groups.
The Max k-Cut problem can be formulated as follows:

max
k − 1

k

∑

i<j

wi,j(1 − yi · yj)

such that yj ∈ {a1, . . . , ak}

Note that
1 − yi · yj =

{

0 if yi = yj
k

k−1 if yi 6= yj

In this formulation, the graph has weights on the edges specified by wi,j . Since
the graph we compute G′ is a multi-graph, we define the weight of an edge to be the
number of copies of the edge in the multi-graph. For example in Fig. 3 our edges will
have weight chosen from {0, 1, 2}.

To obtain the SDP relaxation, now replace yi by vi where vi is any n-dimensional
unit vector. We add the constraint vi ·vj ≥ − 1

k−1 . Thus we obtain an SDP (semidefinite
program) of the following form:

max
k − 1

k

∑

i<j

wi,j(1 − vi · vj)

such that vj ∈ Sn

vi · vj ≥ −
1

k − 1
∀i 6= j

The (fractional) solution obtained from solving this SDP is now rounded by a simple
randomized rounding algorithm to obtain a solution for the Max k Cut problem. Rather
than using exactly the same rounding as given by Frieze and Jerrum [12] we developed
another procedure that had excellent performance.

After finding the solution to the convex program, we perform the following pro-
cedure to find the partitioning into k sets. First we compute the V = v1, . . . vn ∈ Sn

from the decomposition of matrix Y . We choose k vectors at random from V , call them
z1, . . . , zk. Each of the vectors in Z represents one of the k sets. Vector vi (which rep-
resents sensor i) will be assigned to the set j if and only if zj is the closest vector to vi.
In other words vi is assigned to j iff |vi − zj | ≤ |vi − zi′ |, ∀i′ ∈ {1 . . . k}.
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A.1 Direct SDP Formulation

In this section we take a different route and explore a direct SDP formulation for
the set k-cover problem without first reducing to max k-cut. Consider a hyper edge
e = {ve

i1 , v
e
i2 , . . . , v

e
ide

}. For each hyper-edge e, we define a new variable αe. We can
formulate the problem as follows.

max
∑

e∈E

[(
k − 1

k
((de − 1) − αe)) + 1]

such that for each hyper edge e we have the following set of constraints.
Consider all possible Hamilton paths Pe among the set of vertices in the hyper

edge e. We will generate a constraint for each possible path. This formulation has an
exponential number of constraints, but this is not a serious problem. In practice, each
region is only covered by a small number of sensors (for constant d, it is polynomial in
any case).

For each hyper edge e, we define a new variable αe and the following set of con-
straints (one constraint for each path Pe).

αe ≥
∑

(ip,iq)∈Pe

Yipiq
such that yj ∈ {a1, . . . , ak}

If a hyper edge e has size de and intersects pe groups, then we show that the con-
tribution to the objective function is exactly pe. This can be seen as follows: Consider
the path P ′ ∈ Pe with the following structure – the path visits all the nodes in a group
before visiting the nodes in another group. Note that this path has exactly pe − 1 edges
(each dot product contributes − 1

k−1 for these edges) that go across two groups, and
de − pe local edges (each such dot product clearly contributes 1). For this path the rhs
of the constraint is exactly − pe−1

k−1 + (de − pe) (and this is the maximum value of the
rhs). Note that for every other path, if there fewer local edges, the sum is only smaller.
Putting this value for αe (the smallest valid choice) gives the correct objective function
value of pe. (k−1

k ((de − 1) + pe−1
k−1 − de + pe)) + 1 = pe.

We use the same rounding approach as described in the previous subsection. We
do not report on the computational results as the solutions obtained in practice were
slightly worse than the ones obtained by reducing to max k-cut, and the algorithm was
much slower.


