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—— Abstract

In the STEINER TREE problem one is given an undirected graph, a subset T of its vertices, and an
integer k and the question is whether there is a connected subgraph of the given graph containing
all the vertices of T' and at most k other vertices. The vertices in the subset T" are called terminals
and the other vertices are called Steiner vertices. Recently, Pilipczuk, Pilipczuk, Sankowski, and
van Leeuwen [FOCS 2014] gave a polynomial kernel for STEINER TREE in planar graphs, when
parameterized by |T'| + k, the total number of vertices in the constructed subgraph.

In this paper we present several polynomial time applicable reduction rules for PLANAR
STEINER TREE. In an instance reduced with respect to the presented reduction rules, the number
of terminals |T| is at most quadratic in the number of other vertices k in the subgraph. Hence,
using and improving the result of Pilipczuk et al., we give a polynomial kernel for STEINER TREE
in planar graphs for the parameterization by the number k of Steiner vertices in the solution.
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1 Introduction

The Steiner problem is a classical problem of theoretical computer science and a fundamental
problem of network design. Most generally it can be formulated as follows: Given a set of
interesting objects in some environment or a network, determine the most efficient way to
connect them. The study of STEINER TREE in graphs goes back to Hakimi [24] (the problem
was also independently formulated by Levin [32]), who showed that CLIQUE can be reduced to
STEINER TREE (the theory of NP-hardness was not known yet). Applications can be found in
VLSI routing [29], network routing in general [31], phylogenetic tree reconstruction [27] and
other areas. It was also the topic of the 11th DIMACS Implementation Challenge. We refer
the reader to one of many books devoted to STEINER TREE for further applications [10, 20, 37].

Our focus in this paper is on the case of planar graphs. Hence, we consider the following
formulation of the problem:

PLANAR STEINER TREE
Input: A planar graph G = (V, E), a set T C V, and an integer k.
Question: Is there a set S C V \ T of size |S| < k such that G[T U S] is connected?
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We denote n the number of vertices of the graph G and m the number of its edges. We
call the vertices in T terminals and the vertices in V' \ T non-terminals or Steiner vertices.
We call a set S C V' \ T a solution (for the instance (G, T, k)), if |S| < k and for every pair
of vertices x,y € T the vertices z and y are in the same connected component of G[S U T.
Note that then all vertices of T" are in the same connected component of G[SUT] and we can
remove all other connected components from the graph and get a set asked by the problem
definition.

The problem is often formulated so that one is to find a connected subgraph with the
minimum number of edges that contains the set of terminals. The subgraph attaining the
minimum must be a tree, called optimal Steiner tree. It is not hard to see that there is such
a connected subgraph with |T'| + k — 1 edges if and only if there is a set of vertices forming a
solution to our formulation (with k Steiner points).

Our Contribution

The problem is NP-hard [23] and remains so even in very restricted planar cases [22]. In
order to better understand the complexity of the problem we focus on the parameterized
analysis of the problem. The problem was recently studied with respect to the parameter “the
number of edges in an optimal Steiner tree” or equivalently |T'| 4+ k by Pilipczuk, Pilipczuk,
Sankowski, and van Leeuwen [35, 36], who obtained a subexponential algorithm [35] and a
polynomial kernel [36] for the problem with respect to this parameterization. In particular
they proved the following proposition.

» Proposition 1 (Pilipczuk et al. [36]). Given a PLANAR STEINER TREE instance (G,T),
one can in O(kG'3pn) time find a set F C E(GQ) of O(kl2r) edges that contains an optimal
Steiner tree connecting T in G, where kopr is the total number of edges of an optimal Steiner
tree.

In this paper we focus on the parameterization by the number k of Steiner vertices in the
solution. By folklore result PLANAR STEINER TREE is known to be fixed parameter tractable
with respect to this parameter (see also [28]), however it was not known whether there is a
polynomial kernel. We resolve this question as follows: We present several polynomial time
reduction rules and show that if the rules are exhaustively applied the number of terminals is
at most quadratic in k. Then the number of edges of an optimal Steiner tree of that instance
is also at most quadratic in k and we can use the algorithm of Proposition 1 to obtain a
polynomial kernel.

This improves the result of Pilipczuk et al. qualitatively, since we give a polynomial kernel
with respect to a parameter that is always smaller and can be arbitrarily smaller than the
parameter they use. Moreover, it also improves it quantitatively, as our rules never increase
the number of edges in an optimal Steiner tree, and, hence, the kernel obtained by first
running our rules is always at most as big as the one obtained by starting directly with the
algorithm of Proposition 1.

Related Work

As we already mentioned the problem is NP-complete even in very restricted cases of
planar graphs [22]. Tt is also well studied from the approximation perspective. It can be
approximated to within a factor O(logn), but it cannot be approximated within a factor
(1 —¢)(log|T|) unless NP C DTIME[nPoYe(")] [30]. Furthermore, the edge weighted variant
admits a constant factor approximation [9], while it is APX-complete even on complete
graphs with weights 1 and 2 [2].
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Many studies considered the planar variant of the problem from the approximation
perspective. The edge weighted variant admits EPTAS on planar graphs [8] as well as on
bounded genus graphs [7]. The number of papers on approximation of some variant of Steiner
type problem is enormous and rapidly growing. Therefore we refer the reader to the online
compendium [25] for the current approximation state of various Steiner type problems.

Turning to exact exponential algorithms, there is a simple folklore algorithm running
in 0(23"n°M) = O(1.6181") time. This was improved to O(1.59") for the weighted case
and O(1.36™) for the cardinality case by Fomin et al. [17]. Note that all of the mentioned
algorithms use polynomial space.

Concerning parameterized complexity, on general graphs, STEINER TREE is known to
be W][2]-hard with respect to the standard parameterization k [14]. Moreover, by result
of Patrascu and Williams [34], there are no | > 3, ¢ > 0, and an algorithm that would
solve STEINER TREE on instance (G, T, k) with k = [ in time O(n!~¢), unless the Strong
Exponential Time Hypothesis (SETH) fails.

However, for STEINER TREE much more often the parameterization by the number of
terminals |T| is used. There is a nice long history of improving FPT-algorithms with respect
to this parameterization started by the O(3/71 . n + 271 n2 4 n(nlogn +m))-time algorithm
of Dreyfus and Wagner [15] (independently found by Levin [32]). This algorithm, as well as
its later improvements [16, 21, 4] subsequently approaching the O*(2!T!) running time, use
exponential space.

Polynomial space FPT-algorithms appeared only recently. The one by Nederlof [33] applies
to the cardinality variant and the variant where the weights are bounded by a constant and
achieves O*(2!T1) time. The running time of O*(2/71) is believed to be optimal [11]. The
algorithm by Fomin et al. [18] achieves running time O(7.97/71 . n* . log W) for edge weights
in{1,...,W}.

On general graphs the problem does not admit polynomial kernel even with respect
to k + |T|, unless coNP C NP/poly. This can be easily proved using the framework of
Bodlaender et al. [6], a less direct approach can be found in [13]. Note also that since the
problem is on general graphs FPT with respect to |T'| and W[2]-hard with respect to k, no
reduction of type presented in our paper can exist for general graphs, unless W[2]=FPT.

By way of contrast, much less is known about the parameterized complexity of PLANAR
STEINER TREE. In fact, for the parameterization by |T'|, no results are known that would
improve those from general graphs. On the other hand, for the parameterization by k, the
problem is known to be FPT by a folklore result based on STEINER TREE being FPT with
respect to the treewidth of the graph G [12, 5, 19]. This was improved by Jones et al. [28],
who presented an algorithm in O*(3%+°(@k)) that applies to d-degenerate graphs.

However, recently there was a significant progress for planar graphs with respect to the
combined parameter k + |T|. First Pilipczuk et al. [35] showed that there is a subexponen-
tial algorithm for PLANAR STEINER TREE with respect to this parameterization running
in 0(20(((k+|T|)log(kHT'))z/g)n) time. Later the same group of authors improved this to

020V HITD1og(k+T1)p) time and gave the kernel as presented in Proposition 1 [36].

Organization of the paper

Our algorithm is described in Section 2. In particular Subsection 2.1 contains the reduction
rules that apply to all graphs, Subsection 2.2 collects the rules that only hold in planar
graphs and Subsection 2.3 contains the main theorem and the analysis of the running time.
We conclude the paper by giving some outlooks for future research in Section 3.

Due to space constraints, several proofs had to be deferred to the full version of the paper.
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2  Algorithm

Our algorithm consist of several reduction rules, which simplify the instance. The algorithm
applies these rules exhaustively to obtain an instance which is reduced with respect to them,
that is, an instance to which none of the rules applies any more. We give the rules in a
specific order and always prefer to apply a rule that was given earlier to a rule given later. In
other words, before we apply some rule, we assume that the instance is reduced with respect
to all previous rules.

For each of the rules we immediately prove its correctness, that is, the instance produced
by the rule is a yes-instance if and only if the original instance was (the instances are
equivalent). However we defer the analysis of the running times to find applications and to
apply the rules until all the rules are presented.

We present the rules and some auxiliary lemmata that apply to general graphs in
Subsection 2.1, rules for planar graphs in Subsection 2.2 and the running time and the main
theorem in Subsection 2.3.

2.1 General Reduction Rules

Here we give the rules and lemmata that would apply to general graphs, however also preserve
planarity of the instance. We start by a rule that summarizes the obvious trivial constraints
on solvability of the instance. Its correctness is immediate.

» Reduction Rule 1.

(a) If k> 0 and 0 is a solution, then answer YES.

(b) If £ < 0, then answer NO.

(c) If £k =0 and 0 is not a solution, then answer NO.

(d) If for some z,y € T there is no path between = and y in G, then answer NO.

We continue by a well known rule for STEINER TREE.

» Reduction Rule 2 (Folklore). If there are two adjacent terminals z and y, then contract
the edge {x,y}. I.e., we continue with the instance (G',T’, k), where G' = (V/,E"), V' =
V\{z,p}) WH{whw ¢V, B = (E\{e | ee E,en{z,y} # 0}) U{(e\{z,y}) U{w} [ e
E lenfz,y}| =1}), and T" = (T'\ {2, y}) U {w}.

Although the rule is well known, we prove its correctness for completeness.
» Lemma 2 (k!). Reduction Rule 2 is correct.

The following lemma pinpoints the property of solutions that is crucial for our considera-
tions in the rest of the paper. We use the following notion: a Steiner vertex v dominates a
terminal z if v and x are adjacent in G.

» Lemma 3. Let (G,T,k) be an instance where Reduction Rules 1 and 2 have been exhaus-
tively applied, S a solution of the instance, and x a vertex in T. Then there is a vertex v
in S such that v dominates x.

Proof. Since the instance is reduced with respect to Reduction Rule 1, we know that there
are at least two terminals, as otherwise (} would be a solution. Let y be a terminal different
from z. Since S is a solution, there is a path p1,ps,...,ps in G[S UT] such that p; = z and

! Proofs of lemmata marked with (%) were deferred to the full version of the paper.
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pg =Y. Let v =py. If visin T, then z and v are two adjacent terminals contradicting the
instance being reduced with respect to Reduction Rule 2. Hence v is in .S and dominates x
as claimed. <

We will use the following lemma in our proofs to show that taking some vertex to a solution
can be modeled by a suitable modification of the instance and this preserves yes-instances.

» Lemma 4. Let (G, T,k) be an instance, S a solution for (G,T,k), and v a vertex in S
such that there is a terminal in the same connected component of G[T U S] as v. Let us
denote T' =T U {v} and k' =k — 1. Then (G,T', k') is a yes-instance.

The condition on v being in the same connected component of G[T U S| as some terminal
might seem a little strange and it would be more natural to just assume S to be minimal.
However, we prefer to formulate the lemma this way, as it makes it easier to use.

Proof. Let us denote 8" = S\ {v}. Then |S’| < k¥ and T U S equals 77 U S’. Thus
for every pair of vertices y,z from T the terminals y and z are in the same connected
component of G[T" U S’] = G[T' U S]. Moreover, v is in the same connected component
of GIT" U S'] = G[T'U 5] as at least one other terminal and, thus, all other terminals, by
assumption. Hence S’ is a solution for (G,T”, k'), finishing the proof. <

The following lemma is complementary to the previous one and shows that the operation
preserves no-instances.

» Lemma 5. Suppose (G,T,k) is an instance, v € V\T, and x € T. Let us denote
T'=TU{v} and ¥ =k —1. If (G,T",K') is a yes-instance, then (G,T,k) is a yes-instance.

Proof. Let S’ be a solution for (G,T”, k') and let us denote S = S’ U{v}. Then |S| < k and
again T'U S equals 77 U S” and, thus, G[T US| = G[T" U S’]. Since T C T’, S is a solution
for (G, T, k), finishing the proof. <

The following rule shows that (false) twins among the terminals are superfluous. Surpris-
ingly, we were not able to find the use of such a rule for STEINER TREE in literature.

» Reduction Rule 3. If there are z and y in T such that N(z) = N(y), then remove z
from G. lLe., we continue with instance (G’,T",k), where G' = G\ z and T' = T \ {z}.

» Lemma 6 (). Reduction Rule 3 is correct.

2.2 Plane Specific Reduction Rules

In this subsection we present rules that rely on the graph being planar. To ease the
presentation it is better to fix an embedding of the graph. Hence, for the rest of the paper
we assume, that the given graph G is plane, i.e., it has a fixed planar embedding. Since a
planar embedding can be found in linear time [26], this assumption is not restrictive. In fact
we often consider the sphere embedding, as we mostly do not distinguish the outer face.
Consider two non-terminals v and v with at least two common terminal neighbors. Denote
the set of common terminal neighbors @ and ¢ = |Q|. The embedding of the edges connecting
the vertices u and v to the vertices of () cuts the surface of the sphere into ¢ connected areas.
Let A be any of these areas. If  and y are the two vertices of @) incident to the area A, then
we say that u,z,v, and y form an eye and the cycle u, v, x,y forms its boundary. Moreover,
we say that a vertex is inside the eye u,x,v,y, if it is embedded inside the areca A. We say
that a vertex is outside the eye if it is neither inside nor on the boundary of it. Note that a
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terminal z inside the eye u, x, v,y can be connected to u or v, but not to both of them by
the definition of an eye.

Our first planar rule applies to eyes where one of the Steiner points on the boundary
dominates all the terminals inside the eye.

» Reduction Rule 4. Suppose u, z, v, and y form an eye, such that u,v € V\T,and z,y € T
Further suppose that there is a terminal z € T inside the eye. If every terminal inside the
eye is a neighbor of v, then add v to T and reduce k by one.

The intuition behind the proof of correctness is that taking v into the solution is always
at least as good as taking any vertex inside the eye.

» Lemma 7 (). Reduction Rule 4 is correct.

The next rule allows to make an eye which does not contain terminals completely empty.
We require the eye to be non-empty before the application of the rule so that the application
actually changes the graph.

» Reduction Rule 5. Suppose u, z, v, and y form an eye, such that u,v € V\T and z,y € T
and suppose that there is a vertex w € V' \ T, but no terminal, inside the eye. Then remove
every vertex w inside the eye from G.

Intuitively, if any vertex inside the eye is to be in the solution, then we can take u (or v)
and detour any path around the eye.

» Lemma 8 (). Reduction Rule 5 is correct.
The following variant of the so-called “high degree rule” forms the crux of our algorithm.

» Reduction Rule 6. If there is a vertex u € V' \ T which dominates more than 5k terminals,
then add u to T and reduce k by one. Le., continue with instance (G,T", k"), where k' = k —1
and 77 =T U {u}.

» Lemma 9. Reduction Rule 6 is correct.

Proof. By Lemma 5, if the resulting instance is a yes-instance, then so is the original one.
Now for the other direction, assume that there is a set S C V' \ T that is a solution for
(G, T,k). If S contains u, then the resulting instance is a yes-instance by Lemma 4. Hence,
let us assume for the rest of the proof that u ¢ S. We show that this leads to a contradiction
with the instance being reduced with respect to the previous rules.

Consider the terminals in N(u). Each of them is dominated by a vertex of S by Lemma 3.
Let B be the set of vertices in S dominating at least 2 vertices in N(u) N7T. Each vertex in B
forms at least 2 eyes together with u. We want to show that there must be a vertex in B for
which many of these eyes are empty. To this end, let us fix a face of the embedding of G as
the outer one and call an eye outer if it contains the outer face and internal otherwise. We
will use the following auxiliary claim about the eyes between u and vertices in B.

» Claim 1 (%). There are no two internal eyes u,z,b,y and u,2’, ¢,y with b # ¢ such that
the union of their boundaries cuts the plane into 4 regions.

Let us define the following relation on vertices of S. For a,b € S we write a < b if and
only if b is in B and a is inside some internal eye formed by v and b. We show that this
relation can be used to order the vertices of S.

» Claim 2 (%). The relation < is a strict partial order.
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Let us now define another relation < as follows. We write a < b if and only if a < b and
there is no ¢ such that a < ¢ and ¢ < b. This relation is the cover relation of the strict partial
order <. We need the following property of that relation.

» Claim 3 (%). For every a there is at most one b such that a < b.

For a vertex b in B we call the set of vertices a such that a < b the support of b and
denote supp(b). The support gives each vertex of B a budget for nonempty eyes in the
following sense.

» Claim 4 (%). Let b be a vertex in B and consider an eye A between u and b containing a
vertex of S. Then there is a vertex a inside A such that a < b and, hence, a is in supp(b).

Next we show that, since the budget is limited, there are vertices which dominate more
vertices than what their budget allows them.

» Claim 5. There is a vertex b of B which dominates more than 2|supp(b)| + 3 vertices of
TNN(u).

Proof (of Claim 5). Suppose for contradiction that each vertex b in B dominates at most
2|supp(b)| + 3 vertices of T'N N(u). Then, since every vertex a in S\ B dominates at most 1
vertex of T'N N (u) by definition, we have

5k < |TNN(u)| <Y (2lsupp(d)| +3)+ Y 1<3k+2) [ala= b}

beB acS\B beB
=3k+2) [{b|a<b}| <3k+2k=>5k
acsS
which is a contradiction. |

Let v be a vertex which dominates more than 2|supp(v)| + 3 vertices of TN N (u). Let us
denote C' the set of terminals that are common neighbors of u and v. We know, that there
are |C| eyes between u and v. For each internal eye which contains a vertex of S there is
vertex in supp(v) by Claim 4. Therefore, there are at most |supp(v)| + 1 eyes which contain
a vertex of S inside. We show, that the eyes that do not contain any vertex of S do not
contain any vertices at all.

Assume to the contrary that there is an eye u, z, v, y that does not contain any vertex of S,
but its interior is not empty. If there was no terminal in the interior, then Reduction Rule 5

would apply, contradicting the instance being reduced with respect to the previous rules.

Hence, the set of terminals inside the eye is non-empty. Let us denote it T,. By Lemma 3,
each terminal has to be dominated by a vertex of S. Since there are no vertices of S inside
the eye and u ¢ S by assumption, it follows that T, C N(v) and Reduction Rule 4 would
apply, again contradicting the instance being reduced with respect to the previous rules.
Hence, each eye not containing any vertex of S is empty. Therefore there are at most
|supp(v)| + 1 nonempty eyes which have together at most 2|supp(v)| + 2 terminals on their
boundaries. Since C' contains more than 2|supp(v)| + 3 vertices it follows that there are two
vertices z and y in C that only appear on boundaries of empty eyes and, hence, are of degree
two. In particular, for their neighborhoods we have N(z) = N(y) = {u, v} and Reduction
Rule 3 would apply, contradicting the instance being reduced with respect to the previous
rules. Hence, if the original instance was a yes-instance, then so is the resulting one, finishing
the proof of the lemma. <
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Equipped with Reduction Rule 6 it is easy to finally bound the number of terminals in
the instance.

» Reduction Rule 7. If there is more than 5k? terminals, then answer NO.
» Lemma 10. Reduction Rule 7 is correct.

Proof. Suppose for contradiction that |T'| > 5k, but the instance is a yes instance. Let S
be a solution. By Lemma 3 each vertex of T" has at least one neighbor in S. On the other
hand, |S| < k and, hence, by pigeonhole principle there is a vertex in S with more than 5k
neighbors in T'. But this contradicts the instance being reduced with respect to Reduction
Rule 6. <

2.3 Main Theorem and Time Complexity

In this subsection we piece together our main result. We start by analyzing the time needed
to exhaustively apply the reduction rules.

» Lemma 11. Given an instance (G, T, k) of PLANAR STEINER TREE one can in O(n*)-time
either correctly decide it or obtain an equivalent instance (G",T', k') which is reduced with
respect to Reduction Rules 1-7, k' < k, and |T'| + k' is at most |T| + k.

Proof. We apply the reduction rules exhaustively. The equivalence of resulting instance
follows from the correctness of the reduction rules. Here we argue about the running time to
apply the reduction rules.

Let us first consider the time spend to find one application and to apply the rule one
time for each of the rules.

To check whether Reduction Rule 1 can be applied one can in linear time find the
connected components of graph G and graph G[T] and then check whether all the terminals
are in the same connected components. Therefore, to check whether the rule applies we need
O(n) time. The rule can be applied in constant time, as we directly answer.

We can find an application of Reduction Rule 2 by going through the edges of the graph
in linear time. The modification of the instance also takes linear time.

To check whether Reduction Rule 3 applies we can determine for every pair of vertices
x,y whether their neighborhoods are equal in cubic time. The instance can again be modified
in linear time.

To apply Reduction Rule 4 and Reduction Rule 5 we first need to find the embedding,
the eyes, and which vertices are inside them. We try all pairs of non-terminals u, v and for
each of them we find the eyes formed between them (if any) in linear time. Then in linear
time we find for all other vertices inside which eye they are and finally whether the rules
apply to any of the eyes. Summing over all pairs u, v, an application of the rule can be found
in O(n?) time. The application takes constant time for Reduction Rule 4 and linear time for
Reduction Rule 5.

An application of Reduction Rule 6 or Reduction Rule 7 can be found and the rule applied
in linear time.

Now we would like to bound the number of times we search for an application of a rule
and the number of times a rule is applied. Note that after any rule is applied as well as on the
beginning we iterate through the reduction rules starting from the first one and continuing
with the later ones and we stop when we find no application of a rule anymore. Hence the
number of times we search for an application of a particular rule is linear in the number of
applications of the rules.
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If Reduction Rule 1 or 7 is applied, then the algorithms stops. Hence, these rules are only
applied once. Reduction Rules 2, 3, and 5 reduce the number of vertices of the graph. Since
no rule increases the number of vertices, there can be at most n application of these rules
together. Finally, Reduction Rules 4 and 6 reduce the number of non-terminals (by converting
them to terminals) and, hence, there can be at most n applications of these two rules together.

Summing up, the rules can be exhaustively applied in O(n?) time and the lemma follows
by observing that no rule increases k or k + |T|. <

» Remark. It seems possible to improve the running time given in Lemma 11, e.g., Reduction
Rule 3 only has to be applied for vertices of degree 2, etc. However, this would make analysis
more complicated and we prefer to focus this extended abstract in different direction.

Now we are ready to prove our main theorem, which combines Lemma 11 with Proposi-
tion 1, to obtain the kernel for PLANAR STEINER TREE with respect to k.

» Theorem 12. Given a PLANAR STEINER TREE instance (G, T, k) one can in O(k**4n+n?*)

time either correctly decide decide it or find an equivalent instance (G',T', k') with k' < k,
T < K2, and [V(G')] < O™,

Proof. By Lemma 11 we can in O(n?*) time find an equivalent instance (G”,T", k') which
is reduced with respect to Reduction Rules 1-7 and k¥’ < k. Since the instance (G”,T", k')
is reduced with respect to Reduction Rule 7, we have |T’| < 5k and if (G”,T',k') is a
yes-instance, then there is an optimal Steiner tree with at most k' + |T'| = O(k'?) edges.
Now we run the algorithm of Proposition 1 on the instance (G”,T") for O(k'*®'n) time.
If it fails to finish, then the number of edges in an optimal Steiner tree kopr is more
than k' + |T"| = O(k'?) and we answer NO. If it finishes, then let F' be the set of edges
returned. If |F| is not O(k"?84), then we again answer NO. Otherwise, we let G’ be the graph
(W, F), where W is the set of vertices of G which are incident to at least one edge of F.
By Proposition 1 and since no terminal is isolated in any Steiner tree, the instances (G”,T", k)
and (G',T', k') are equivalent. Since |F| = O(k§3r) and kopr < 5k + k' = O(k'?), the
bound on the size of V(G’) follows. <

3 Conclusion and Future Directions

We presented the first polynomial kernel for PLANAR STEINER TREE with respect to the
number k of Steiner points in the solution. It seems plausible that the kernel size bound as
well as the running time of the algorithm can be improved. First of all, already the size bound
O((k+|T|)'42) given by Proposition 1 probably offers plenty of space for improvements, with
the best known lower bound (for the method) being just Q((k + |T])?).

Second, our approach mostly relies on domination type arguments. DOMINATING SET
IN PLANAR GRAPHS is known to have a linear kernel [1] and even one such computable in
linear time [3]. It might be possible to use the ideas of these kernels to reduce the number of
terminals to linear in k or at least reduce the running time to linear. If one was able to reduce
the number of terminals to linear in k, this would immediately lead to a subexponential
FPT-algorithm for PLANAR STEINER TREE parameterized by k, which is itself an interesting
open problem.

Given the amount of research conducted on STEINER TREE in general graphs with respect
to the number of terminals |T|, it seems surprising that we cannot say anything more with
respect to this parameterization on planar graphs. In particular, we are aware neither of
polynomial kernel nor of a subexponential FPT-algorithm for PLANAR STEINER TREE with
respect to this parameterization.
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V1 Vg
() V4

U3 Vs

Figure 1 Illustration of different notions of optimality for Steiner forests. For T =
{{v1,v6}, {v2,v3}, {va,v5}}, the set of terminals already induces a connected subgraph of G. Hence
no Steiner point is needed. On the other hand, the spanning tree of this induced subgraph has 5
edges (and we cannot omit any of them), but it is possible to connect the terminals as required by
taking the following 4 edges: {v1,vr}, {v7,ve}, {v2,v3}, {va, v5}.

Finally, one might want to try to generalize the ideas of this paper to further problems
and PLANAR STEINER FOREST seems a natural candidate. Here we are given a graph G and
a family of pairs of vertices T and the task is to find the smallest subgraph of G in which the
vertices of each pair from 7 appear in the same connected component. While Pilipczuk et
al. [36] proved an analogue of Proposition 1 for PLANAR STEINER FOREST (with the degree
of the polynomial in the bound 4 times larger), there are several issues preventing such a
generalization.

First, for STEINER FOREST it is no longer true that the optimal forest is the one obtained
as a spanning forest of the subgraph with minimum number of Steiner points (usually all
members of all pairs in T are called terminals), as Figure 1 illustrates. Since the result
of Pilipczuk et al. minimizes the number of edges, whereas our formulation optimizes the
number of Steiner points, it might be troublesome to combine them.

Second, for STEINER FOREST there is no direct analogue of Reduction Rule 2. Indeed,
notice that applying Reduction Rule 2 to, e.g., the edge {vs,v3} of the graph on Figure 1
causes the optimum number of Steiner points in the solution to increase to one, as the vertex
resulting from the contraction is no longer a terminal. Moreover the rule also applies to edge
{v1, v2} which is not in the Steiner forest minimizing the number of edges.

We still believe that one might be able to reduce the instance in such a way that the
optimum solution only uses O(k?) edges in trees that contain at least two edges. It is not
obvious whether such a reduction could be combined with the ideas of Pilipczuk et al. to
obtain a polynomial kernel for PLANAR STEINER FOREST with respect to the number of
Steiner points in the solution.

There are also reasons not to believe that such a kernel should exist for PLANAR STEINER
FOREST, since the problem behaves significantly different than PLANAR STEINER TREE.
Indeed, Pilipczuk et al. [36] also proved that, in contrast to PLANAR STEINER TREE, there
is no subexponential FPT-algorithm for PLANAR STEINER FOREST parameterized by the
total number of edges in an optimal Steiner forest.

Hence, we believe that there are many interesting directions to study related to the
current paper.
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