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ABSTRACT
We propose and analyze a self-adaptive version of the (1, λ) evolu-
tionary algorithm in which the current mutation rate is part of the
individual and thus also subject to mutation. A rigorous runtime
analysis on the OneMax benchmark function reveals that a simple
local mutation scheme for the rate leads to an expected optimization
time (number of fitness evaluations) of O(nλ/log λ + n logn). This
time is asymptotically smaller than the optimization time of the
classic (1, λ) EA and (1+λ) EA for all static mutation rates and best
possible among all λ-parallel mutation-based unbiased black-box
algorithms.

Our result shows that self-adaptation in evolutionary compu-
tation can find complex optimal parameter settings on the fly. At
the same time, it proves that a relatively complicated self-adjusting
scheme for themutation rate proposed by Doerr et al. (GECCO 2017)
can be replaced by our simple endogenous scheme. Moreover, the
paper contributes new tools for the analysis of the two-dimensional
drift processes arising in self-adaptive EAs, including bounds on
occupation probabilities in processes with non-constant drift.

CCS CONCEPTS
• Theory of computation → Theory of randomized search
heuristics; Optimization with randomized search heuristics;
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1 INTRODUCTION
One of the core difficulties when using evolutionary algorithms
is finding suitable values for its parameters. It is well known and
supported by ample experimental and some theoretical evidence
that already small changes of the parameters can have a crucial
influence on the efficiency of the algorithm.
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One elegant way to overcome this difficulty, and in addition the
difficulty that the optimal parameter values may change during a
run of the algorithm, is to let the algorithm optimize the parameters
on the fly. Formally speaking, this is an even more complicated task,
because instead of a single good parameter value now a suitable
functional dependence of the parameter on the search history needs
to be found. Fortunately, a number of natural heuristics like the
1/5-th rule have proven to be effective in certain cases. In a sense,
these are all exogenous parameter control mechanisms which are
added to the evolutionary system.

An even more elegant way is to incorporate the parameter con-
trol mechanism into the evolutionary process, that is, to attach the
parameter value to the individual, to modify it via (extended) muta-
tion operators, and to use the fitness-based selection mechanisms of
the algorithm to ensure that good parameter values become domi-
nant in the population. This self-adaptation of the parameter values
has two main advantages: (i) It is generic, that is, the adaption
mechanism is provided by the algorithm, only the representation of
the parameter in the individual and the extension of the variation
operators has to be provided by the user. (ii) It allows to re-use
existing algorithms and much of the existing code.

Despite these advantages, self-adaptation is not used a lot in
discrete evolutionary optimization. From the theory side, some
advice exists how to set up such a self-adaptive system, but a real
proof for its usefulness is still missing. This is the point we aim to
make some progress on.

Our results: The main result of this work is that we propose
a version of the (1, λ) evolutionary algorithm (EA) with a natural
self-adaptive choice of the mutation rate and prove that it opti-
mizes the classic OneMax benchmark problem in a runtime that is
asymptotically optimal among all λ-parallel black-box optimization
algorithms and that is, from λ = Ω((lnn)1+ϵ ) on, better than the
runtimes of the (1,λ) EA and the (1+λ) EA for all static choices of
the mutation rate. It obviously cannot beat the (also asymptotically
optimal) runtimes of the (1+λ) EA with fitness-dependent mutation
rate of Badkobeh, Lehre, and Sudholt [2] and of the (1+λ) EA with
self-adjusting (exogenous) mutation rate of Doerr, Gießen, Witt,
and Yang [11]. Hence the good news of our result is that this opti-
mal runtime could be obtained in a generic manner. Note that both
the fitness-dependent mutation rate of [2] and the self-adjusting
rate of [11] with its mix of random and greedy rate adjustments
would have been hard to find without a deeper understanding of
the mathematics of these algorithms.

Not surprisingly, the proof of our main result has some similarity
to the analysis of the self-adjusting (1+λ) EA of [11]. In particular,
we also estimate the expected progress in one iteration and use
variable drift analysis. Also, we need a careful probabilistic analysis
of the progress obtained from different mutation rates to estimate
which rate is encoded in the new parent individual (unfortunately,
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we cannot reuse the analysis of [11] since it is not always strong
enough for our purposes). The reason, and this is also the main
technical challenge in this work, is that the (1,λ) EA can lose fitness
in one iteration. This happens almost surely when the mutation
rate is too high. For this reason, we need to argue more carefully
that such events do not happen regularly. To do so, among several
new arguments, we also need a stronger version of the occupa-
tion probability result [18, Theorem 7] since (i) we need sharper
probability estimates for the case that movements away from the
target are highly unlikely and (ii) for our process, the changes per
time step cannot be bounded by a small constant. We expect our
new result (Lemma 2.3) to find other applications in the theory of
evolutionary algorithms in the future. Note that for the (1+λ) EA,
an excursion into unfavorable rate regions is less a problem as long
as one can show that the mutation rate returns into the good region
after a reasonable time. The fact that the (1,λ) EA can lose fitness
also makes it more difficult to cut the analysis into regimes defined
by fitness levels since it is now possible that the EA returns into a
previous regime. In this work, we also gained two insights which
might be useful in the design of future self-adaptive algorithms.

Need for non-elitism: Given the previous works, it would be
natural to try a self-adaptive version of the (1+λ) EA. However, this
is risky. While the self-adjusting EA of [11] can cope with the fact
that the current mutation rate is far from the ideal one and in this
case provably quickly changes the rate to an efficient setting, a self-
adaptive algorithm cannot do so. Since the mutation rate is encoded
in the individual, a change of the rate can only occur if an offspring
is accepted. For an elitist algorithm like the (1+λ) EA, this is only
possible when an offspring is generated that is good enough to
compete with the parent(s). Consequently, if the parent individual
in a self-adaptive (1+λ) EA has a high fitness, but a detrimental
(that is, large) mutation rate, then the algorithm is stuck with this
individual for a long time. Already for the simpleOneMax function,
such a situation can lead to an exponential runtime. Needless to
say, when using a comma strategy we have to choose λ sufficiently
large to avoid losing the current-best solution too quickly; see [21]
for a precise analysis of this phenomenon for the (1,λ) EA using a
static mutation rate of 1/n.

Tie-breaking towards lower mutation rates: To prove our result,
we need that the algorithm in case of many offspring of equal
fitness prefers those with the smaller mutation rate. Given that the
usual recommendation for the mutation rate is small, namely 1

n ,
and that it is well-known that large rates can be very detrimental,
it is natural to prefer smaller rates in case of ties (where, loosely
speaking, the offspring population gives not hint which rate is
preferable). This choice is similar to the classic tie-breaking rule of
preferring offspring over parents in case of equal fitness (again, the
fitness indicates no preference, but the simple fact that one is maybe
working already for quite some time with this parent suggest to
rather prefer the new individual). Without proof, we remark that
without this tie-breaking rule we would need λ = nΩ(1) to ensure a
positive drift towards the optimum throughout the process.

Previous works: This being a theoretical paper, for reasons of
space we shall mostly review the relevant theory literature, so we
only refer to the survey [17] and note that use of self-adaptation
in genetic algorithms was proposed in the seminal paper [1] by

Bäck. Also, we completely disregard evolutionary optimization in
continuous search spaces due to the very different nature of opti-
mization there (visible, e.g., from the fact that dynamic parameter
changes, including self-adaptive choices, are very common and in
fact necessary to allow the algorithms to approach the optimum
with arbitrary precision).

The theoretical analysis of dynamic parameter choices started
slow. A first paper [15] on this topic in 2006 demonstrated the
theoretical superiority of dynamic parameter choices by giving
an artificial example problem for which any static choice of the
mutation rate leads to an exponential runtime, whereas a suitable
time-dependent choice leads to a polynomial runtime. Four years
later [4], it was shown that a fitness-dependent choice of the mu-
tation rate can give a constant-factor speed-up when optimizing
the LeadingOnes benchmark function. The first super-constant
speed-up on a classic benchmark function obtained from a fitness-
dependent parameter choice was shown in [8], soon to be followed
by the paper [2] which is highly relevant for this work.

Around that time, several successful self-adjusting (“on the fly”)
parameter choices were found and analyzed with mathematical
means. In [19], Lässig and Sudholt propose a success-based multi-
plicative update of the population size λ in the (1+λ) EA and show
that this can lead to a reduction of the parallel runtime. By a multi-
plicative update inspired by the 1/5-th success rule from evolution
strategies, [7] automatically finds parameter settings leading to
the same performance as the fitness-dependent choice in [8]. A
learning-based approach was used in [9] to automatically adjust
the mutation strength and obtain the performance of the fitness-
dependent choice of [10]. Again a different approach was proposed
in [11], where the mutation rate for the (1+λ) EA was determined
on the fly by creating half the offspring with a smaller and half
the offspring with a larger mutation rate than the value currently
thought to be optimal. As new mutation rate, with probability 1

2 the
rate which produced the best offspring was chosen, with probability
1
2 a random of the two rates used was chosen. The three different
exogenous approaches used in these works indicate that a generic
approach towards self-adjusting parameter choices, such as self-
adaptation, would ease the design of such algorithms significantly.

Surprisingly, prior to this work only a single runtime analysis
paper for self-adapting parameter choices appeared. In [5], Dang
and Lehre show several positive and negative results on the perfor-
mance of a simple class of self-adapting evolutionary algorithms
having the choice between several mutation rates. Among them,
they show that such an algorithm having the choice between an
appropriate and a destructively high mutation rate can optimize
the LeadingOnes benchmark function in the usual quadratic time,
whereas the analogous algorithm using a random of the two mu-
tation rates (and hence in half the cases the right rate) fails badly
and needs an exponential time. As a second remarkable result, they
give an example setting where any constant mutation rate leads
to an exponential runtime, whereas the self-adapting algorithm
succeeds in polynomial time. As for almost all such examples, also
this one is slightly artificial and needs quite some assumptions, for
example, that all λ initial individuals are based on the 1-point local
optimum. Nevertheless, this result makes clear that self-adaptation
can outperform static parameter choices. In the light of this result,
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the main value of our results is showing that asymptotic runtime
advantages from self-adaptation can also be obtained in less con-
structed examples (of course, at the price that the runtime gap is
not exponential).

This paper is structured as follows. Section 2 defines the self-
adaptive (1,λ) EA and provides important mathematical tools used
in the analysis. Section 3 presents the main theorem. Its proof
considers two main regions of different fitness, which are dealt
with in separate subsections. We then finish with some conclusions.
Due to space restrictions, the proofs of some lemmas had to be
omitted.

2 PRELIMINARIES
2.1 A Self-Adaptive (1,λ) EA
We propose a (1,λ) EA with self-adaptive mutation rate for the
minimization of pseudo-boolean functions f : {0, 1}n → R as
defined in Algorithm 1.

To encode the mutation rate into the individual, we extend the
individual representation by adding the rate parameter. Hence the
extended individuals are pairs (x , r ) consisting of a search point
x ∈ {0, 1}n and the rate parameter r , which shall indicate that r/n
is the mutation rate this individual was created with.

The extended mutation operator first changes the rate to either
r/F or Fr with equal probability (F > 1). It then performs standard
bit mutation with the new rate.

In the selection step, we choose from the offspring population
an individual with best fitness. If there are several such individuals,
we prefer individuals having the smaller rate r/F , breaking still
existing ties randomly. In this winning individual, we replace the
rate by F if it was smaller and by n/(2F ) if it was larger.

We formulate the algorithm to start with an initial mutation rate
r init, which we require to be in [F ,n/(2F )]. For the result we shall
show in this work, the initial rate is not important, but without
this prior knowledge we would strongly recommend to start with
the smallest possible rate r init = F . Due to the multiplicative rate
adaptation, the rate can quickly grow if this is profitable. On the
other hand, a too large initial rate might lead to an erratic initial
behavior of the algorithm. For the adaptation parameter, we shall
use F = 32 in our runtime analysis. Having such a large adaptation
parameter eases the already technical analysis, because now the
two competing rates r/F and Fr are different enough to lead to a
significantly different performance. For a practical application, we
suspect that a smaller value of F is preferable as it leads to a more
stable optimization process. The choice of the offspring population
size depends mostly on the degree of parallelism one wants to
obtain. Clearly, λ should be at least logarithmic in n to prevent a too
quick loss of the current-best solution. For our theoretical analysis,
we require λ ≥ (logn)1+ε for an arbitrarily small constant ε . We do
not know if the small extra (logn)ε factor is necessary, but this is
maybe also not the most important question in this area.

2.2 Runtime Analysis
The main result of this work is a mathematical runtime analy-
sis of the performance of the algorithm proposed above on the
classic benchmark function OneMax : {0, 1}n → R defined by
OneMax(x) =

∑n
i=1 xi for all x = (x1, . . . ,xn ) ∈ {0, 1}

n . Since

Algorithm 1 The (1,λ) EA with self-adapting mutation rate, adap-
tation parameter F > 1, and initial mutation rate r init/n such that
r init ∈ [F ,n/(2F )].

Select x0 uniformly at random from {0, 1}n .
Set r0 ← r init.
for t ← 1, 2, . . . do

for i ← 1, . . . , λ do
Choose rt,i ∈ {rt−1/F , Frt−1} uniformly at random.
Create xt,i by flipping each bit in x independently with

probability rt,i/n.
Choose i ∈ [1..λ] such that f (xt,i ) = minj ∈[1..λ] f (xt, j ); in

case of a tie, prefer an i with rt,i = rt−1/F ; break remaining ties
randomly.
(xt , rt ) ← (xt,i , rt,i ).
Replace rt with min{max{F , rt },n/(2F )}.

such runtime analyses are by now a well-established way of un-
derstanding the performance of evolutionary algorithms, we only
briefly give the most important details and refer the reader to the
textbook [14].

The aim of runtime analysis is predicting how long an evolution-
ary algorithm takes to find the optimum or a solution of sufficient
quality. As implementation-independent performance measure usu-
ally the number of fitness evaluations performed in a run of the
algorithm is taken. More precisely, the optimization time of an
algorithm on some problem is the number of fitness evaluations
performed until for the first time an optimal solution is evaluated.
Obviously, for a (1,λ) EA, the optimization time is essentially λ times
the number of iterations performed until an optimum is generated.

As in classic algorithms analysis, our main goal is an asymptotic
understanding of how the optimization time depends on the prob-
lems size n. Hence all asymptotic notation in the paper will be with
respect to n tending to infinity.

2.3 Probabilistic Tools
In our analysis, we use several standard probabilistic tools includ-
ing Chernoff bounds. All these can be found in many textbook or
the book chapter [6]. We mention the following variance-based
Chernoff bound due to Bernstein [3], which is less common in this
field (but can be found as well in [6]).

Theorem 2.1. Let X1, . . . ,Xn be independent random variables.

Let b be such that E(Xi )−b ≤ Xi ≤ E(Xi )+b for all i = 1, . . . ,n. Let
X =

∑n
i=1 Xi . Let σ

2 =
∑n
i=1 Var(Xi ) = Var(X ). Then for all λ ≥ 0,

Pr(X ≥ E(X ) + λ) ≤ exp
(
−

λ2

2(σ 2 + 1
3bλ)

)
,

Pr(X ≤ E(X ) − λ) ≤ exp
(
−

λ2

2(σ 2 + 1
3bλ)

)
.

We shall follow the common approach of estimating the expected
progress and translating this via so-called drift theorems into an
estimate for the expected optimization time. We use the variable
drift theorem independently found in [16, 20] in slightly generalized
form.
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Theorem 2.2 (Variable Drift, Upper Bound). Given a sto-

chastic process, let (Xt )t ≥0 be a sequence of random variables ob-

tained from mapping the random state at time t to a finite set

S ⊆ {0}∪[xmin,xmax], where xmin > 0. LetT be the random variable

that denotes the earliest point in time t ≥ 0 such that Xt = 0. If there
exists a monotone increasing function h(x) : [xmin,xmax] → R+ such
that for all x ∈ S with Pr(Xt = x) > 0 we have

E(Xt − Xt+1 | Xt = x) ≥ h(x)

then for all x ′ ∈ S with Pr(X0 = x ′) > 0

E(T | X0 = x ′) ≤
xmin

h(xmin)
+

∫ x ′

xmin

1
h(x)

dx .

2.4 Occupation Probabilities
To analyze the combined process of fitness and rate in the parent
individual, we need a tool that translates a local statement, that
is, how the process changes from one time step to the next, into
a global statement on the occupation probabilities of the process.
Since in our application the local process has a strong drift to the
target, Theorem 7 from [18] is too weak. Also, we cannot assume
that the process in each step moves at most some constant distance.
For that reason, we need the following stronger statement.

Lemma 2.3. Consider a stochastic processXt , t ≥ 0, on R such that

for some p ≤ 1/25 the transition probabilities for all t ≥ 0 satisfy
Pr(Xt+1 ≥ Xt + a | Xt > 1) ≤ pa+1 for all a ≥ −1/2 as well as

Pr(Xt+1 − 1 ≥ a | Xt ≤ 1) ≤ pa+1 for all a ≥ 0. If X0 ≤ 1 then for

all t ≥ 1 and k > 1 it holds that

Pr(Xt ≥ 1 + k) ≤ 11 (ep)k .

Proof. We aim at applying Theorem 2.3 in [12]. To this end, we
estimate the moment-generating function of the one-step change
Xt+1 −Xt . There are two cases depending on Xt : for Xt ≤ 1, using
the monotonicity of eλ(Xt+1−1) and the fact that Pr(Xt+1 ≥ 1 | Xt ≤
1) ≤ p, we obtain

D(p, λ) B E(eλ(Xt+1−1) | Xt ≤ 1) ≤ E(emax{λ(Xt+1−1),0} | Xt ≤ 1)

≤ e0(1 − p) +
∞∑
a=0

eλ(a+1)pa+1 ≤ 1 + eλp

1 − eλp
,

and for Xt > 1, using the monotonicity of eλ(Xt+1−Xt ) and the fact
that Pr(Xt+1 − Xt ≥ −1/2 | Xt > 1) ≤ p1/2 we have

ρ(p, λ) B E(eλ(Xt+1−Xt ) | Xt > 1) ≤ E(emax{λ(Xt+1−Xt ),−
1
2 } | Xt > 1)

≤
1 − p1/2

eλ/2
+

∞∑
a=0

eλa/2p(a+1)/2 =
p1/2 − p

(eλp)1/2
+

p1/2

1 − (eλp)1/2
.

Using λ B ln(1/(ep)) such that eλp = 1/e , we have

ρ B ρ(p, λ) ≤ e1/2(p1/2−p)+
p1/2

1 − e−1/2
≤

4e1/2
25 +

1/5
1 − e−1/2

< 0.8,

D B D(p, λ) ≤ 1 + (1/e)/(1 − 1/e) < 2.
Theorem 2.3, inequality (2.8) in [12] yields with a B 1 andb B 1+k
that

Pr(Xt ≥ 1 + k | X0) ≤ ρte−λ(1+k−X0) +
1

1 − ρDe
−λk

≤ (ep)k +
2
0.2 (ep)

k = 11(ep)k .

�

3 MAIN RESULT AND PROOF
Our main result is as follows.

Theorem 3.1. Let λ ≥ (lnn)1+ϵ for an arbitrary constant ϵ > 0
and F = 32. Then the expected number of generations of the self-

adapting (1,λ) EA to optimize OneMax is O(n/log λ + (n logn)/λ),
corresponding to an expected number of fitness evaluations of

O(nλ/log λ + n logn).

The proof of the theorem is based on a careful, technically de-
manding drift analysis of both the currentOneMax-value kt (which
is also the fitness distance, recall that our goal is the minimization of
the objective function) and the current rate rt of the parent. In very
rough terms, a similar division of the run as in [11] into regions
of large OneMax-value, the far region (Section 3.1), and of small
OneMax-value, the near region (Section 3.2) is made. The middle
region considered in [11] is subsumed under the far region here.

3.1 The Far Region
In this section, we analyze the optimization behavior of our self-
adaptive (1,λ) EA in the regime where the fitness distance k is at
least n/λ. Due to our assumption λ ≥ (lnn)1+ϵ , it is very likely
to have at least one copy of the parent among λ offspring for r =
O(ln λ). Thus the (1,λ) EA works almost the same as the (1 + λ) EA
but can lose fitness with small probability. The following lemma
is crucial in order to analyze the drift of the rate depending on k ,
which follows a similar scheme as with the (1 + λ) EA proposed
in [11].

Roughly speaking, the rate leading to optimal fitness progress is
n for k ≥ n/2+ω(

√
n ln(λ)),n/2 for k = n/2±o(

√
n log(λ)), and then

the optimal rate quickly drops to r = Θ(log λ) when k ≤ n/2 − εn.
To ease the representation, we first define two fitness dependent

bound L(k) and R(k).

Definition 3.2. Let n be sufficiently large, n/ln λ < k < n/2
and F = 32. We define L(k) := (F ln(en/k))−1 and U (k) := n(2n −
k)/(20(n − 2k)2).

According to the definition, both L(k) and R(k) monotonically
increase when k increases.

Lemma 3.3. Consider an iteration of the self-adaptive (1,λ) EA
with current fitness distance k and current rate r . Let F = 32 and n
sufficiently large. Then:

• If n/ln λ < k and F ≤ r ≤ L(k) ln λ, the probability that

all best offspring have been created with rate Fr is at least

1 −O(ln3(λ)/λ1/(4 ln ln λ)).
• If k < n/2 and n/(2F ) ≥ r ≥ U (k) ln λ, then the probability

that all best offspring have been created with rate r/F is at

least 1 − λ1−1.15r/(U (k ) ln λ).

Lemma 3.3 will be crucial in order to bound the expected progress
on fitness in the far region. We notice that in the lemma we may
allow r > ln λ when k is large and r = Θ(n) when k = n/2 −
Θ(
√
n ln λ). It is easy to show a positive progress on fitness for

r < ln λ since there will be sufficiently many offspring that do not
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flip zeroes. When r ≥ ln λ we expect all offspring to flip zeros, but
we can still show a positive drift when k > 7n/20, as stated in the
following lemma. The idea is that the standard variation of the
number of flipping ones is

√
kr/n(1 − r/n) = Θ(

√
r ). This makes a

deviation compensating bad flips among the remaining n− 2k zeros
likely enough.

Lemma 3.4. Let 7n/20 ≤ k < n/2 and n be large enough. Let

F = 32 and α = 10−4. Assume r ≤ min{1.01n2 ln λ/(11.95(n −
2k)2),n/(2F )}. Assume that from a parent with fitness distance k we

generate an offspring using standard bit mutation with mutation rate

p = r/n. Then the probability that this offspring has a fitness distance
of at most k − s with s := α(min{ln λ, r } + (n − 2k)r/n), is at least
λ−0.98/20.

For k < 7n/20, we need a more careful analysis, where we will
estimate the expected progress on fitness averaged over the random
rates the algorithm may have at a time. Hence, we assume a fixed
current fitness but a random current rate and compute the average
drift of fitness with respect to the distribution on the rates. This
approach is similar to the one by Jägersküpper [13], who computes
the average drift of the Hamming distance to the optimum when
the (1+1) EA is optimizing a linear function, where the average
is taken with respect to a distribution on all search points with a
certain Hamming distance.

Of course, we want to exploit that a rate yielding near-optimal
fitness progress is used most of the time such that too high (or too
low) rates do not have a significant impact. To this end, Lemma 2.3
about occupation probabilities will be crucial.

We now define two fitness dependent bounds rl (k) and ru (k).
We show in Lemma 3.6 that for any rate, if r/F or Fr is within the
bounds, then the algorithm has logarithmic drift on fitness.

Definition 3.5. Let n be sufficiently large, n/ln λ < k < n/2 and
F = 32. We define

ru (k) :=
{
n2 ln(λ)/(11.95(n − 2k)2) if 7n/20 ≤ k < n/2,
80U (k) ln(λ)/79 if n/ln λ < k < 7n/20.

rl (k) :=
{

L(k) ln(λ)/2 if n/ln λ ≤ k < n/2,
F if n/λ < k < n/ln λ.

We notice that Lemma 3.3 can be applied to all r > ru or r <
rl because for all 7n/20 ≤ k < n/2, we have ru/(U (k) ln λ) =
20n/(11.95(2n −k)) ≥ 20/(11.95(2− 0.35)) ≥ 80/79. For k < n/ln λ,
we set rl to the minimal possible value of r . Finally note that ru is
non-decreasing in k due to the monotonicity of n2/(n − 2k)2 and
U (k).

Lemma 3.6. Let n be sufficiently large, n/λ < k < n/2with F = 32.
Suppose that λ ≥ c lnn for some sufficiently large constant c > 0 and
λ = nO (1). Let ∆(k, r ) denote the fitness gain of the best offspring.

• If r ≥ 1.01Fru , then E(∆(k, r )) ≥ −(1 + o(1))(n − 2k)r/(Fn).
• If r ≤ 1.01Fru and k ≥ 7n/20, then E(∆(k, r )) ≥ (1 −
o(1))10−4((n − 2k)r/(Fn) +min{ln λ, r/F }).
• If r ≤ 1.01Fru and n/λ < k < 7n/20, then E(∆(k, r )) ≥
(1 − o(1))min{r , ln(λ)/ln(en/k)}/F .

Proof. The probability of using rate r/F is 1/2. Thus with prob-
ability at least 1 − (1/2)λ = 1 − o(1/n3), at least one offspring uses
rate r/F . For this offspring, the expected loss is (n − 2k)r/(Fn). If

the complementary event (hereinafter called failure) of probability
o(1/n3) happens, we estimate ∆(k, r ) pessimistically by −n. Hence,
the contribution of failure events is o(1/n2) which is lower order of
our desired expectation. We thus ignore ∆(k, r ) < −(n − 2k)Fr/n.
This proves the first statement.

To prove the second item, we take i = 10−4((n − 2k)r/(Fn) +
min{ln λ, r/F }) = Ω((n − 2k)r/n + 1) and consider the proba-
bility that an offspring uses rate r/F and achieves progress i or
more. Applying Lemma 3.4, we obtain Pr(∆(k, r ) > i) ≥ 1 − (1 −
λ−0.98/40)λ = 1 −O(exp(−λ0.02/40)) = 1 − o(1). If the complemen-
tary (failure) event happens, we estimate ∆(k, r ) pessimistically
by −(n − 2k)r/(Fn). Since i = Ω((n − 2k)r/n + 1) and the failure
probability is o(1), the contribution of failure events is o(i). Thus
the statement holds.

For the third item, we still consider the progress of rate r/F .
Notice that for k < 7n/20 we have 1.01ru (k) < 1.01ru (7n/20) <
0.95 ln λ. Take i := min{r , ln λ/ln(en/k)}/F . The probability that
one offspring using rate r/F < 0.95 ln λ makes a progress of at least
i is lower bounded by(

k

i

) ( r

Fn

)i (
1 − r

Fn

)n
≥

(
k

i
·
r

Fn

)i (
(1 − o(1))e−

r
F

)
≥

(
k

en

)i
e−0.95 ln λ ≥ λ−1/F−0.95 > λ−0.99.

Thus we obtain Pr(∆(k, r ) > i) ≥ 1 − (1 − λ−0.99/2)λ = 1 −
O(exp(−λ0.01/2)) = 1 − o(1/ln λ). If the failure event happens we
estimate ∆(k, r ) pessimistically by −(n − 2k)r/(Fn) = O(ln λ). The
contribution of failure events is o(1) which is also o(i). Therefore
the third statement holds. �

As discussed, our aim is to show that rt /F or Frt stays in the
right range frequently enough such that the overall average drift is
still logarithmic. We notice that small rates rt < rl intuitively do
not have a negative effect, therefore we focus on the probability
that rt < Fru . Since ru monotonically decreases when k decreases,
we need to analyze whether r still stays in the right range if there
are large jumps in fitness distance k . Intuitively, the speed at which
the mutation rate is decreased is much higher than than the de-
crease of fitness distance. To make this rigorous, we first look at
the probability of large jumps, as detailed in the following lemma.

Lemma 3.7. Let n be sufficiently large, n/ln λ < k < n/2 and

F = 32. Let Z (k, r ) denote the fitness-distance increase when applying
standard bit mutation with probability p = r/n to an individual with

k ones. Then

Pr
(
Z (k, r ) ≤ (n − 2k)r/n − ∆

)
≤ exp

(
−∆2

2(1 − p)(r + ∆/3)

)
,

Pr
(
Z (k, r ) ≥ (n − 2k)r/n + ∆

)
≤ exp

(
−∆2

2(1 − p)(r + ∆/3)

)
.

We now use Lemma 3.7 to show that once rt ≥ Fru (kt ), there
will be a strong drift for rt /ru (kt ) to decrease down to 1.

Lemma 3.8. Let Xt = logF (rt /ru (kt )). If kt < n/2, we have

Pr (Xt+1 − Xt ≥ a | Xt > 1) ≤ λ−Ω(a+1) for all a ≥ −1/2,

Pr (Xt+1 − 1 ≥ a | Xt ≤ 1) ≤ λ−Ω(a+1) for all a > 0.
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Proof. We first notice that rt+1 ∈ {Frt , rt /F }. If ru (kt ) ≤
ru (kt+1) then Xt+1 − Xt ≤ 1, otherwise if ru (kt ) > ru (kt+1)
then Xt+1 − Xt > 1 is possible. Our intuition is that Xt concen-
trates below or equal to 1 which means rt is a useful rate. Let
τ := logF (79/80) < 0. We take this value because Xt > τ implies
rt > 79ru (kt )/80 ≥ U (kt ) ln λ. Thus we can apply Lemma 3.3 for
Xt > τ . Since Pr(Xt+1 − 1 ≥ a | τ < Xt ≤ 1) < Pr(Xt+1 − Xt ≥ a |
τ < Xt ≤ 1), it is sufficient to analyze Pr(Xt+1 − Xt ≥ a | Xt > τ )
and Pr(Xt+1 − 1 ≥ a | Xt ≤ τ ).

If kt+1 ≥ kt then ru (kt+1) ≥ ru (kt ). When rt+1 = rt /F we
have Xt+1 − Xt ≤ −1. Otherwise if rt+1 = Frt using the fact that
ru (kt ) > U (kt ) ln λ and applying Lemma 3.3 we obtain Pr(Xt+1 −
Xt ≥ a,kt+1 ≥ kt | Xt > τ ) ≤ Pr(rt+1 = Frt | Xt > τ ) < λ−0.15

for all a > −1. Furthermore Pr(Xt+1 − Xt > 1,kt+1 ≥ kt ) = 0 and
Pr(Xt+1 − 1 ≥ 0,kt+1 ≥ kt | Xt < τ ) = 0.

If kt+1 < kt then ru (kt+1) < ru (kt ). Thus Xt+1 − Xt depends
on how much ru decreases. Let σ 2

t := ru (kt )/ru (kt+1) = (n −
2kt+1)2/(n − 2kt )2. Then σ > 1 if and only if kt+1 < kt . Using the
fact that rt+1 ∈ {Frt , rt /F } we bound

Pr (Xt+1 − Xt ≥ a,kt+1 < kt | Xt > τ )

≤ Pr
(
rt = rt+1/F ,σ

2
t ≥ Fa+1 | Xt > τ

)
+ Pr

(
rt+1 = Frt ,σ

2
t ≥ Fa−1 | Xt > τ

)
.

For −1/2 ≤ a < 4, we apply Lemma 3.3 to obtain

Pr (Xt+1 − Xt ≥ a,kt+1 < kt | Xt > τ )

≤ Pr
(
σ 2
t ≥ Fa+1 | Xt > τ

)
+ λ−0.15.

Otherwise for a ≥ 4,

Pr (Xt+1 − Xt ≥ a,kt+1 < kt | Xt > τ ) ≤ Pr
(
σ 2
t ≥ Fa−1 | Xt > τ

)
.

When we analyze Xt+1 − 1 ≥ a for a > 0, we bound

Pr (Xt+1 − 1 ≥ a,kt+1 < kt | Xt ≤ τ )

≤ Pr
(
rt = rt+1/F ,σ

2
t ≥ Fa+2−Xt | Xt ≤ τ

)
+ Pr

(
rt+1 = Frt ,σ

2
t ≥ Fa−Xt | Xt ≤ τ

)
≤ Pr

(
σ 2
t ≥ Fa−Xt | Xt ≤ τ

)
.

It remains to estimate Pr(σt ≥ 1+s | Xt ) in three cases respectively:
(i) (1 + s)2 = Fa−Xt when Xt ≤ τ < 0,a ≥ 0; (ii) (1 + s)2 = Fa−1

whenXt > τ ,a > 4; (iii) (1+s)2 = Fa+1 whenXt > τ ,−1/2 ≤ a < 4.
The minimal value of s is attained at (1 + s)2 = F−τ = 80/79 when
Xt = τ and a = 0. In each case, s increases faster than a. Thus
s = Ω(1 + a). We rewrite

Pr (σt ≥ 1 + s | Xt ) = Pr
(
n − 2kt+1
n − 2kt

≥ 1 + s | Xt
)

= Pr (kt − kt+1 ≥ s(n − 2kt )/2 | Xt ) .

Let ∆r̂ := (s/2 + r̂/n)(n − 2kt ) for r̂ ∈ {rt /F , Frt }. Applying
Lemma 3.7 and using a union bound we obtain

Pr (σt ≥ 1 + s | Xt ) < λ exp
(
max

{
−∆2

r̂
2(1 − r̂/n)(r̂ + ∆r̂ /3)

})
.

We first show that we only need to consider (n− 2kt )2 > 170n ln(λ).
Because otherwise ru (kt ) ≥ n/2040 > n/(2F 2) results in Xt =
logF (rt /ru (kt )) < 1 even for the maximal possible rate n/(2F ).
Therefore we consider ∆r̂ = Ω(

√
n ln λ). If rt = O(∆r̂ ) then Pr(σt ≥

1+s | Xt ≥ 0) < λ exp(−Θ(∆r̂ )) = o(1/n2). Otherwise if rt = ω(∆r̂ )
we regard (−(n − 2kt )2/n) · (s/2 + p̂)2/(2(1 − p̂)(p̂ + o(1))) with
p̂ = r̂/n. The minimal value for (s/2 + p)2/((1 − p)p) is s(2 + s)
attained at p = s/(2(s + 1)). Using (n − 2kt )2/n > 170 ln λ and
s ≥

√
80/79 − 1 > 1/160, we obtain Pr(σt ≥ 1 + s) ≤ λ−Ω(s). �

We finally use Lemma 3.8 and Lemma 2.3 to obtain a logarithmic
drift on average. After this major effort, it is a matter of a rela-
tively straightforward drift analysis of fitness distance to obtain
the following bound on the time to leave the far region.

Theorem 3.9. For any initial search point k0 and r0, the hitting
time T for kt ≤ n/λ has expectation E(T ) = O(n/log λ). Moreover

with probability at least 1 − o(n−1.2), it holds kt ′ ≤ 2n/λ and rt ′ <
0.6 ln λ for some t ′ = O(n/log λ).

Proof. We first argue that within an expected number of
O(n/log λ) generations we will have kt < n/2. When kt > n/2
any rate between 1 and n/2 makes positive progress in expectation.
Thuskt+1 < kt with probability at least 1−exp(−Θ(λ)) = 1−o(1/n2).
Moreover, if k0 − n/2 >

√
n ln λ, the drift for kt towards 0 is

Ω(ln λ) no matter how small r0 is. This is because according to
Lemma 3.3 if kt > n/2 and rt = o(ln λ) it takes O(ln ln(λ)) itera-
tions in expectation for rt to increase to Ω(ln λ). Moreover, once
rt = Ω(ln λ), we have kt − kt+1 = Ω(ln λ). Hence, it takes an
expected number of O(n/ln λ) generations to obtain a fitness of
kt < n/2. Once we have kt < n/2 the probability that kt+1 > n/2
is less than exp(−Θ(λ)) = o(1/n2) since we take the best among λ
offspring. We now assume kt < n/2 for all t . We notice that when
0 < (n − 2kt )2 < 170n ln λ, any rt satisfies rt < Fru (kt ). Otherwise,
according to Lemma 3.8, as long as rt ≥ Fru (kt ), there is strong
drift for rt /ru (kt ) to decrease. It takes at mostO(lnn) iterations un-
til rt < Fru (kt ) in expectation. The fitness distance kt may increase
during adaptation, but kt < n/2 always holds. Thus, we assume
k0 < n/2 and r0 < Fru (k0) without loss of generality.

The idea of the remaining proof is to compute an average
drift for any fixed distance using the distribution of mutation
rates, and then to apply the variable drift theorem to obtain a
runtime bound. Applying Lemma 3.8 and Lemma 2.3 to the ran-
dom variables logF (rt /ru (kt )) we see that Pr(rt ≥ F 1+aru (kt )) ≤
λ−Ω(a). For distance k , let r (i), i ∈ Z, denote the rate between
(1.01F i−1ru (k), 1.01F iru (k)]. Therefore for any i ≥ 1 we obtain
Pr(rt = r (i+1) | kt ) = o(Pr(rt = r (i) | kt )). According to
Lemma 3.6, the average drift satisfies E(∆(k, r (i))) ≥ Ω(−(n −

2k)r (i)/n − 2) for i ≥ 2 and E(∆(k, r (1))) ≥ Ω((n − 2k)r (1)/n). Thus
E(∆(k, r (i))) Pr(r (i)) = o(E(∆(k, r (i−1))) Pr(r (i−1))) for i ≥ 2 and
E(∆(k, r (2))) Pr(r (2)) = o(E(∆(k, r (1))) Pr(r (1))). Let ∆(k) denote the
average drift at distance k . We obtain

∆(k ) =
∑
i ∈Z

E(∆(k, r (i))) Pr(r (i)) ≥
∑
i<0

E(∆(k, r (i))) Pr(r (i)).

We notice that for all i < 0 the drift E(∆(k, r (i))) is positive. Fur-
thermore due to the result of Lemma 3.3 and the definition of rl (k)
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we will have Pr(r ≥ rl (k) | k) = Θ(1). Therefore the average drift is

∆(k ) ≥ min
rl (k )≤r<ru (k )

{E(∆(k, r ))} Pr(rl (k) ≤ r < ru (k))

= Θ(ln(λ)/ln(n/k)).

Using the variable drift theorem (Theorem 2.2) and the fact that∫ n/2

n/λ

ln(n/k)
ln(λ) dk =

(
k ln(n) − k ln(k) + k

) ��n/2
n/λ

ln λ =
Θ(n)

ln λ ,

the expected time to reduce the fitness distance to at most n/λ is
then Θ(n/ln λ).

The proof of the second statement is omitted for reasons of space.
�

3.2 The Near Region
We now analyze the drift in rate and fitness distance in the regime
kt = O(n/λ), the so-called near region. Informally, this region
is responsible for the (n logn)/λ term in the expected number of
generations since here the probability of an improvement is only
O(1/λ) and the offspring population can boost this probability by a
factor of Θ(λ), assuming constant rate.

We start with a preparatory lemma about the probability of
making progress and, in any case, not losing fitness in this regime.

Lemma 3.10. Letn be sufficiently large, 0 < k ≤ 3n/λ and consider
rate r with r = O(ln λ). Let p−(r ) and p0(r ) denote the probability of

a single offspring being better than or same as its parent. Then

(1 − o(1))e−r < p0(r ) < (1 + o(1))e−r ,

(1 − o(1))kre
−r

n
< p−(r ) < (1 + o(1))

kre−r

n
.

Proof. We look at the number X of flips in k one-bits and the
numberY of flips in (n−k) zero-bits. Thenp−(r ) is lower bounded by
p−(r ) > Pr(X = 1,Y = 0) = kr

n
(
1 − r

n
)n−1

> (1−o(1))kre−rn . Using
the fact that kr/n = o(1), kr2/n = o(1) and (kr2/n)1.5 = o(kr/n),
p−(r ) is upper bounded by

p−(r ) < Pr(X ∈ {1, 2},Y = 0) +
2k−1∑
i=3

Pr(X + Y = i,X > Y )

<
kr

n

(
1 − r

n

)n−1
+
k2r2

n2

(
1 − r

n

)n−2
+

2k−1∑
i=3
(i − 1)

( r
n

)i (
1 − r

n

)n−i (
k

⌈i/2⌉

) (
n − k

⌊i/2⌋

)
<

kr

n

(
1 − r

n

)n−2 (
1 − r

n
+
kr

n

)
+

2k−1∑
i=3

( r
n

)i (
1 − r

n

)n−i
(kn)i/2

< (1 + o(1))kr
n

(
1 − r

n

)n
+

2k−1∑
i=3

(
kr2

n

)i/2 (
1 − r

n

)n−i
< (1 + o(1))kre

−r

n
.

Similarly for p0(r ) we have

p0(r ) > Pr(X = Y = 0) =
(
1 − r

n

)n
> (1 − o(1))e−r .

Using the fact that r2 = o(k/n) then

p0(r ) = Pr(X = Y = 0) +
k∑
i=1

Pr(X = Y = i)

=
(
1 − r

n

)n
+

k∑
i=1

(
k

i

) (
n − k

i

) ( r
n

)2i (
1 − r

n

)n−2i
< e−r +

k∑
i=1

(
kr2

n

)i
e−r < (1 + o(1))e−r . �

The following lemma is the counterpart of Lemma 3.3 in the near
region, where the optimal rate is the smallest possible value F . We
observe that now the probability of making a rate-increasing step is
no longer bounded by o(1) in general. If kt = Θ(n/λ) and rt = O(1),
we still have a small constant probability of increasing the rate,
which is due to the fact that with constant probability all offspring
copy the parent. If kt = o(n/λ), the effect of the tie-breaking rule
leads to the second bound that depends on k .

Lemma 3.11. Let n be sufficiently large, 0 < k ≤ 3n/λ and F = 32.
The probability that a best offspring has been created with rate Fr is

at most exp(−9r ) for r ≥ ln λ and λke−(F−1)r /n for r < ln λ.

The previous lemma is used to bound the average drift of fitness
distance in the near region, as detailed by the following lemma.
Also a bound on the expected loss in a step is given, which will be
used later to estimate the probability that the near region is not left
towards the far region again.

Lemma 3.12. Suppose that λ ≥ (lnn)1+ϵ for some arbitrarily small

constant ϵ > 0 and λ = nO (1). Let r0 = F and consider an arbitrary

t ≥ 0. If ks ≤ 3n/λ for all s ∈ {0, . . . , t} then
(1) E(kt − kt+1 | kt ) = Ω(λkt /n).
(2) E((kt+1 − kt ) · 1{kt+1 ≥ kt } | kt ) = o(kt /n)

The previous lemma can be applied in a relatively straightfor-
ward drift analysis on fitness distance to bound the time to cross
the near region, resulting in the following theorem.

Theorem 3.13. Assume k0 ≤ 2n/λ and r0 ≤ (7/9) ln λ. With

probability at least 1/2, it holds kt = 0 for some t = O(n ln(n/λ)/λ).

Proof. We assume that ks ≤ 3n/λ for all s ∈ {0, . . . , t} and
show later that the assumption holds with probability Ω(1). Under
the assumption, we may apply Lemma 3.11.

The first aim is to show that the rate quickly drops to F and then
with high probability stays close to this minimum value. The prob-
ability of observing R∗ B logF ((7/9) ln λ) rate-decreasing steps in
a row is by Lemma 3.11 at least

∏R∗−1
i=0

(
1 − 2e−31(7/9)(ln λ)F −i

)
≥

1−
∑R∗−1
i=0 2λ−(217/9)F −i by theWeierstrass product inequality. Since

the last sum equals 2
∑R∗
i=1 e

−31F i ≤ 2
∑R∗
i=1 e

−31F ·i ≤ 2 e−F
1−e−F ≤

4e−32, the probability is altogether at least 1 − 4e−32. Moreover, the
probability of not flipping any zero-bits in at least one offspring,
resulting in not increasing fitness distance, is for rate r ≤ (7/9) ln λ
at least

1 −
(
1 − 1

2

(
1 − r

Fn

)n )λ/3
≥ 1 −

(
1 − Ω(e−r )

)λ/3
≥ 1 − e−Ω(λ

2/9)
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since the probability of using the smaller rate is 1/2. By a union
bound over R∗ iterations, the probability of decreasing the initial
rate to at most F without losing fitness is at least 1 − 4e−32 −
R∗e−Ω(λ

2/9) ≥ 5/6 for sufficiently large n, using λ = ω(1). We
assume this event to happen.

We are now in the position to apply the first item of Lemma 3.12,
which yields that the drift at fitness distance k ≤ 3n/λ is at least
γλk/n, where γ > 0 is a constant. We are interested in the expected
time to reduce the fitness distance to 0. To this end, we use multi-
plicative drift analysis with starting point 2n/λ and drift factor λ/n
to obtain a bound of O( ln(n/λ)nλ ). By Markov’s inequality, the num-
ber of generations is at most t B c ′ ln(n/λ)(n/λ) with probability
at least 5/6, choosing c ′ as a sufficiently large constant. We assume
this to happen.

We now apply the second item of Lemma 3.12 to estimate the
total loss (i. e., increase of fitness distance) incurred during the drift
phase of length t . By linearity of expectation, the expected value of
this loss is o(t(maxs=0, ...,t ks )/n) = o(n/λ). By Markov’s inequality,
the loss is at most n/λ with probability at least 5/6. If this happens,
the maximum OneMax-value during the phase is at most 3n/λ as
required. Hence, assuming both a total loss of at most n/λ and that
the drift phase lasts at most t generations, the OneMax-value is
reduced to at most 0 within t generations. By a union bound, the
success probability is at least 1 − 1/6 − 1/6 − 1/6 = 1/2. �

3.3 Proof of Theorem 3.1
We can now put everything together to prove our main result.

Proof. Starting with arbitrary initialization, Theorem 3.9 along
with a Markov bound yield that with probability Ω(1) after t =
O(n/log λ) iterations a search point is reached such that kt ≤ 2n/λ
and rt < 0.6(ln λ). Assuming this to happen, the assumptions of
Theorem 3.13 are satisfied. Hence, after anotherO((n logn)/λ) itera-
tions the optimum is found with probability at least 1/2. Altogether,
with probability Ω(1) the optimum is found from an arbitrary ini-
tial OneMax-value and rate within T ∗ = O(n/log λ + (n logn)/λ)
iterations. The claimed expected time now follows by a standard
restart argument, more precisely by observing that after expected
O(1) repetitions of a phase of length T ∗ the optimum is found. �

CONCLUSIONS
We have analyzed the self-adaptive (1,λ) EA using a very simple
scheme for mutating the mutation rate and proved that is achieves
the expected runtime O(nλ/log λ + n logn) on OneMax, which is
optimal for all λ-parallel mutation-based unbiased black-box algo-
rithms. Hence, we have identified a simple and natural example
where self-adaptation of strategy parameters in discrete EAs can
lead to provably optimal runtimes that beat all known static pa-
rameter settings. Moreover, a relatively complicated and partly
unintuitive self-adjusting scheme for the mutation rate proposed
in [11] can be replaced by our simple endogenous scheme.

The analysis of the (1,λ) EA has revealed a highly non-trivial
stochastic process where drift happens in two dimensions, namely
regarding fitness distance and mutation rate. We have advanced the
techniques for the analysis of such two-dimensional drift processes,
including a useful lemma about occupation probabilities. Altogether,

we are optimistic that our research helps pave the ground for further
analyses of self-adaptive EAs.
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