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Abstract
Given an n-vertex digraph D and a non-negative integer k, the Minimum Directed Bisection
problem asks if the vertices of D can be partitioned into two parts, say L and R, such that |L|
and |R| differ by at most 1 and the number of arcs from R to L is at most k. This problem, in
general, is W-hard as it is known to be NP-hard even when k = 0. We investigate the parameterized
complexity of this problem on semicomplete digraphs. We show that Minimum Directed Bisection
on semicomplete digraphs is one of a handful of problems that admit sub-exponential time fixed-
parameter tractable algorithms. That is, we show that the problem admits a 2O(

√
k log k)nO(1) time

algorithm on semicomplete digraphs. We also show that Minimum Directed Bisection admits
a polynomial kernel on semicomplete digraphs. To design the kernel, we use (n, k, k2)-splitters.
To the best of our knowledge, this is the first time such pseudorandom objects have been used in
the design of kernels. We believe that the framework of designing kernels using splitters could be
applied to more problems that admit sub-exponential time algorithms via chromatic coding. To
complement the above mentioned results, we prove that Minimum Directed Bisection is NP-hard
on semicomplete digraphs, but polynomial time solvable on tournaments.
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1 Introduction

A bisection of a graph is a partition of its vertex set into two (almost) equal parts. In the
Minimum Bisection problem, given an undirected graph G and a non-negative integer
k, the task to check whether the vertex set of G can be partitioned into two parts, say A
and B, such that ||A| − |B|| ≤ 1 and the number of edges with one endpoint in A and the
other endpoint in B is at most k. This problem has been studied extensively, resulting in a
large volume of literature [7, 11, 12, 19, 20, 27, 28]. In particular, it has been shown that
Minimum Bisection is NP-hard [19], but admits a fixed-parameter tractable algorithm
(with k as the parameter) [11]. We study the directed counterpart of this problem in the
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28:2 Minimum Directed Bisection on Semicomplete Digraphs

framework of parameterized complexity. In the Minimum Directed Bisection problem,
the input consists of a digraph D and an integer k, and the question is to determine whether
the vertices of D can be partitioned into two parts, say L and R, such that ||L| − |R|| ≤ 1,
and there are at most k arcs with their tails in R and heads in L (i.e. arcs directed from R

to L). The problem is formally defined below.

Minimum Directed Bisection Parameter: k

Input: A digraph D and a non-negative integer k.
Question: Can the vertex set of D be partitioned into two parts, say L and R, such
that ||L| − |R|| ≤ 1 and there are at most k arcs (u, v) with u ∈ R and v ∈ L?

Feige and Yahalom [16] showed that this problem is NP-hard even for k = 0, which implies
that the Minimum Directed Bisection problem has no polynomial time approximation
unless P = NP. Their result also implies that Minimum Directed Bisection is para-
NP-hard on general digraphs and hence, it is W-hard when parameterized by k. We study
the complexity of this problem on restricted classes of digraphs such as tournaments and
semicomplete digraphs.

Our results. Our contribution is threefold.
1. We show that Minimum Directed Bisection is polynomial time solvable on tourna-

ments.
2. On semicomplete digraphs, Minimum Directed Bisection is NP-hard, but admits an

algorithm running in time 2O(
√

k log k)nO(1).
3. We also show that Minimum Directed Bisection on semicomplete digraphs admits a

polynomial kernel.

A tournament is a digraph D such that for every distinct pair of vertices u and v of
D, exactly one of the arcs (u, v) or (v, u) is present in D. A semicomplete digraph is a
digraph D such that for every pair of distinct vertices u and v of D, at least one of the arcs
(u, v) or (v, u) is present in D. Note that both the arcs (u, v) and (v, u) may be present
in a semicomplete digraph. Tournaments and semicomplete digraphs form two interesting
and well-studied classes of digraphs. See, for example, the monograph by Bang-Jensen and
Gutin [3] for an overview. In recent years, tournaments and semicomplete digraphs received
a great deal of attention, in part, due to the many structural results for these classes that
are similar to the theory of minors for undirected graphs. In particular, it has been shown
that tournaments are well-quasi ordered under strong minors [23] and strong immersions [9].
Similarly, semicomplete digraphs have been shown to be well-quasi ordered under strong
minors, butterfly immersions [22] and strong immersions [5].

Due to the extremely rigid structure of tournaments, a number of problems that are
NP-hard on general digraphs become polynomial time solvable on tournaments. Examples
include classic problems such as Hamiltonian path [29] and Hamiltonian Cycle [8].
Although semicomplete digraphs are a slight generalization of tournaments, the flexibility in
the definition allowing for the presence of anti-parallel arcs makes them distinctly dissimilar
to tournaments when it comes to tractability of algorithmic problems. This contrast in
behavior is perhaps best illustrated by problems such as Cutwidth and Optimal Linear
Arrangement (OLA), which are polynomial time solvable on tournaments, but NP-hard
on semicomplete digraphs [4]. Our work reinforces this pattern. We show that while
Minimum Directed Bisection is polynomial time solvable on tournaments (Lemma 4),
it is NP-hard on semicomplete digraphs (Lemma 16). The polynomial time solvability of
Minimum Directed Bisection on tournaments follows from a polynomial time algorithm
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due to Fradkin [18] for computing the cutwidth of a tournament. Barbero et al. [4] showed
that Fradkin’s approach in [18] yields a polynomial time algorithm for the Optimal Linear
Arrangement problem on tournaments as well. We rely on the analysis of Barbero et al.
in [4] to conclude that Fradkin’s approach works for Minimum Directed Bisection on
tournaments as well. We establish the NP-hardness of Minimum Directed Bisection on
semicomplete digraphs by a reduction from the Maximum Bisection problem on directed
acyclic graphs.

Tournaments and semicomplete digraphs found favor with the parameterized complex-
ity community mainly because of the possibility that several problems might admit sub-
exponential time parameterized algorithms on these classes of digraphs. In the field of
parameterized complexity, problems that admit sub-exponential time algorithms (except
those on planar graphs, using the bidimensionality approach) are something of a rarity. In
fact, the first such sub-exponential time algorithm was designed by Alon, Lokshtanov and
Saurabh [1] for the Feedback Arc Set problem on tournaments (FAST). They developed
the technique of chromatic coding to design a 2O(

√
k log2 k) algorithm for this problem. This

running time has since been improved, independently by Feige [15], Karpinski and Schudy [21],
and Fomin and Pilipczuk [17], to 2O(

√
k). Fomin and Pilipczuk’s [17] algorithm for FAST was

in fact a by-product of their work on the Cutwidth and Optimal Linear Arrangement
(OLA) problems on semicomplete digraphs. They showed that both Cutwidth and OLA
admit sub-exponential FPT algorithms on semicomplete digraphs. Later, Barbero et al. [4]
showed that these problems are indeed NP-hard on semicomplete digraphs. We show that
Minimum Directed Bisection on semicomplete digraphs admits a sub-exponential time
algorithm that runs in time 2O(

√
k log k)nO(1) (Theorem 21).

Both our algorithm and kernel for Minimum Directed Bisection build on a crucial
observation that in any bisection (L,R) of a semicomplete digraph, every vertex v has a
“preferred position” (either L or R), which we call the “canonical position” of v (denoted by
can(v)). In particular, if (L,R) is a bisection of size at most k, then we show that in (L,R),
no more than 2k vertices can deviate from their canonical positions. Note that with just this
information one can easily design an nO(k) algorithm for the problem. In order to achieve
sub-exponential FPT running time, we use the technique of chromatic coding to identify
a small set of vertices that contain these 2k vertices that can deviate from their canonical
positions. More precisely, we color the vertex set with O(

√
k) colors such that all the k arcs

in a k-sized bisection (if it exists) are properly colored. Then, to identify the desired set
of vertices, we exploit the fact that no arc within a color class can be directed from R to
L. The crucial point in chromatic coding is that it is sufficient to try out 2O(

√
k log k) logn

different coloring functions so as to ensure that we find a coloring with the required property.
The kernelization complexity of problems on tournaments and semicomplete digraphs has

proved to be even more diverse, requiring a wide array of techniques specific to individual
problems. For instance, it is now textbook knowledge that the Feedback Arc Set problem
on tournaments admits a simple kernel with O(k2) vertices [10, 14]. There has been a line
of work on this front that improved the size of the kernel, the current best being a linear
kernel by Bessy et al. [6]. Barbero et al. [4] showed that while Cutwidth on semicomplete
digraphs does not admit a polynomial kernel unless NP ⊆ coNP/poly, OLA does admit a
kernel with 2k vertices. In addition, by using the submodularity property of directed cuts,
Barbero et al. [4] showed that Cutwidth admits a Turing kernel on semicomplete digraphs.

We employ a family of hash functions called (n, k, k2)-splitters, introduced by Naor et
al. [26], to design a polynomial kernel for Minimum Directed Bisection on semicom-
plete digraphs (Theorem 22). Splitters are a well-known combinatorial tool often used
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28:4 Minimum Directed Bisection on Semicomplete Digraphs

to derandomize algorithms. To the best of our knowledge, this is the first occurrence of
splitters’ being used to design polynomial kernels. Our kernelization algorithm for Minimum
Directed Bisection on semicomplete digraphs has two main steps. In the first step, we
reduce the given instance (D, k) of the Minimum Directed Bisection problem to kO(1)

many instances of a weighted variant of the problem, with the guarantee that the sizes of
the reduced instances is kO(1) and at least one of the reduced instances is equivalent to the
original instance (D, k). Then, in the second step, we apply a polynomial time reduction
from the reduced instances to Minimum Directed Bisection to obtain the desired kernel.
To elaborate a little about the first step, like in the design of our algorithm, we want a
coloring function that properly colors the k arcs of the bisection. But unlike in the algorithm
where we have to use O(

√
k) colors to ensure sub-exponential runtime, for the kernel, it is

enough to have such a coloring using O(k2) colors. This increase in the number of colors
from O(

√
k) to O(k2) allows us to bring down the size of the coloring family that guarantees

the existence of the good coloring that we want, to a polynomial in k. This is where we use
(n, k, k2)-splitters: we construct a reduced instance for each of the kO(1) coloring functions.
The one corresponding to the good coloring function is the one that is always a yes-instance
if the input instance is a yes-instance.

Related work on Minimum Bisection. As mentioned earlier, the Minimum Bisection
problem, (the undirected counterpart of our problem) is an extensively-studied problem in
algorithmic graph theory. Being a natural variant of the well-known Min Cut problem,
Minimum Bisection has already been known to be NP-hard since the 1970s [19]. However,
the parameterized complexity of the problem had been open for a long time, until it was finally
settled by Cygan et al. [11] in 2014, who showed that the problem is fixed-parameter tractable.
Before that, Jansen et al. [20] had shown that the problem is fixed-parameter tractable
when parameterized by the treewidth of the input graph. The best known approximation
algorithm for Minimum Bisection, to the best of our knowledge, is due to Räcke [28], with
an approximation factor of O(logn). While Minimum Bisection on planar graphs admits a
single-exponential parameterized algorithm [7], it remains open whether the problem is NP-
hard. On the related (but incomparable) class of unit disk graphs, Minimum Bisection is
known to be NP-hard [12], but was recently shown to admit a single-exponential parameterized
algorithm [27]. The Minimum Vertex Bisection problem (the vertex-deletion variant
of Minimum Bisection) asks the following question. Given an undirected graph G and a
non-negative integer k, is it possible to partition the vertex set of G into three parts A, S and
B such that |S| ≤ k, |A| = |B| and there are no edges between A and B? This problem is
W[1]-hard: as observed in [11], the W[1]-hardness of Minimum Vertex Bisection follows
from a more general result due to Marx [25].

2 Preliminaries

For a natural number n ∈ N, [n] denotes the set {1, 2, . . . , n}. For z ∈ N, |z| denotes the
number of bits in the binary representation of z.

Splitters. Consider two finite sets A and B and a function f : A→ B. For a subset S ⊆ A,
we say that f splits S evenly if for every b1, b2 ∈ B, |f−1(b1) ∩ S| and |f−1(b2) ∩ S| differ by
at most 1. Notice that if |B| > |S|, then f splits S evenly if and only if f is injective on S.

I Definition 1 ([26]). For positive integers n, k and `, an (n, k, `)-splitter is a family F of
functions from [n] to [`] such that for every subset S ⊆ [n] of size at most k, there exists a
function f ∈ F that splits S evenly.
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I Proposition 2 ([2, 26]). There is an algorithm that, given positive integers n and k, runs
in time kO(1)n logn and constructs an (n, k, k2)-splitter of size kO(1) logn.

Digraphs. For a digraph D, we denote by V (D) and A(D) the vertex set and arc set
of D, respectively. For sets X,Y ⊆ V (D), A(X,Y ) = {(x, y) ∈ A(D) | x ∈ X and y ∈ Y }.
(Whenever dealing with multiple digraphs on the same vertex set, we may write AD(X,Y )
instead of A(X,Y ) to emphasize that we mean the set of arcs from X to Y in D.) For a vertex
v ∈ V (D), A(v) denotes the set of arcs incident with v. For an arc a ∈ A(D), V (a) denotes
the set of endpoints of a. That is, if a = (u, v) ∈ A(D), then V (a) = {u, v}. More generally,
for a set of arcs A ⊆ A(D), V (A) = ∪a∈AV (a). The complement of D, denoted by D, is the
digraph defined as follows: V (D) = V (D) and A(D) = (V 2 \ {(u, u) | u ∈ V (D)}) \ A(D).
(We assume that D has no self-loops.) Note that for vertices u, v ∈ V (D), if (u, v) /∈ A(D),
then (u, v), (v, u) ∈ A(D). For a digraph D, rev(D) denotes the digraph obtained by
reversing all arcs of D, i.e. V (rev(D)) = V (D) and A(rev(D)) = {(u, v) | (v, u) ∈ A(D)}.

Consider a digraph D. Throughout this paper, we use (LD, RD) to denote a bipartition
of D. That is V (D) = LD ∪RD and LD ∩RD = ∅. We may drop the subscript D and simply
write (L,R) when D is clear from the context. A bipartition (LD, RD) is a bisection of D if
||LD| − |RD|| ≤ 1; we refer to the value |A(RD, LD)| as the size of the bipartition (LD, RD).
Moreover, we say that (LD, RD) is a one way partition if A(RD, LD) = ∅, i.e. if (LD, RD) is
a bipartition of size 0.

3 Some Observations and Simple Lemmas

Throughout this paper, whenever dealing with an instance (D, k) of Minimum Directed
Bisection, we assume that |V (D)| is even. This assumption about V (D) is made without
loss of generality since if |V (D)| is odd, then we may construct two instances (D1, k) and
(D2, k) of Minimum Directed Bisection such that at least one of them will be equivalent
to (D, k) and |V (D1)| = |V (D2)| = |V (D)|+ 1. The following lemma shows that it is safe to
make this assumption.

I Lemma 3 (?1). Given an instance (D, k) of Minimum Directed Bisection where
|V (D)| is odd, it is possible to construct two instances (D1, k) and (D2, k) of Minimum
Directed Bisection in polynomial time such that (i) |V (D1)| and |V (D2)| are even,
(ii) D1 and D2 are semicomplete digraphs (tournaments) if D is a semicomplete digraph
(tournament), and (iii) (D, k) is a yes-instance if and only if either (D1, k) or (D2, k) is a
yes-instance.

The following lemma deals with Minimum Directed Bisection on tournaments.

I Lemma 4 (?). Minimum Directed Bisection is polynomial time solvable on tourna-
ments.

Proof Sketch. The algorithm for Minimum Directed Bisection on tournaments works as
follows. Given a tournament T on n vertices, sort the vertices in non-decreasing order by their
in-degrees. Take LT to be the set of the first n/2 vertices in the sorted list, andRT = V (T )\LT .
Then, our claim is that (LT , RT ) is a minimum bisection of T , i.e. |A(RT , LT )| ≤ |A(Y,X)|
for every bisection (X,Y ) of T . The correctness of this algorithm follows from Lemma 1
in [4]. J

1 Due to paucity of space, proofs of statements marked with a ? have been omitted.

MFCS 2019



28:6 Minimum Directed Bisection on Semicomplete Digraphs

We now state two observations about semicomplete digraphs. These observations are
considered to be folklore, so we omit their proofs. Specifically, the first observation is
immediate, and the second can be found in [13].

I Observation 5. Let D be a semicomplete digraph on n vertices, where n is even. For
every v ∈ V (D), we have d+(v) ≥ n/2 or d−(v) ≥ n/2.

I Observation 6. Every semicomplete digraph contains a Hamiltonian path. Moreover,
there is a polynomial time algorithm that, given a semicomplete digraph D as input, finds a
Hamiltonian path in D.

We now develop some preliminary results that will be used in the design and analysis of
our algorithm and kernel.

Canonical Position. A crucial idea behind our algorithm and kernel is that every vertex
has a “preferred position” in a bisection (either L or R). In particular, if a vertex v deviates
from its preferred position, then at least one of the arcs incident with v would have to belong
to A(R,L). Therefore, in a bisection of size at most k, no more than O(k) vertices can
deviate from their preferred positions. Next, we formalize this idea.

I Definition 7. Let D be a semicomplete digraph on n vertices, where n is even. The partition
(Lc

D, R
c
D) (not necessarily a bisection) of V (D) defined as Lc

D = {v ∈ V (D) | d+(v) ≥ n/2}
and Rc

D = V (D) \ Lc
D is called the canonical partition of D. For a vertex v ∈ Lc

D, we say
that Lc

D is the canonical position of v and write can(v) = Lc
D. Similarly, for a vertex v ∈ Rc

D,
we say that Rc

D is the canonical position of v and write can(v) = Rc
D.

I Definition 8. Let D be a semicomplete digraph with a bipartition (L,R). For a vertex
v ∈ V (D), we say that (L,R) respects the canonical position of v if v ∈ L and can(v) = Lc

D

or if v ∈ R and can(c) = Rc
D. Otherwise, we say that (L,R) violates the canonical position

of v.

The following lemma follows directly from the definition of the canonical position of a
vertex. It shows that if a bisection (L,R) violates the canonical position of a vertex v, then
at least one of the arcs incident with v must belong to A(R,L).

I Lemma 9 (?). Consider a semicomplete digraph D on n vertices, where n is even. Let
(L,R) be a bisection of D. Let v ∈ V (D) be such that (L,R) violates the canonical position
of v. Then, A(R,L) ∩A(v) 6= ∅.

An immediate consequence of Lemma 9 is that any bisection of size at most k of a
semicomplete digraph can violate the canonical positions of at most 2k vertices.

I Corollary 10. Let (D, k) be an yes-instance of Minimum Directed Bisection, and
let (L,R) be a bisection of D of size at most k. Let X = {v ∈ V (D) | (L,R) violates the
canonical position of v}. Then, |X| ≤ 2k.

Proof. As Lemma 9 shows, for every v ∈ X, A(R,L) contains an arc incident with v. Since
each arc in A(R,L) can be incident with at most two vertices in X, and |A(R,L)| ≤ k, it
follows that |X| ≤ 2k. J

Consider a bisection (L,R) of D, and a subset of vertices Z ⊆ V (D) such that no arc of
D[Z] belongs to A(R,L). The following lemma identifies the vertices in Z whose canonical
positions can possibly be violated by (L,R). Moreover, it shows that there can be at most 4k
such vertices in Z, and that (L,R) must respect the canonical position of every other vertex.
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I Lemma 11. Let D be a semicomplete digraph with a bisection (L,R) of size at most k.
Let Z ⊆ V (D) be such that no arc of D[Z] belongs to AD(R,L). That is, (L∩Z,R∩Z) is a
one way partition of Z. Let P be a Hamiltonian path in D[Z] from a vertex α to a vertex β
for some α, β ∈ Z. Let X = {x ∈ Z | can(x) = Rc

D} and Y = {y ∈ Z | can(y) = Lc
D}. For

1 ≤ j ≤ |X|, let xj be the jth vertex of P that belongs to X as we traverse P from α to β,
and for 1 ≤ p ≤ |Y |, let yp be the pth vertex of P that belongs to Y as we traverse rev(P i)
from β to α. Then, if |X| > 2k, then for every xj ∈ X with j > 2k, xj ∈ R. Similarly, if
|Y | > 2k, then for every yp ∈ Y with p > 2k, yp ∈ L. (In other words, (L,R) respects the
canonical positions of xj and yp for j > 2k and p > 2k.)

Proof. Note first that for any arc (z, z′) ∈ A(P ), it cannot be the case that z ∈ R and z′ ∈ L,
as (L∩Z,R∩Z) is a one way partition of Z. More generally, this property holds for any two
distinct vertices z, z′ ∈ Z such that z appears before z′ as we traverse P from α to β. To see
this, suppose by way of contradiction that z ∈ R and z′ ∈ L. Then, consider the subpath of
P from z to z′. This subpath must have an arc from a vertex in R to a vertex in L, which
we have already argued to be impossible.

Now, suppose that |X| > 2k and consider a vertex xj ∈ X with j > 2k. Then,
can(xj) = Rc

D. We need to show that xj ∈ R. Assume for contradiction that xj ∈ L, i.e.
(L,R) violates the canonical position of xj . Then, for every j′ ≤ j, we must have xj′ ∈ L as
well, as otherwise, we obtain a pair {xj′ , xj} such that xj′ appears before xj as we traverse
P from α to β while xj′ ∈ R and xj ∈ L, which by the preceding argument, is not possible.
Having xj′ ∈ L for every j′ ≤ j means that (L,R) violates the canonical position of xj′

for every j′ ≤ j. Thus, (L,R) violates the canonical positions of more than 2k vertices.
However, as (L,R) is a bisection of D of size at most k, by Corollary 10, (L,R) can violate
the canonical positions of at most 2k vertices.

Using symmetric arguments, we also derive that yp ∈ L for every p > 2k. J

I Remark 12. In the above proof, it is actually shown that for any j ≤ |X| such that (L,R)
violates the canonical position of xj ∈ X, (L,R) must violate the canonical position of xj′

for every j′ < j as well. Similarly, for any p ≤ |Y | such that (L,R) violates the canonical
position of yp ∈ Y , (L,R) must violate the canonical position of yp′ for every p′ < p as well.

Tools for Our Kernel. We now develop some tools that will be used to design our
kernel. Consider a vertex-weighted digraph D, where the weights are given by a func-
tion w : V (D)→ N. For a subset X ⊆ V (D) of vertices, the weight of X is defined as
w(X) =

∑
x∈X w(x). We say that a partition (L,R) of V (D) is a w-bisection of D (or simply

a bisection when w is clear from the context) if |w(L)− w(R)| ≤ 1, and |A(R,L)| is called
the size of the bisection. So, given (D,w, k), the Weighted Minimum Bisection (WMB)
problem asks whether D has a w-bisection of size at most k. We now define a “composition”
of this problem, where the input consists of multiple pairs (D,w), and at least one is required
to have a bisection of size at most k.

At Least One Weighted Minimum Bisection (ALO-WMB)
Input: A collection D1, D2, . . . , Dr of vertex-weighted semicomplete digraphs, a weight
function wi : V (Di)→ N for every i ∈ [r], and a non-negative integer k.
Question: Does there exist i ∈ [r] such that Di has a wi-bisection of size at most k?

It is not difficult to see that this problem belongs to the class NP: a polynomial-sized
certificate for the problem would be a partition (L,R) of V (Di) for some i, and it can
be verified whether (L,R) is indeed a bisection of size at most k in time polynomial in∑

j∈[r](|V (Dj)|+
∑

v∈V (Dj) |wj(v)|). For future reference, we record this observation below.

MFCS 2019



28:8 Minimum Directed Bisection on Semicomplete Digraphs

I Observation 13. ALO-WMB belongs to the class NP.

P-Contraction of a Digraph. Consider a digraph D. Let P = {V1, V2, . . . , Vp} be a
partition of V (D) (i.e. Vi ∩ Vj = ∅ for every distinct i, j ∈ [p] and

⋃
i∈[p] Vi = V (D)). The

P-contraction of D is the digraph P(D) obtained by “contracting” every part Vi into a single
vertex, formally defined as follows. The digraph P(D) has p vertices, one corresponding to
every part Vi ∈ P. For each i ∈ [p], let zi deonte the vertex of P(D) corresponding to the
part Vi. For distinct i, j ∈ [p], the arc (zi, zj) is present in P(D) if and only if there exist
vi ∈ Vi and vj ∈ Vj such that (vi, vj) ∈ A(D). (Note that P(D) has no self-loops.) For a
vertex zi ∈ V (P(D)), we refer to the part Vi as the parent-part of zi (or simply part of zi),
and write part(zi) = Vi. Moreover, we define the P-weighted-contraction of D to be the
digraph P(D), where weights are assigned to its vertices by a weight function wP , which is
given by wP(zi) = |Vi| for every vertex zi of P(D).

I Lemma 14 (?). Let D be an unweighted (not necessarily semicomplete) digraph and
(L,R) a bipartition (not necessarily a bisection) of D. Consider a pair of partitions L =
{V1, V2, . . . , Vp} and R = {Vp+1, Vp+2, . . . , Vq} of L and R, respectively. Let P be the partition
of V (D) that is the union of L and R, i.e. P = L∪R. Let H = P(D) be the P-weighted-
contraction of D. (Thus, for each Vi ∈ P, H has a vertex zi, with weight wP(zi) = |Vi|.) Let
LH = {z1, z2, . . . , zp}, and RH = {zp+1, zp+2, . . . , zq}. Then, (L,R) is a bisection of D if
and only if (LH , RH) is a wP -bisection of H.

4 NP-hardness of Minimum Directed Bisection on Semicomplete
Digraphs

In this section, we show that Minimum Directed Bisection is NP-hard on semicomplete
digraphs by a reduction from Maximum Directed Bisection on directed acyclic graphs
(DAGs). (Recall that in the Maximum Directed Bisection problem, the input consists of
a digraph D and an integer k, and the task is to determine whether D admits a bisection
(L,R) such that |A(R,L)| ≥ k.) The NP-hardness of Maximum Directed Bisection on
DAGs easily follows from the fact that Directed Max-Cut is NP-hard on DAGs, shown
by Lampis et al. [24] (Theorem 4 in [24]).

I Observation 15 (?). Maximum Directed Bisection is NP-complete on DAGs.

I Lemma 16 (?). Minimum Directed Bisection is NP-complete on semicomplete digraphs.

Proof Sketch. It is easy to see that Minimum Directed Bisection belongs to NP. Now, for
the proof of hardness, we give a reduction from the Maximum Directed Bisection problem
on DAGs. To this end, consider an instance (D, k) of Maximum Directed Bisection
where D is a DAG. Let |V (D)| = n. Without loss of generality, assume that n is even. (Add
an isolate vertex to D if n is odd.) We construct an instance (D′, k′) of Minimum Directed
Bisection as follows. Take D′ = D and k′ = n2/4− k. Note first that D is a semicomplete
digraph, and that D′ can be constructed in polynomial time. It can be verified that (D, k) is
a yes-instance if and only if (D′, k′) is a yes-instance. J

I Remark 17. By Observation 13, the problem At Least One Weighted Minimum
Bisection belongs to the class NP. Moreover, we have just shown that Minimum Directed
Bisection is NP-complete on semicomplete digraphs. Thus, we can conclude that there
is a polynomial time reduction from ALO-WMB to Minimum Directed Bisection on
semicomplete digraphs.
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Figure 1 An example of a Hamiltonian path Pi in Di, with the canonical positions of its vertices.
We have V (Di) = Xi ∪ Yi. The vertices of Xi are indexed from left to right, while the vertices of Yi

are indexed from right to left.

5 FPT Algorithm for Minimum Directed Bisection on Semicomplete
Digraphs

In this section, we design an algorithm for Minimum Directed Bisection on semicomplete
digraphs that runs in time 2O(

√
k log k)nO(1). Our algorithm is based on a technique called

chromatic coding, introduced by Alon et al. [1]. The basic idea behind this technique is to
color the vertices of the input digraph by O(

√
k) colors so that all the k arcs in a k-sized

bisection (if one exists) are properly colored, i.e. have their endpoints in different color classes.
As stated below, it was shown that there is a coloring family of size 2O(

√
k log k) logn that

does this job.

I Proposition 18 (Chromatic coding [1]). For positive integers n and k, there exists a family
F of functions from [n] to [2d

√
ke] with the following property: for every graph G with

V (G) = [n] and with at most k edges, there exists a function f ∈ F that properly colors E(G)
(i.e. for every uv ∈ E(G), f(u) 6= f(v)). Moreover, there is an algorithm that runs in time
2O(
√

k log k)n logn and constructs such a family F of size 2O(
√

k log k) logn.

The family F in Proposition 18 is called a coloring family, and the elements of F are
called coloring functions. For a coloring function f ∈ F , we refer to the set of all vertices
that have been assigned the color i by f as the ith color class.

Informally, our algorithm for Minimum Directed Bisection is as follows. Suppose that
(D, k) is a yes-instance, and let (L,R) be a bisection of D of size at most k. We would like to
color the vertices of D using O(

√
k) colors so that all arcs of A(R,L) are properly colored (of

course, without knowing (L,R)). Proposition 18 guarantees such a coloring function f . For
any color i, let Di be the subgraph of D induced by vertices in the ith color class. Because all
arcs of A(R,L) are properly colored, no arc of Di can belong to A(R,L). Thus, we “guess”
the vertices of Di whose canonical positions are violated by (L,R), and define a partition
of V (Di) accordingly. Due to Lemma 11 and Remark 12, there are at most 4k vertices in
Di whose canonical positions can be violated by (L,R). Thus we would need to consider
only kO(

√
k) = 2O(

√
k log k) guesses, which gives rise to an algorithm with the claimed running

time. We present a formal description of our algorithm in Algorithm 1.
In the next two lemmas, we establish the correctness of Algorithm 1, and analyse its

runtime.

I Lemma 19 (?). Algorithm 1 is correct.

Proof Sketch. Observe first that if Algorithm 1 returns yes, then D has a bisection of size
at most k (that is (Lf

t , R
f
t ) for some f and t). Therefore, in order to show that Algorithm 1

returns the correct answer, we shall prove the following. If (D, k) is a yes-instance with a
k-sized bisection (L,R), then for some f ∈ F and for some tuple t defined in Step 2 of the
algorithm, we will have (L,R) = (Lf

t , R
f
t ) where Lf

t and Rf
t are as defined in Step 2-(ii)-(a)

of the algorithm. J

I Lemma 20 (?). Algorithm 1 runs in time 2O(
√

k log k)nO(1).

MFCS 2019



28:10 Minimum Directed Bisection on Semicomplete Digraphs

Algorithm 1 Input: (D, k) where D is a semicomplete digraph on n vertices.

1. Run the algorithm in Proposition 18 and construct a coloring family F .
2. For each f ∈ F , perform the following steps:

(i). For each i ∈ [2d
√
ke], consider Di, the subgraph of D induced by f−1(i), and

perform the following steps.
(a). Find a Hamiltonian path Pi in Di. Then, Pi is a path from αi to βi for some

αi, βi ∈ V (Di).
(b). Let Xi = {x ∈ V (Di) | can(x) = Rc

D} and Yi = {y ∈ V (Di) | can(y) = Lc
D}.

For 1 ≤ j ≤ |Xi|, let xj be the jth vertex of Pi that belongs to Xi as we
traverse Pi from αi to βi. For 1 ≤ p ≤ |Yi|, let yp be the pth vertex of Pi that
belongs to Yi as we traverse rev(Pi) from βi to αi (see Figure 1).

(c). For each pair (`i, qi), where 0 ≤ `i ≤ min {|Xi|, 2k} and 0 ≤ qi ≤ min {|Yi|, 2k},
construct a partition (L`i,qi

, R`i,qi
) of V (Di) as follows. For every j ≤ `i, assign

xj to L`i,qi , and for every p ≤ qi, assign yp to R`i,qi . For every other vertex
z ∈ V (Di), assign z to L`i,qi

if can(z) = Lc
D, and assign z to R`i,qi

otherwise.
(ii). For each tuple t = (t1, t2, . . . , t2d√ke), ti = (`i, qi) for some 0 ≤ `i ≤ min {|Xi|, 2k}

and 0 ≤ qi ≤ min {|Yi|, 2k} such that (L`i,qi
R`i,qi

) is a one way partition of V (Di),
perform the following step.
(a). Construct a partition (Lf

t , R
f
t ) of V (D) as follows: Lf

t =
⋃

i L`i,qi
and Rf

t =⋃
i R`i,qi

. If (Lf
t , R

f
t ) is a bisection of D of size at most k, then return that

(D, k) is a yes-instance and terminate.
3. Return that (D, k) is a no-instance.

We have thus proved the following theorem.

I Theorem 21. Minimum Directed Bisection on semicomplete digraphs admits a
2O(
√

k log k)nO(1) time algorithm.

6 Polynomial Kernel for Minimum Directed Bisection on
Semicomplete Digraphs

In this section, we design a polynomial kernel for the Minimum Directed Bisection
problem on semicomplete digraphs. Specifically, we prove the following theorem.

I Theorem 22. There is a polynomial time algorithm that, given an instance (D, k) of
Minimum Directed Bisection where D is a semicomplete digraph, produces an equivalent
instance (D′, k′) of Minimum Directed Bisection such that max {|V (D′)|, k′} ≤ kO(1).

Throughout this section, D denotes a semicomplete digraph on n vertices and k a non-
negative integer. Given an instance (D, k) of Minimum Directed Bisection, our kernel
proceeds as follows. In the first step, we reduce the instance (D, k) to an equivalent instance of
ALO-WMB (defined in Section 2), whose size is bounded by kO(1). As ALO-WMB belongs
to the class NP (see Remark 13), and Minimum Directed Bisection is NP-complete (see
Lemma 16), we know that ALO-WMB admits a polynomial time reduction to Minimum
Directed Bisection. In the second step, we apply this reduction to the kO(1)-sized
ALO-WMB instance to obtain an equivalent instance of Minimum Directed Bisection
of size kO(1). And in order to reduce Minimum Directed Bisection to ALO-WMB in
the first step, we use an (n, 2k, 4k2)-splitter. Using such a splitter, we construct kO(1) many
instances of Weighted Minimum Bisection (WMB) such that each one of these instances
has size kO(1), and at least one of them is equivalent to our original instance (D, k).
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I Remark 23 (Assumption about k). In this section, given an instance (D, k) of Minimum
Directed Bisection, we assume that logn ≤ k. Otherwise, if logn > k, then we have
n > 2k > 2

√
k log k. But this implies that Algorithm 1 runs in time polynomial in n. That is,

if logn > k, then we can solve Minimum Directed Bisection on semicomplete digraphs
in polynomial time.

Terminology. In what follows, we use the following definitions and notations. Consider an
instance (D, k) of Minimum Directed Bisection. Let (L,R) be a bisection of D. Let
S be the set of endpoints of the arcs in A(R,L), i.e. S = V (A(R,L)). For some positive
integer ` ≥ |S|, let f : V (D)→ [`] be a function that splits S evenly. For each i ∈ [`] such
that f−1(i) 6= ∅, let Di, Pi, αi, βi, Xi, Yi, xj and yp be as defined in Algorithm 1. Since f
splits S evenly, and ` ≥ |S|, the function f is injective on S. Therefore, no arc of Di belongs
to A(R,L). Moreover, note that V (Di) is the disjoint union of Xi and Yi.

Fix i ∈ [`]. We say that a vertex z ∈ V (Di) is marked if z = xj for some xj ∈ Xi with
j ≤ 2k, or if z = yp for some yp ∈ Yi with p ≤ 2k. Otherwise, we say that z is unmarked.
That is, the first 2k of vertices of Pi that belong to Xi, and the last 2k vertices of Pi that
belong to Yi are marked. All other vertices are unmarked. (Here, first and last are defined
with respect to the traversal of Pi from αi to βi.) Therefore, in light of Lemma 11, if (L,R)
is of size at most k, and (L,R) violates the canonical position of a vertex v ∈ V (Di), then v
is a marked vertex. In other words, every bisection of D of size at most k, if such a bisection
exists, respects the canonical position of every unmarked vertex. Let Mi denote the set of all
marked vertices in V (Di).

Let ni = |V (Di)|. For r ∈ [ni], let vr be the rth vertex of Pi as we traverse Pi from αi to
βi. That is, Pi = (αi =)v1v2 . . . vni(= βi).

I Observation 24. We have |Mi| = |Mi ∩Xi|+ |Mi ∩ Yi| ≤ 2k + 2k = 4k. If vr ∈ Xi ∩Mi,
then for every vs ∈ Xi with s ≤ r, we have vs ∈ Mi. Similarly, if vr ∈ Yi ∩Mi, then for
every vs ∈ Yi with s ≥ r, we have vs ∈Mi.

For r, s ∈ [ni], r ≤ s, let P r,s
i denote the subpath of Pi from vertex vr to vertex vs. Also,

we say that the subpath P r,s
i is monochromatic if for every r ≤ j ≤ s, the vertex vj is

unmarked, and can(vj) = can(vr). And we say that a monochromatic subpath P r,s
i is a

maximal monochromatic subpath if there is no monochromatic subpath of Pi that strictly
contains P r,s

i . That is, a maximal monochromatic subpath is a maximal subpath of Pi such
that all its vertices are unmarked and have the same canonical positions.

I Lemma 25 (?). Assume that (D, k) is a yes-instance and that (L,R) is a bisection of D
of size at most k. Then for every i, the path Pi has at most 4k + 2 maximal monochromatic
subpaths.

The above lemma shows that V (Di) \Mi can be partitioned into at most 4k+ 2 maximal
monochromatic subpaths. Additionally, V (Di) contains at most 4k marked vertices. Let
Pf,i denote this partition of V (Di) into 4k + 2 + 4k = 8k + 2 parts. That is, every part in
Pf,i is either the set of vertices of a maximal monochromatic subpath of Pi or a singleton
set consisting of a marked vertex. We call Pf,i the monochromatic partition of V (Di).

I Lemma 26 (?). Assume that (D, k) is a yes-instance and that (L,R) is a bisection of D
of size at most k. Then, for every part Z ∈ Pf,i, either Z ⊆ L or Z ⊆ R.

MFCS 2019
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Kernel. Our kernelization algorithm works as follows. Given (D, k), we begin by using
Proposition 2 to construct an (n, 2k, 4k2)-splitter F ′ in time kO(1)n logn. By Proposition
2 and Remark 23, we get that |F ′| = kO(1). For each function f ∈ F ′, we do as follows.
For each i ∈ [4k2] such that f−1(i) 6= ∅, we find a Hamiltonian path Pi in Di. We say
that f ∈ F is a good function if for every i ∈ [4k2] such that f−1(i) 6= ∅, the path Pi has
at most 4k + 2 maximal monochromatic subpaths. Let F ⊆ F ′ be the collection of good
functions in F . We now compute the monochromatic partition Pf,i of V (Di). Note that
|Pf,i| ≤ 8k+ 2. Let Pf be the partition of V (D) obtained by taking the union of Pi for all i,
that is, Pf =

⋃
i∈[4k2] Pf,i. We have |Pf | ≤ 4k2 · (8k + 2) = kO(1). This completes the first

step our kernelizaition algorithm. Observe that this step can be executed in time kO(1)nO(1).
Now, construct the Pf -weighted contraction of D, (with weight function wPf

), and denote
it by Hf . Note that |V (Hf )| = |Pf | = kO(1). As every vertex v ∈ V (Hf ) corresponds to a
part of Pf of size at most n, we have wPf

(v) = |part(v)| ≤ n for every vertex v ∈ V (Hf ).
Hence, |wPf

(v)| ≤ logn ≤ k for every v ∈ V (Hf ) (by Remark 23). Thus, Hf is a vertex-
weighted semicomplete digraph with kO(1) vertices and further, the weight of each vertex in
V (Hf ) can be encoded using kO(1) bits. This is the second step of our kernel. Observe that
this step also runs in time polynomial in n.

Now, consider the instance ({(Hf , wPf
) | f ∈ F}, k) of ALO-WMB. Note that the size

of the ALO-WMB instance ({(Hf , wPf
) | f ∈ F}, k) is bounded by kO(1). The following

lemma shows the equivalence of this instance to (D, k).

I Lemma 27 (?). The instance (D, k) is a yes-instance of Minimum Directed Bisection
if and only if ({(Hf , wPf

) | f ∈ F}, k) is a yes-instance of ALO-WMB.

Note that the first two steps of the kernel – up to the construction of the ALO-WMB
instance ({(Hf , wPf

) | f ∈ F}, k) – runs in polynomial time. Finally, we use the polynomial
time reduction in Remark 17 to reduce the instance ({(Hf , wPf

) | f ∈ F}, k) of ALO-WMB
to an equivalent instance (D′, k′) of Minimum Directed Bisection on semicomplete
digraphs. As the size of the instance ({(Hf , wPf

) | f ∈ F}, k) is bounded by kO(1), this
reduction runs in time polynomial in k. We thus conclude that the size of the instance
(D′, k′) is also bounded by kO(1). This completes the proof of Theorem 22.

7 Conclusion

We studied the Minimum Directed Bisection problem from the parameterized complexity
perspective. In particular, we gave an algorithm with running time 2O(

√
k log k) · nO(1) and a

polynomial kernel for Minimum Directed Bisection on semicomplete digraphs. Some
natural questions that arise from this work are: can the log k dependence on the exponent in
the running time be removed? How far can we reach in improving the size of the kernel? In
particular, can one prove a lower bound/existence of a linear/quadratic kernel for Minimum
Directed Bisection on semi-complete digraphs? We also believe that our technique of
employing splitters can be generalized for the design of kernels for many problems, especially
the ones that admit algorithms crucially using chromatic coding. At least, for such problems,
the use of splitters can “simulate” the effects of chromatic coding that are sufficient for
kernelization.
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