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AND JONATHAN KLIEM
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Abstract. A union of an arrangement of affine hyperplanes H in Rd is the real algebraic variety

associated to the principal ideal generated by the polynomial pH given as the product of the degree

one polynomials which define the hyperplanes of the arrangement. A finite Borel measure on Rd is
bisected by the arrangement of affine hyperplanes H if the measure on the “non-negative side” of the

arrangement {x ∈ Rd : pH(x) ≥ 0} is the same as the measure on the “non-positive” side of the

arrangement {x ∈ Rd : pH(x) ≤ 0}.
In 2017 Barba, Pilz & Schnider considered special, as well as modified cases of the following measure

partition hypothesis: For a given collection of j finite Borel measures on Rd there exists a k-element

affine hyperplane arrangement that bisects each of the measures into equal halves simultaneously. They
showed that there are simultaneous bisections in the case when d = k = 2 and j = 4. Furthermore, they

conjectured that every collection of j measures on Rd can be simultaneously bisected with a k-element

affine hyperplane arrangement provided that d ≥ dj/ke. The conjecture was confirmed in the case when
d ≥ j/k = 2a by Hubard and Karasev in 2018.

In this paper we give a different proof of the Hubard and Karasev result using the framework of
Blagojević, Frick, Haase & Ziegler (2016), based on the equivariant relative obstruction theory of tom

Dieck, which was developed for handling the Grünbaum–Hadwiger–Ramos hyperplane measure partition

problem. Furthermore, this approach allowed us to prove even more, that for every collection of 2a(2h+

1) + ` measures on R2a+`, where 1 ≤ ` ≤ 2a − 1, there exists a (2h + 1)-element affine hyperplane

arrangement that bisects all of them simultaneously. Our result was extended to the case of spherical

arrangements and reproved by alternative methods in a beautiful way by Crabb in 2020.

1. Introduction and statement of main results

Let d ≥ 1 be an integer. An affine hyperplane in the d-dimensional Euclidean space Rd is determined
by a unit vector u ∈ S(Rd) in Rd and a scalar a ∈ R as follows:

Hu,a := {x ∈ Rd : 〈x, u〉 = a},

where 〈·, ·〉 denotes the standard Euclidean scalar product. In this description the sets Hu,a and H−u,−a
coincide. An oriented affine hyperplane in Rd determined by a unit vector u ∈ S(Rd) and a scalar a ∈ R is
the triple H(u, a) := (Hu,a, u, a). The set of all oriented affine hyperplanes is endowed with a Z/2-action
given by the orientation change H(u, a) 7−→ H(−u,−a). To each oriented affine hyperplane H(u, a) in
Rd we associate the linear polynomial function pu,a : Rd −→ R given by pu,a(x) := 〈x, u〉 − a for x ∈ Rd.
In particular, Hu,a = {x ∈ Rd : pu,a(x) = 0}. Furthermore, pu,a(x) = −p−u,−a(x).

Let k ≥ 1 be an integer. A k-element affine hyperplane arrangement H in Rd is an ordered k-
tuple of oriented affine hyperplanes in Rd. To any k-element affine hyperplane arrangement H =
(H(u1, a1), . . . ,H(uk, ak)) we associate the polynomial function pH : Rd −→ R defined by

pH(x) :=

k∏
i=1

pui,ai(x).
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Figure 1. Illustration of a black and white bisection of four measures on the plane by an
essential 2-element affine hyperplane arrangement.

The union of the arrangement H in Rd is the real affine variety

{x ∈ Rd : pH(x) = 0}.

A k-element affine hyperplane arrangement H = (H(u1, a1), . . . ,H(uk, ak)) in Rd is essential if

H(ur, ar) 6= H(us, as) and H(ur, ar) 6= H(−us,−as),

for all 1 ≤ r < s ≤ k. As expected, a k-element affine hyperplane arrangement is non-essential if it is not
essential.

Let µ be a nice measure on Rd, meaning that µ is a finite Borel measure on Rd that vanishes on every
affine hyperplane in Rd. A k-element arrangement H bisects the family of nice measuresM = (µ1, . . . , µj)
if for every 1 ≤ r ≤ j:

µr
(
{x ∈ Rd : pH(x) ≥ 0}

)
= µr

(
{x ∈ Rd : pH(x) ≤ 0}

)
=
µr(Rd)

2
.

In other words, we are looking for an essential affine hyperplane arrangement and a coloring of the
connected components of the complement of its union into two colors with the property that no closures
of any two components of the same color share a common facet. This provides a bisection of the space
into two parts corresponding to the colors and we ask that this partition bisects every one of the given
measures into equal halves.

In this paper, motivated by the recent work of Barba, Pilz & Schnider [3] we study the set Λ ⊆ N3 of
all triples (d, j, k) of positive integers such that for every collection of j nice measures in Rd there exists
a k-element affine hyperplane arrangement in Rd that bisects these measures. It is not hard to observe
that the set Λ has the following property:

(d, j, k) ∈ Λ =⇒ (d′, j, k) ∈ Λ for all d′ ≥ d.

Furthermore, the ham sandwich theorem is equivalent to the inclusion

{(d, j, 1) : d ≥ j ≥ 1} ⊆ Λ.

The first description of the set Λ follows by considering j pairwise disjoint intervals on a moment
curve in Rd as measures, counting the number of intersection points of a k-element affine hyperplane
arrangement with the moment curve (at most dk points) and comparing it with the minimal number of
points needed for a bisection of j intervals (at least j points). Consequently, we get

(d, j, k) ∈ Λ =⇒ dk ≥ j.

The idea of considering intervals on a moment curve as measures in the context of the Grünbaum–
Hadwiger–Ramos hyperplane measure partition problem originates from the work of Avis [2], and was
further used in this context by Ramos [15] and others. For a detailed review of the Grünbaum–Hadwiger–
Ramos hyperplane mass partition problem see for example [5] and the references therein. Thus, it is
natural to make the following conjecture, see also [3, Conj. 1].

Conjecture 1.1. Let d ≥ 1, j ≥ 1 and k ≥ 1 be integers. If d ≥ dj/ke, then (d, j, k) ∈ Λ.
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The main result of this paper is derived from the so called “join configuration space / test map
scheme” and an application of two different relative equivariant obstruction theories of Bredon [7] and
tom Dieck [10]. The join scheme was introduced for the first time in [6], while the relative obstruction
theory framework for the study of the Grünbaum–Hadwiger–Ramos hyperplane mass partition problem
was developed only in [4]. In particular, in the first part of the theorem we give a different proof of the
result by Hubard and Karasev [11, Thm. 1], which in the special case d = k = 2 and j = 4 is due to
Barba, Pilz & Schnider [3, Thm. 2.2].

Theorem 1.2. Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers. If
(a) dk = j and d = 2a for some integer a ≥ 0, or
(b) (d− `)k + ` = j, k is odd, d = 2a + ` for some integers a ≥ 1, and 1 ≤ ` ≤ 2a − 1,

then (d, j, k) ∈ Λ.

Thus, Theorem 1.2(a) settles Conjecture 1.1 in the case when dk − j = 2a − j = 0, while Theorem
1.2(b) gives the positive difference dk − j = `k − `, where k ≥ 3 is odd, and consequently does not settle
the conjecture in any additional case. The results of Theorem 1.2 were reproved by Crabb [8] in the
broader setting of spherical arrangements by intriguing evaluations of pull-backs of twisted Euler classes.

In order to illustrate the results of Theorem 1.2 we fix the parameter k = 3 and consider the set
Λ[k = 3] := {(j, d) ∈ N2 : (d, j, 3) ∈ Λ}. In Figure 2 we depicted with a black dot for each j the minimal
d such that (j, d) ∈ Λ[k = 3] as Conjecture 1.1 claims. We circled the upper bounds for the dimension
d obtained from an application of Theorem 1.2(a). In grey we circled the improved upper bounds on d
derived from Theorem 1.2(b).

The main result of this paper, stated in Theorem 1.2, is proven in the following steps:
— The problem regarding the existence of a bisection of a collection of measures in Rd by a k-element

affine hyperplane arrangement is connected to the question about the non-existence of specially con-
structed S±k -equivariant maps beween spheres S(d+1)k−1 −→ Sj+k−2, see Section 2.

— The claim of Theorem 1.2 is obtained as a consequence of the non-existence of S±k -equivariant maps

S(d+1)k−1 −→ Sj+k−2 with some specific properties, as explained in Theorem 2.5. The non-existence
of the relevant map is proved via an application of the equivariant relative obstruction theory of tom
Dieck, see Section 3.

Acknowledgment. We would like to thank Alfredo Hubard, Tatiana Levinson and Arkadiy Skopenkov for
useful discussions. The authors thank Matija Blagojević for his work on the manuscript which resulted
in several improvements of the text. We are also grateful to the referees for valuable suggestions and
comments.
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Figure 2. The shape of the set {(j, d) ∈ N2 : (d, j, 3) ∈ Λ} as suggested by Conjecture 1.1
(black dot), Theorem 1.2(a) (circled) and Theorem 1.2(b) (circled in grey).
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2. From a partition problem to a Borsuk–Ulam type problem

In this section we relate the problem of describing the set Λ ∈ N3 with a topological problem of the
Borsuk–Ulam type. For that we develop both the product and join configuration space / test map scheme
even we apply only the join scheme. The join scheme can be efficiently used only in combination with
the relative equivariant obstruction theory, as demonstrated in [4].

The space of all oriented affine hyperplanes in Rd can be identified with the sphere Sd = S(Rd+1) of unit
vectors in Rd+1 where the north pole ed+1 := (0, . . . , 0, 1) and the south pole −ed+1 = (0, . . . , 0,−1) are in-
terpreted as “extra” oriented affine hyperplanes at infinity. To see this place Rd into Rd+1 on “height one”,
that is via the embedding (x1, . . . , xd) 7−→ (x1, . . . , xd, 1). Every oriented affine hyperplane H(u, a) =
(Hu,a, u, a) in Rd spans the uniquely oriented linear hyperplane H(w(u, a), 0) = (Hw(u,a),0, w(u, a), 0)

in Rd+1. The corresponding unit normal vector w(u, a) determines a point on the sphere Sd. Further-
more, the associated polynomial function pw(u,a),0 : Rd+1 −→ R, given by pw(u,a),0(w) := 〈w,w(u, a)〉
for w ∈ Rd+1, restricts on the embedded Rd = Rd × {1} to the polynomial function pu,a, that is
pu,a = pw(u,a),0|Rd×{1}. The Z/2 action on the space of all oriented affine hyperplanes given by the

change of orientation translates into the antipodal action on the sphere, w 7−→ −w for w ∈ Sd.
Following the presentation in [4, Sec. 2] we consider the following configuration spaces that parameterize

all k-element affine hyperplane arrangements in Rd:
— the join configuration space Xd,k

∼= (Sd)∗k ∼= S(R(d+1)×k) is a sphere of dimension dk + k − 1,
(recall the homeomorphism between unit spheres of Euclidan spaces S(E1⊕E2) ∼= S(E1) ∗S(E2)),
and

— the product configuration space Yd,k ∼= (Sd)k.

Both configuration spaces are equipped with an action of the group of signed permutations S±k =

(Z/2)k oSk. To define an action on Xd,k we recall that its typical element can be presented as formal

ordered convex combinations λ1w1 + · · ·+λkwk, where λi ≥ 0,
∑k
i=1 λi = 1 and wi ∈ Sd. Now each copy

of Z/2 in (Z/2)k ⊆ S±k acts antipodally on the appropriate sphere Sd, and the symmetric group Sk ⊆ S±k
acts by permuting factors in the product. Explicitly, for ((β1, . . . , βk)o τ) ∈ S±k and λ1w1 + · · ·+λkwk ∈
Xd,k we set:

((β1, . . . , βk) o τ) · (λ1w1 + · · ·+ λkwk) :=

λτ−1(1)(−1)β1wτ−1(1) + · · ·+ λτ−1(k)(−1)βkwτ−1(k).

Alternatively, we can see the join configuration space Xd,k as the unit sphere of the real S±k -representation

R(d+1)×k. The action of S±k on R(d+1)×k we consider is given by:

((β1, . . . , βk) o τ) · (u1, . . . , uk) :=
(
(−1)β1uτ−1(1), . . . , (−1)βkuτ−1(k)

)
,

for ((β1, . . . , βk) o τ) ∈ S±k and (u1, . . . , uk) ∈ R(d+1)×k.

The subspace {
1
kw1 + · · ·+ 1

kwk ∈ Xd,k : (w1, . . . , wk) ∈ Yd,k
}

of the join Xd,k is homeomorphic to Yd,k and moreover S±k -invariant. Thus we identify it with Yd,k, and

the restriction action from Xd,k induces an S±k -action on Yd,k. For k ≥ 2 action of S±k on both Xd,k and
Yd,k is not free. The subspaces of points of Xd,k and Yd,k with non-trivial stabilizers with respect to the
S±k -action are

X>1
d,k := {λ1w1 + · · ·+ λkwk ∈ Xd,k : λ1 · · ·λk = 0, or λs = λr

with ws = ±wr for some 1 ≤ s < r ≤ k},
and

Y >1
d,k := {(w1, . . . , wk) ∈ Yd,k : ws = ±wr for some 1 ≤ s < r ≤ k}.

For future use we point out the subspace of X>1
d,k given by:

(X>1
d,k)′ := {λ1w1 + · · ·+ λkwk ∈ X>1

d,k : λ1 · · ·λk = 0}.

Let V ∼= R be the real 1-dimensional S±k -representation with action defined to be antipodal for every

copy of Z/2 in (Z/2)k ⊆ S±k , and trivial for every element of the symmetric group Sk ⊆ S±k . More

precisely, when ((β1, . . . , βk) o τ) ∈ S±k and v ∈ V we have

((β1, . . . , βk) o τ) · v := (−1)β1 · · · (−1)βk v.
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Next consider the vector space Rk and its vector subspace

Wk =
{

(y1, . . . , yk) ∈ Rk :

k∑
i=1

yi = 0
}
.

The group S±k acts on Rk by permuting coordinates, that is, for ((β1, . . . , βk)oτ) ∈ S±k and (y1, . . . , yk) ∈
Rk we get

((β1, . . . , βk) o τ) · (y1, . . . , yk) := (yτ−1(1), . . . , yτ−1(k)). (1)

The subspace Wk ⊆ Rk is S±k -invariant, and therefore Wk is an S±k -subrepresentation of Rk.

Now, to an ordered collectionM = (µ1, . . . , µj) of nice measures on Rd we will associate two continuous
S±k -equivariant maps ΦM and ΨM.

First, we define the continuous map

ΦM : Yd,k −→ V ⊕j

to be the unique continuous extension of the map (Sd\{ed+1,−ed+1})k −→ V ⊕j given by

H = (H(u1, a1), . . . ,H(uk, ak)) = (w(u1, a1), . . . , w(uk, ak)) 7−→(
µi({x ∈ Rd : pH(x) ≥ 0})− µi({x ∈ Rd : pH(x) ≤ 0})

)
i∈{1,...,j}

. (2)

Indeed, the map (2) is the restriction of the continuous function (Sd)k −→ V ⊕j defined by

(w1, . . . , wk) 7−→
(
µi({(x, 1) ∈ Rd+1 : pw1,...,wk(x, 1) ≥ 0})−

µi({(x, 1) ∈ Rd+1 : pw1,...,wk(x, 1) ≤ 0})
)
i∈{1,...,j}

.

Here pw1,...,wk : Rd+1 −→ R is the continuous function pw1,...,wk(w) :=
∏k
i=1〈w,wi〉.

The map ΦM is S±k -equivariant with respect to the already introduced actions on Yd,k and V , assuming
the diagonal action on V ⊕j .

The key property of the map ΦM is that the k-element affine hyperplane arrangement H in Rd bisects
all the measures from the collection M if and only if ΦM(H) = 0 ∈ V ⊕j .

The second continuous map we consider

ΨM : Xd,k −→Wk ⊕ V ⊕j

is defined as follows:

λ1w1 + · · ·+ λkwk 7−→
(
λ1 − 1

k , . . . , λk −
1
k

)
⊕
(

(λ1 · · ·λk) · ΦM(w1, . . . , wk)
)
. (3)

It is important to notice that the map we have just defined ΨM does not depend on the collection M
when considered on the subspace (X>1

d,k)′. Indeed, if

λ1w1 + · · ·+ λkwk ∈ (X>1
d,k)′,

then

ΨM(λ1w1 + · · ·+ λkwk) =
(
λ1 − 1

k , . . . , λk −
1
k

)
⊕ 0 ∈Wk ⊕ V ⊕j .

The map ΨM is also S±k -equivariant.

Similarly, the k-element affine hyperplane arrangement

H = (H(u1, a1), . . . ,H(uk, ak)) = (w(u1, a1), . . . , w(uk, ak)) = (w1, . . . , wk)

in Rd bisects all the measures from the collection M if and only if

ΨM
(

1
kw1 + · · ·+ 1

kwk
)

= 0⊕ 0 ∈Wk ⊕ V ⊕j .

From the construction of the S±k -equivariant maps ΦM and ΨM we have deduced the following facts;
for a similar construction consult [4, Prop. 2.1].

Proposition 2.1. Let d ≥ 1, j ≥ 1 and k ≥ 1 be integers.
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(a) Let M be a collection of j nice measures on Rd, and let

ΦM : Yd,k −→ V ⊕j and ΨM : Xd,k −→Wk ⊕ V ⊕j

be the S±k -equivariant maps defined above. If

0 ∈ im ΦM or 0 ∈ im ΨM,

then there exists a k-element affine hyperplane arrangement bisecting all the measures in M.
(b) If there is no S±k -equivariant map of either type

Yd,k −→ S(V ⊕j) or Xd,k −→ S(Wk ⊕ V ⊕j),
then (d, j, k) ∈ Λ.

The following essential property of the constructed S±k -equivariant map ΨM needs a modified approach
unlike the one used in [4, Prop. 2.2].

Proposition 2.2. Let d ≥ 2, j ≥ 1 and k ≥ 2 be integers with j ≥ d(k − 1) + 2. Let M = (µ1, . . . , µj)
and M′ = (µ′1, . . . , µ

′
j) be collections of nice measures on Rd such that no non-essential k-element affine

hyperplane arrangement bisects all of them. Then
(a) 0 /∈ im ΨM|X>1

d,k
,

(b) ΨM|(X>1
d,k)′ = ΨM′ |(X>1

d,k)′ , and

(c) ΨM|X>1
d,k

and ΨM′ |X>1
d,k

are S±k -homotopic as maps

X>1
d,k −→ (Wk ⊕ V ⊕j)\{0}

which restrict on the subspace (X>1
d,k)′ to the map given by

λ1w1 + · · ·+ λkwk 7−→
(
λ1 − 1

k , . . . , λk −
1
k

)
⊕ 0,

where λ1w1 + · · ·+ λkwk ∈ (X>1
d,k)′ and

(
λ1 − 1

k , . . . , λk −
1
k

)
⊕ 0 ∈ (Wk ⊕ V ⊕j)\{0}.

The previous proposition is the special, easy to state, ` = 0 case of a stronger statement which works
on invariant subcomplexes of Xd,k, and therefore on Xd,k itself; see Proposition 2.3. Hence, we only prove
the more general result.

In the upcoming proposition we use the S±k -CW structure on the join configuration space Xd,k devel-
oped in [4, Sec. 3], and reviewed in Section 4 of this paper.

Proposition 2.3. Let d ≥ 2, j ≥ 1 and k ≥ 2 be integers, and let 1 ≤ ` ≤ d − 1 be an integer
with (d − `)(k − 1) + 2 + ` ≤ j. Let Z := S±k · θ denote the full S±k -orbit of the closure of the cell

θ := D+,...,+,+
1+`,...,1+`,1(1, 2, . . . , k), and let Z>1 := Z ∩ X>1

d,k and (Z>1)′ := Z ∩ (X>1
d,k)′. Furthermore, let

M = (µ1, . . . , µj) and M′ = (µ′1, . . . , µ
′
j) be collections of nice measures on Rd such that no k-element

affine hyperplane arrangement parameterized by Z>1 bisects them. Then
(a) 0 /∈ im ΨM|Z>1 , and
(b) ΨM|Z>1 and ΨM′ |Z>1 are S±k -homotopic as maps

Z>1 −→ (Wk ⊕ V ⊕j)\{0}
which restrict on the subspace (Z>1)′ to the map given by

λ1w1 + · · ·+ λkwk 7−→
(
λ1 − 1

k , . . . , λk −
1
k

)
⊕ 0, (4)

where λ1w1 + · · ·+ λkwk ∈ (Z>1)′ and
(
λ1 − 1

k , . . . , λk −
1
k

)
⊕ 0 ∈ (Wk ⊕ V ⊕j)\{0}.

Proof. The first statement follows directly from the assumption that no k-element affine hyperplane
arrangement parameterized by Z>1 bisects M.

From the assumption on the collections of measures M and M′ and the first part of the proposition
we have that 0 /∈ im ΨM|Z>1 and 0 /∈ im ΨM′ |Z>1 . Consequently the maps ΨM|Z>1 and ΨM′ |Z>1 can be
considered as S±k -equivariant maps Z>1 −→ (Wk ⊕ V ⊕j)\{0}. Furthermore, from the definition of the
test map (3) follows that the maps ΨM|(Z>1)′ = ΨM′ |(Z>1)′ coincide with the map (4).

In order to prove the second statement we need to construct an S±k -equivariant homotopy

F : Z>1 × I −→ (Wk ⊕ V ⊕j)\{0}
between the maps ΨM|Z>1 and ΨM′ |Z>1 . Here I denotes the unit interval [0, 1]. This will be done using
a slight extension of the equivariant obstruction theory of Bredon [7, Ch. II] as presented in [13, Ch. I.5]
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because the obstruction theory of tom Dieck [10, Sec. II.3] cannot be used in this situation. Indeed, notice
that no point in Z>1 has a trivial stabilizer.

For simplicity, we denote by

K := Z>1 × I and L := Z>1 × {0} ∪ Z>1 × {1} ∪ (Z>1)′ × I.
Define F−1 : L −→ (Wk ⊕ V ⊕j)\{0} by

F−1|Z>1×{0} := ΨM|Z>1 ,

F−1|Z>1×{1} := ΨM′ |Z>1 ,

F |(Z>1)′×{t} = ΨM|(Z>1)′ = ΨM′ |(Z>1)′ , for all t ∈ I.

Our aim is to extend the S±k -equivariant map F−1 to an S±k -equivariant map F : K −→ (Wk⊕V ⊕j)\{0}
extending it one skeleton at a time.

Since (Wk ⊕ V ⊕j)\{0} is non-empty, and in addition, for every subgroup G of S±k , the following
implication holds:

(K\L)G 6= ∅ =⇒ ((Wk ⊕ V ⊕j)\{0})G 6= ∅
we can extend F−1 to the 0-skeleton of K obtaining an S±k -equivariant map F0. Assume that we have

defined a S±k -equivariant map Fr on the r-th skeleton of K.

The obstructions for the extension of the map Fr to the next skeleton live in the Bredon cohomology
group

Hr+1

S±k

(
K,L; ω̃r((Wk ⊕ V ⊕j)\{0})

)
,

where 0 ≤ r ≤ dimK − 1 = dimZ>1. Here ω̃r((Wk ⊕ V ⊕j)\{0}) : OS±k
−→ Ab denotes the generic

coefficient system. That is a contravariant functor from the category of canonical objects OS±k
of the

group S±k associated to the pair (K,L) into the category of Abelian groups given on objects by

ω̃r((Wk ⊕ V ⊕j)\{0})(S±k /G) = πr(((Wk ⊕ V ⊕j)\{0})G, yG0 ),

where (K\L)G 6= ∅. Here, for every subgroup G of S±k with the property that ((Wk ⊕ V ⊕j)\{0})G 6= 0,
we chose a G-fixed base point yG0 in ((Wk⊕V ⊕j)\{0})G such that for every subgroup H1 contained in the

conjugacy class gH2g
−1 of another subgroup H2 holds gyH2

0 = yH1
0 . Such a choice can be made beacuse

S±k is finite. For a detailed account of all relevant notions see [13, Ch. I.5] [7, Ch. I.4].

Let Ds1,...,sk
i1,...,ik

(σ)× I be an arbitrary r+ 1 cell of K \L. The cocycle corresponding to Ds1,...,sk
i1,...,ik

(σ)× I
will have coefficients in πr(((Wk ⊕ V ⊕j)\{0})G, yG0 ), where G ⊆ S±k is the stabilizer group of the cell
Ds1,...,sk
i1,...,ik

(σ)× I.

As Ds1,...,sk
i1,...,ik

(σ) × I lies in K \ L, the first 1 ≤ i1 ≤ d + 1 and second k − 1 of the positive integers

i1, . . . , ik are less than or equal to 1+ `. Furthermore, as G is the stabilizing group of the cell Ds1,...,sk
i1,...,ik

(σ)

and i1 ≤ d + 1, G is not a subgroup of the defining subgroup (Z/2)k of the group S±k = (Z/2)k o Sk.

Let (β1, . . . , βk) o τ ∈ S±k be an element that fixes the cell Ds1,...,sk
i1,...,ik

(σ), that is

(β1, . . . , βk) o τ ·Ds1,...,sk
i1,...,ik

(σ) = D
(−1)β1s1,...,(−1)βksk
i1,...,ik

(τσ) = Ds1,...,sk
i1,...,ik

(σ).

Consequently, we have that
— (−1)βqsq = sτ−1(q) for all 1 ≤ q ≤ k, and
— ir = d+ 2 for each τ(q) < r ≤ q resp. q < r ≤ τ(q) for all 1 ≤ q ≤ k with τ(q) 6= q.

In particular, (−1)β1 · · · (−1)βk = 1 and so (V ⊕j)G = V ⊕j .

Next, the dimension of the cell Ds1,...,sk
i1,...,ik

(σ) can be estimated as follows. Let us first introduce z =

z(i1,...,ik) := #{r : 1 ≤ r ≤ k and ir = d+ 2}. Notice that 1 ≤ z ≤ k − 1. Then

r = dimDs1,...,sk
i1,...,ik

(σ) = (d+ 1)k − 1−
k∑
q=1

(iq − 1)

≤ (d+ 1)k − 1− `(k − 1)− z(d+ 1− `).
On the other hand,

dim(Wk ⊕ V ⊕j)G = k − 1− z + j.

From the assumptions that 1 ≤ ` ≤ d− 1 and (d− `)(k − 1) + 2 + ` ≤ j we get that

r + 1 = dim(Ds1,...,sk
i1,...,ik

(σ)× I) ≤ dimS((Wk ⊕ V ⊕j)G). (5)
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This conclusion follows from a direct verification of the inequality

(d+ 1)k − `(k − 1)− z(d+ 1− `) ≤ k − 2− z + j,

or more precisely the inequality

(d− `)(k − 1) + 2 + ` ≥ (d+ 1)k − `(k − 1)− z(d+ 1− `)− k + 2 + z.

Now, the relevant generic coefficient system ω̃r((Wk ⊕ V ⊕j)\{0})(S±k /G) vanishes. Indeed, from
inequality (5) it follows that

ω̃r((Wk ⊕ V ⊕j)\{0})(S±k /G) = πr(((Wk ⊕ V ⊕j)\{0})G, yG0 )

∼= πr(S((Wk ⊕ V ⊕j)\{0})G, 1
‖yG0 ‖

yG0 )
(5)
= 0.

Thus, the Bredon cohomology group Hr+1

S±k
(K,L; ω̃r((Wk ⊕ V ⊕j)\{0})) also vanishes. Consequently all

obstructions, in all dimensions r + 1 ≤ dimZ>1, vanish. Thus, the S±k -equivariant map F−1 : L −→
(Wk ⊕ V ⊕j)\{0} extends to an S±k -equivariant map F : Z>1 × I −→ (Wk ⊕ V ⊕j)\{0}, that is to an

S±k -homotopy between the maps ΨM|Z>1 and ΨM′ |Z>1 . �

Remark 2.4. In general, for a finite group G the category of canonical object OG of G consists of all sets
of left cosets G/H as objects, where H is a subgroup of G, and all G-equivariant maps G/H1 −→ G/H2

between them as morphisms. Here the action of G on the objects is assumed to be induced by the
left translations; see [7, Ch. I.3]. A generic coefficient system of group G is any contravariant functor
ω : OG −→ Ab from the category of canonical object into the category of abelian groups; for more details
consult [7, Ch. I.4].

Now we combine the criterion stated in Proposition 2.1 (b) and the observations from Proposition 2.2
and Proposition 2.3 into a theorem. In the following, ν denotes the radial S±k -equivariant deformation
retraction

ν : (Wk ⊕ V ⊕j)\{0} −→ S(Wk ⊕ V ⊕j).
Theorem 2.5.

(a) Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers with d(k− 1) + 2 ≤ j, and let M be any collection of j nice
measures on Rd such that no non-essential k-element affine hyperplane arrangement bisects them.
If there is no S±k -equivariant map

Xd,k −→ S(Wk ⊕ V ⊕j)

whose restriction on X>1
d,k is S±k -homotopic to ν ◦ΨM|X>1

d,k
, then (d, j, k) ∈ Λ.

(b) Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers, and let 0 ≤ ` ≤ d−1 be an integer such that (d−`)(k−1)+

2+` ≤ j. Set Z := S±k ·θ to be the S±k -orbit of the closure of the cell θ := D+,...,+
1+`,...,1+`,1(1, 2, . . . , k),

and Z>1 := Z ∩X>1
d,k. If, for a collection M of j nice measures on Rd such that 0 /∈ im ΨM|Z>1 ,

there is no S±k -equivariant map

Z −→ S(Wk ⊕ V ⊕j)
whose restriction on Z>1 is S±k -homotopic to ν ◦ΨM|Z>1 , then (d, j, k) ∈ Λ.

3. Proof of Theorem 1.2

From this point on we fix an S±k -CW structure on the sphere Xd,k to be the one introduced and
described in [4, Sec. 3] and reviewed in the appendix of this paper, Section 4.

Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers. We want to prove that if one of the conditions (1)-(2) of
Theorem 1.2 is satisfied, then for every collectionM of j nice measures in Rd there exists a k-element affine
hyperplane arrangement in Rd that bisects each of the measures. For this, according to Theorem 2.5(a),
in case j = dk it suffices to prove that there is no S±k -equivariant map

Xd,k −→ S(Wk ⊕ V ⊕j),

whose restriction on X>1
d,k is S±k -homotopic to ν ◦ ΨM0

|X>1
d,k

, where M0 is a fixed collection of j nice

measures on Rd such that no non-essential k-element affine hyperplane arrangement bisects them.

Alternatively, according to Theorem 2.5(b), we may consider Z := S±k ·θ to be the full S±k -orbit of the

closure of the cell θ := D+,...,+,+
1+`,...,1+`,1(1, 2, . . . , k) for some 0 ≤ ` ≤ d such that (d− `)(k − 1) + 2 + ` ≤ j.
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If j = k(d− `) + ` this is indeed satisfied. As before, set Z>1 := Z ∩X>1
d,k. Then it suffices to prove that

there is no S±k -equivariant map

Z −→ S(Wk ⊕ V ⊕j),
whose restriction on Z>1 is S±k -homotopic to ν ◦ ΨM0 |Z>1 , where M0 is a fixed collection of j nice

measures on Rd such that no k-element affine hyperplane arrangement parameterized by Z>1 bisects
them.

Therefore, our proof of Theorem 1.2 follows directly from the following two propositions. The first
proposition gives divisibility criterions for the nonexistence of an S±k -equivariant map Z −→ S(Wk⊕V ⊕j)
with required properties.

Proposition 3.1. Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers.
(a) If dk = j, and 1

k!

(
dk

d,...,d

)
is odd, and Z := Xd,k, Z>1 := X>1

d,k, or

(b) if there exists an integer ` such that 1 ≤ ` ≤ d−1, (d− `)k+ ` = j and
(

(d−`)k+`
d

)
1

(k−1)!

(
(d−`)(k−1)
d−`,...,d−`

)
is odd, and Z := S±k · θ, Z>1 := Z ∩X>1

d,k where θ := D+,...,+,+
1+`,...,1+`,1(1, 2, . . . , k),

then there is no S±k -equivariant map

Z −→ S(Wk ⊕ V ⊕j), (6)

whose restriction to Z>1 is S±k -homotopic to ν ◦ ΨM0 |Z>1 , where M0 is some fixed collection of j nice

measures on Rd such that that no k-element affine hyperplane arrangement parameterized by Z>1 bisects
them.

The proof of Proposition 3.1(a) will actually give us more, since by construction of Z ⊆ Xd,k the
existence of the S±k -equivariant map (6) depends only on the primary obstruction. In the case when
Z = Xd,k we have the following equivalence.

Corollary 3.2. Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers, and let dk = j. Then 1
k!

(
dk

d,...,d

)
is even if and

only if there exists an S±k -equivariant map

Xd,k −→ S(Wk ⊕ V ⊕j)
whose restriction on X>1

d,k is S±k -homotopic to ν ◦ΨM0
|X>1

d,k
, where M0 is a certain fixed collection of j

nice measures on Rd such that no non-essential k-element affine hyperplane arrangement bisects them.

The second proposition shows when the divisibility criterions of Proposition 3.1 are satisfied. More
precisely, it shows that the assumptions of Theorem 1.2 are equivalent to the divisibility criterions in
Proposition 3.1. The first case of the proposition is the content of [11, Lem. 5]. In the second case we
restrict ` to 2 ≤ 2` ≤ d− 1 as the case 2` ≥ d does not yield any new bound.

Proposition 3.3. Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers.
(a) Let dk = j. Then 1

k!

(
dk

d,...,d

)
is odd if and only if d = 2a for some integer a ≥ 0.

(b) Let (d− `)k+ ` = j and 2 ≤ 2` ≤ d− 1. Then
(

(d−`)k+`
d

)
· 1

(k−1)!

(
(d−`)(k−1)
d−`,...,d−`

)
is odd if and only if k

is odd and d = 2a + ` for some integer a ≥ 1.

The first part of the proposition is the content of [11, Lem. 5]. In the second part of the proposition
we restrict to such ` where 2 ≤ 2` ≤ d− 1 as the case 2` ≥ d does not yield any new bounds.

Now, using Theorem 2.5, Propositions 3.1 and Proposition 3.3 we give a proof of the main result of
our paper.

Proof of Theorem 1.2. From Theorem 2.5, the claim of Theorem 1.2 holds if we are able to prove that
there is no S±k -equivariant map Z −→ S(Wk ⊕ V ⊕j), whose restriction on Z>1 is S±k -homotopic to

ν ◦ ΨM0
|Z>1 , where M0 is a fixed collection of j nice measures on Rd such that no k-element affine

hyperplane arrangement parameterized by Z>1 bisects them. Here Z := S±k · θ, Z>1 := Z ∩ X>1
d,k and

θ := D+,...,+,+
1+`,...,1+`,1(1, 2, . . . , k).

An S±k -equivariant map Z −→ S(Wk ⊕ V ⊕j) with described properties, according to Proposition 3.1,
does not exist if either,

— dk = j and 1
k!

(
dk

d,...,d

)
is odd, or

— there exists an integer ` such that 1 ≤ ` ≤ d− 1, (d− `)k + ` = j and
(

(d−`)k+`
d

)
1

(k−1)!

(
(d−`)(k−1)
d−`,...,d−`

)
is odd.

Next, Proposition 3.3 implies that when:
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— d = 2a for some integer a ≥ 0 and dk = j, the number 1
k!

(
dk

d,...,d

)
is odd, and for

— (d − `)k + ` = j, 2 ≤ 2` ≤ d − 1, d = 2a + ` for some integer a ≥ 1, the number
(

(d−`)k+`
d

)
·

1
(k−1)!

(
(d−`)(k−1)
d−`,...,d−`

)
is odd.

Thus we concluded the proof of Theorem 1.2. �

In the next two parts of this section we verify both ingredients of the proof of Theorem 1.2, that is,
we prove Proposition 3.1 and Proposition 3.3.

3.1. Proof of Proposition 3.1 and Corollary 3.2. In order to answer the question about the existence
of the equivariant map (6) we use the relative equivariant obstruction theory of tom Dieck on an S±k -

invariant subcomplex Z of the sphere Xd,k with respect to the group of signed permutations S±k . For

that we follow [4, Sec. 2.6 and Sec. 4] and use the S±k -CW structure on (Xd,k, X
>1
d,k) introduced in [4,

Sec. 3] and presented in Section 4. A concise presentation of the relevant equivariant obstruction theory
can be found in [10, Sec. II.3].

The study of the existence of the equivariant map (6) is done in three separate steps. First, in
Section 3.1.1, we check all the relevant assumptions needed for an application of relative obstruction
theory. Furthermore, we identify what is the first obstruction which needs to be calculated and what is
the ambient group where this obstruction lives. In the second step, Section 3.1.2, we explain how the
obstruction cocycle will be computed using the the binomial moment curve (8) and give the formula (9)
for the evaluation of the cocycle on a cell of a corresponding S±k -CW complex. The third step, proof of
the (non-)vanishing of the cohomology class of the obstruction cocycle, is presented in Section 3.1.3 for
the case when the primary obstruction is the only obstruction for the existence of the equivariant map
(6), and in Section 3.1.4 for the case when there are more obstructions.

3.1.1. Setting up the obstruction theory. We consider the problem of the existence of an S±k -equivariant
map

Z −→ S(Wk ⊕ V ⊕j), (7)

whose restriction to the subcomplex Z>1 := Z∩X>1
d,k is S±k -homotopic to the map ν◦ΨM0

|Z>1 , whereM0

is a some fixed collection of j nice measures on Rd such that no k-element affine hyperplane arrangement
parameterized by Z>1 bisects them.

Let us denote the dimensions of Z and of the sphere S(Wk ⊕ V ⊕j) as follows

M := dimZ and N := dim(S(Wk ⊕ V ⊕j)) = j + k − 2.

In the case 3.1(a) we have

M := dimZ = dimXd,k = dimD+,...,+,+
1,...,1,1 (1, 2, . . . , k) =

(d+ 1)k − 1 = j + k − 1 = N + 1

because j = dk. In the case 3.1(b) we have j = (d− `)k + ` and consequently

M := dimZ = dimD+,...,+
1+`,...,1+`,1(1, 2, . . . , k) =

(d+ 1)k − 1− `(k − 1) = j + k − 1 = N + 1.

In order to apply relative equivariant obstruction theory, as presented by tom Dieck in [10, Sec. II.3],
the following requirements need to be satisfied:
— Z is equipped with the structure of a relative S±k -CW complex (Z,Z>1). This is obtained from the

relative S±k -CW structure of (Xd,k, X
>1
d,k), as demonstrated in [4, Sec. 3]; see Section 4.

— The N -sphere S(Wk ⊕ V ⊕j) is path connected and N -simple; for a definition consult for example
[1, Def. 5.5.7]. Indeed, we have that N ≥ 1, and consequently πN (S(Wk ⊕ V ⊕j)) ∼= Z is abelian for
N = 1, while πN (S(Wk ⊕ V ⊕j)) = 0 when N ≥ 2.

— The collection of nice measures M0 induces the S±k -equivariant map

h : Z>1 −→ S(Wk ⊕ V ⊕j), h := ν ◦ΨM0
|Z>1 ,

which we want to extend.
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The N -sphere S(Wk ⊕ V ⊕j) is (N − 1)-connected. Hence, the fixed S±k -equivariant map h : Z>1 −→
S(Wk ⊕ V ⊕j) can be extended to an S±k -equivariant map

g : skN (Z) ∪ Z>1 −→ S(Wk ⊕ V ⊕j),

where skN (Z) denotes the Nth skeleton of Z. Since we have that M = N + 1, we now try to extend
the map g to the next, final, (N + 1)th skeleton of Z. The extension of the map g is obstructed by the
equivariant cocycle

o(g) ∈ CN+1

S±k

(
Z,Z>1 ; πN (S(Wk ⊕ V ⊕j))

)
,

while the extension of the map g|skN−1(Z)∪Z>1 is obstructed by the cohomology class

[o(g)] ∈ HN+1

S±k

(
Z,Z>1 ; πN (S(Wk ⊕ V ⊕j))

)
.

The cocycle o(g) and the cohomology class [o(g)] are called the obstruction cocycle and respectively the
obstruction element associated to the map g. Now, the central theorem [10, Thm. II.3.10] tells us that:

— The S±k -equivariant map g : skN (Z)∪Z>1 −→ S(Wk⊕V ⊕j) extends to the next skeleton skN+1(Z)∪
Z>1 = Z if and only if the obstruction cocycle vanishes, that is o(g) = 0.

— The restriction S±k -equivariant map

g|skN−1(Z)∪Z>1 : skN−1(Z) ∪ Z>1 −→ S(Wk ⊕ V ⊕j)

extends to skN+1(Z) ∪ Z>1 = Z if and only if the obstruction element vanishes, that is [o(g)] = 0.
Furthermore, since

dim(skN (Z) ∪ Z>1)− dim(S(Wk ⊕ V ⊕j)) = 1

and

conn(S(Wk ⊕ V ⊕j)) = N − 1

according to [10, Prop. II.3.15] any two S±k -equivariant maps

g′, g′′ : skN (Z) ∪ Z>1 −→ S(Wk ⊕ V ⊕j)

define cohomologous obstruction cocycles o(g′) and o(g′′), or in other words the induced obstruction
elements coincide: [o(g′)] = [o(g′′)]. Thus, it is enough to compute the obstruction element [o(ν ◦
ΨM0

|skN (Z)∪Z>1)] associated to the map ν ◦ΨM0
|skN (Z)∪Z>1 induced by a fixed collection of j nice mea-

suresM0, which have the property that no k-element affine hyperplane arrangement parameterized by the
subcomplex Z>1 bisects them, or in other words for which 0 /∈ im(ΨM0 |skN (Z)).

3.1.2. Evaluation of the obstruction cocycle o(ν ◦ΨM0 |skN (Z)∪Z>1). With the fixed cellular structure we

assume that an orientation on each cell of the S±k -CW complex Z is chosen. Furthermore, we choose an
orientation on the sphere S(Wk ⊕ V ⊕j).

Let θ be an arbitrary (N + 1)-dimensional cell of Z, fθ : EN+1 −→ Z be the associated characteristic
map, and let eθ denote the corresponding basis element in the cellular chain group CN+1(Z,Z>1). Here
EN+1 denotes the (N + 1)-dimensional ball. Then by the geometric definition of the obstruction cocycle
associated to the map ν ◦ΨM0 |skN (Z)∪Z>1 we have that

o(ν ◦ΨM0 |skN (Z)∪Z>1)(eθ) = [ν ◦ΨM0 ◦ fθ|∂θ] ∈ πN (S(Wk ⊕ V ⊕j)).

For more details of the geometric definition of the obstruction cocycle consult for example [9, Sec. 7.3]. The
spheres ∂θ and S(Wk⊕V ⊕j) have the same dimension and therefore the homotopy class [ν ◦ΨM0 ◦fθ|∂θ]
is completely determined by the degree of the map

∂θ
fθ|∂θ

// skN (Z) ∪ Z>1
ν◦ΨM0

|skN (Z)∪Z>1
// S(Wk ⊕ V ⊕j).

Recall that the orientations on ∂θ and S(Wk ⊕ V ⊕j) are already fixed and so the degree is well defined.
For simplicity, let κ := ν ◦ΨM0 |skN (Z)∪Z>1 ◦ fθ|∂θ.

Now we want to evaluate degree of the map κ : ∂θ −→ S(Wk ⊕ V ⊕j). For that we fix M0 to be
the collection of nice measures (µ1, . . . , µj) where µr is the measure concentrated on the segment Ir :=
γ([tr1, tr2]) of the binomial moment curve in Rd

γ(t) =
((
t
1

)
,
(
t
2

)
,
(
t
3

)
, . . . ,

(
t
d

))T
, (8)

where

` < t11 < t12 < t21 < t22 < · · · < tj1 < tj2.
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(Here AT stands for the transposition of the matrix A.) In the case Z = Xd,k we take ` = 0. The
intervals (I1, . . . , Ij) determined by tr1 < tr2 can be chosen in such a way that 0 /∈ im(ΨM0 |skN (Z)∪Z>1).
This requirement will be directly verified for every concrete situation in the next section.

The binomial moment curve is used because the cell θ = D+,+,+,...,+
`+1,1,1,...,1(1, 2, 3, . . . , k) parametrizes all

arrangements H = (H1, . . . ,Hk) of k linear hyperplanes in Rd+1, where the order and orientation are
fixed appropriately, such that

— {(1, γ(0)), . . . , (1, γ(`− 1))} ⊆ H1,
— (1, γ(`)) /∈ H1,
— (1, γ(0)) /∈ H2, . . . , (1, γ(0)) /∈ Hk, and
— H2, . . . ,Hk have unit normal vectors x2, . . . , xk with distinct (positive) first coordinates, that is,∣∣∣{〈x2, (1, γ(0))〉, 〈x3, (1, γ(0))〉, . . . , 〈xk, (1, γ(0))〉

}∣∣∣ = k − 1.

For the complete account of these facts see [4, Sec. 3.4].

Next, consider the commutative diagram:

∂θ
fθ|∂θ

//

��

κ

,,

skN (Z) ∪ Z>1

ΨM0
|skN (Z)∪Z>1

//

��

(Wk ⊕ V ⊕j)\{0}

��

ν
// S(Wk ⊕ V ⊕j)

θ
fθ

//

κ̂
33

Z
ΨM0

|Z
// Wk ⊕ V ⊕j .

Here the vertical arrows are inclusions, and the composition of the lower horizontal maps is denoted by
κ̂ := ΨM0 |Z ◦ fθ. Now, let Eε(0) denote the ball with center 0 in the S±k -representation Wk ⊕ V ⊕j

of, a sufficiently small, radius ε > 0. Furthermore, let θ̃ := θ\κ̂−1(Eε(0)). Because of the equality of
dimensions dim(θ) = dim(Wk ⊕V ⊕j) we can assume that the set of zeros κ̂−1(0) ⊆ relint(θ) is finite, say
of cardinality z ≥ 0. Again finiteness of set of zeroes of the function κ̂ is checked in every concrete case
independently.

The function κ̂ is a restriction of the function ΨM0
and therefore the points in κ̂−1(0) correspond to

the k-element affine hyperplane arrangements in relint θ which bisect M0. From the fact that:
— the measures in M0 are disjoint intervals on a moment curve (8), and that
— each hyperplane cuts the moment curve in at most d distinct points,

it follows that each zero in κ̂−1(0) is isolated and transversal. The boundary of θ̃ is composed of the
boundary of the cell ∂θ and in addition z disjoint copies of N -spheres S1, . . . , Sz, one for each zero of κ̂,
which are contained in the relative interior of the cell θ. Therefore, the fundamental class of the sphere

∂θ is equal to the sum (up to a sign) of fundamental classes
∑

[Si] in HN (θ̃;Z). Keep in mind that the
fundamental class of ∂θ is determined by the cell orientation inherited from the S±k -CW structure on Z,
which we already fixed. Now we define orientation on the spheres S1, . . . , Sz in such a way that equality
[∂θ] =

∑
[Si] is valid. Consequently,∑

(ν ◦ κ̂|θ̃)∗([Si]) = (ν ◦ κ̂|θ̃)∗([∂θ]) = κ∗([∂θ]) = deg(κ) · [S(Wk ⊕ V ⊕j)].

Rearranging the left hand side of the equality using the family of continuous maps ν ◦ κ̂|Si : Si −→
S(Wk ⊕ V ⊕j) we get that∑

(ν ◦ κ̂|θ̃)∗([Si]) =
∑

(ν ◦ κ̂|Si)∗([Si]) =
(∑

deg(ν ◦ κ̂|Si)
)
· [S(Wk ⊕ V ⊕j)].

Hence,

deg(κ) =
∑

deg(ν ◦ κ̂|Si).

where the sum ranges over all k-element affine hyperplane arrangements in relint(θ) which bisect M0.
Thus we have obtained that

o(ν ◦ΨM0 |skN (Z)∪Z>1)(eθ) = [ν ◦ΨM0 ◦ fθ|∂θ] (9)

= [κ]

= deg(κ) · ζ

=
∑

deg(ν ◦ κ̂|Si) · ζ.
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Here ζ ∈ πN (S(Wk ⊕ V ⊕j)) ∼= HN (S(Wk ⊕ V ⊕j);Z) ∼= Z is the generator determined by the already
fixed orientation on the sphere. The sum (9) ranges over all k-element affine hyperplane arrangements in
relint(θ) that bisect M0.

3.1.3. Evaluation of the obstruction element in the case Z = Xd,k. In this section we complete the proof
of Proposition 3.1(a) and Corollary 3.2.

Recall that M = N+1 and thus [o(ν◦ΨM0 |skN (Xd,k)∪X>1
d,k

)] is the primary obstruction element and also

the only obstruction for the existence of the map (7). In particular, this means that an S±k -equivariant

map Xd,k −→ S(Wk ⊕ V ⊕j), whose restriction on X>1
d,k is S±k -homotopic to ν ◦ ΨM0

|X>1
d,k

, exists if and

only if [o(ν ◦ΨM0 |skN (Xd,k)∪X>1
d,k

)] = 0. We will prove that

[o(ν ◦ΨM0
|skN (Xd,k)∪X>1

d,k
)] = 0 ⇐⇒ 1

k!

(
dk

d, . . . , d

)
is even. (10)

This would conclude the proof of Proposition 3.1(a) and Corollary 3.2.

We have to evaluate the cocycle

o := o(ν ◦ΨM0 |skN (Xd,k)∪X
>1
d,k

) ∈ CN+1

S±k

(
Xd,k, X

>1
d,k ; πN (S(Wk ⊕ V ⊕j))

)
,

on the M(= N + 1)-cells of the M -dimensional sphere Xd,k. From [4, Thm. 3.11] we know that Xd,k has
a unique full S±k -orbit of maximal dimensional cells represented by the cell

θ := D+,...,+
1,...,1 (1, 2, . . . , k).

Furthermore, from Theorem 4.1 or [4, Ex. 3.12], we have that θ is given by the inequalities x1,1 < x1,2 <
· · · < x1,k. Thus, having in mind that o is an S±k -equivariant cocycle, it suffices to evaluate o(eθ).

Consider a collection of j ordered disjoint intervals M0 = (I1, . . . , Ij) along the moment curve γ,
defined in (8), with midpoints (x1, . . . , xj) respectively. Then, according to (9), we have that

o(eθ) =
∑

deg(ν ◦ κ̂|Si) · ζ =
(∑

±1
)
· ζ =: a · ζ, (11)

where the sum ranges over all k-element affine hyperplane arrangements in relint(θ) which bisect M0.
We have that:

— dk = j,
— any k-element affine hyperplane arrangement in Rd has at most dk intersection points with the

moment curve γ,
— for bisection of a collection of j intervals on γ one needs at least j points, and
— each k-element affine hyperplane arrangement that bisects M0 is completely determined (up to

an orientation of hyperplanes) by a partition of the set of midpoints {x1, . . . , xj} of the intervals
(I1, . . . , Ij) into k subset of cardinality d each, where each of these subset uniquely determines a
hyperplane of the k-element affine hyperplane arrangement.

Thus the number of k-element affine hyperplane arrangements that bisect M0 is
(
dk

d,...,d

)
2k. Using slight

perturbations of the intervals (I1, . . . , Ij) along the curve γ, without changing their order, we can assume
that all the bisecting k-element affine hyperplane arrangements are contained in

⋃
g∈S±k

g ·relint(θ). Thus,

the number of k-element affine hyperplane arrangements that bisect M0 and are contained in relint(θ)

is 1
k!

(
dk

d,...,d

)
. This means that the integer a, defined by the equation (11), has the property that

a ≡ 1

k!

(
dk

d, . . . , d

)
mod 2.

In the final step let us assume that [o] = 0, meaning that the cocycle o is also a coboundary. Thus
there exists a cochain

h ∈ CN
S±k

(
Xd,k, X

>1
d,k ; πN (S(Wk ⊕ V ⊕j))

)
such that o = δh, where δ denotes the coboundary operator. From (23) or [4, Eq. (11)] we have that

∂eθ = (1 + (−1)dε1) · eγ1 +

k∑
i=2

(1 + (−1)dτi−1,i) · eγ2i−1
, (12)

where the cells γ1, . . . , γ2k are described in Example 4.2, or in [4, p. 755], and τi−1,i ∈ Sk ⊆ S±k denotes
the transposition that interchanges i− 1 and i. Thus, o = δh and (12) imply that

a · ζ = o(eθ) = δh(eθ) = h(∂eθ)
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= (1 + (−1)dε1) · h(eγ1) +

k∑
i=2

(1 + (−1)dτi−1,i) · h(eγ2i−1
)

= (1 + (−1)d+j) · h(eγ1) +

k∑
i=2

(1 + (−1)d+1) · h(eγ2i−1
)

= 2b · ζ,
for some integer b. In this calculation we use the fact that h is an equivariant cochain, and that ε1 and
τi−1,i act on V ⊕j respectively by multiplication with (−1)j and trivially. Whereas, ε1 and τi−1,i act on
Wk trivially and by multiplication with (−1) respectively. Hence,

[o] = 0 ⇐⇒ a ≡ 0 mod 2 ⇐⇒ 1

k!

(
dk

d, . . . , d

)
≡ 0 mod 2.

We verified (10), and concluded a proof of Proposition 3.1(a) and Corollary 3.2.

3.1.4. Evaluation of the obstruction element in the case Z = S±k · θ where θ = D+,...,+,+
1+`,...,1+`,1(1, 2, . . . , k).

In this section we complete the proof of Proposition 3.1(b).

As before we have that dimZ = M = N + 1 and consequently the obstruction element [o(ν ◦
ΨM0

|skN (Z)∪Z>1)] is the primary obstruction element and the only obstruction to the existence of an

S±k -equivariant map (7). However, in this case, it is not the only obstruction for the existence of an

S±k -equivariant map Xd,k −→ S(Wk ⊕ V ⊕j).
Thus, we prove the implication(
(d− `)k + `

d

)
· 1

(k − 1)!

(
(d− `)(k − 1)

d− `, . . . , d− `

)
≡ 1 mod 2

=⇒ [o(ν ◦ΨM0
|skN (Z)∪Z>1)] 6= 0. (13)

In this way we would prove Proposition 3.1(b) and complete the proof of the proposition.

For that we evaluate the obstruction cocycle

o := o(ν ◦ΨM0
|skN (Z)∪Z>1) ∈ CN+1

S±k

(
Z,Z>1 ; πN (S(Wk ⊕ V ⊕j))

)
.

on the M(= N + 1)-cells of Z. By construction Z is given as the S±k -orbit of the cell

θ := D+,...,+,+
1+`,...,1+`,1(1, 2, . . . , k).

and the boundary of its generator eθ can be written as

∂eθ = (1 + (−1)d−1ε1)eν1 +

k−1∑
i=2

(1 + (−1)d−1τi−1,i)eν2i−1+ (14)

k∑
i=w

(1 + (−1)dεi)eµ2i
,

where w =

{
1, ` = 1

k, ` 6= 1
. For more details about the cell θ consult Example 4.3 or [4, pp. 751, 754].

Now we will evaluate o(θ). Since o is an S±k -equivariant cocycle, in this way we will evaluate the
cocycle o on all the cells in the orbit of θ.

Consider the moment curve γ defined in (8). We fix a collection of j ordered disjoint intervals M0 =
(I1, . . . , Ij) on γ defined by I1 = γ([t11, t12]), . . . , Ij = γ([tj1, tj2]) where

` < t11 < t12 < t21 < t22 < · · · < tj1 < tj2.

Then, as in [4, Lem. 3.13], we have that the cell θ parameterizes all k-element affine hyperplane arrange-
ments, where the order and orientation are fixed appropriately, such that the first k − 1 hyperplanes
contain the points s1 := γ(0), s2 := γ(1), . . . , s` := γ(`− 1). Thus again, according to (9), we have that

o(eθ) =
∑

deg(ν ◦ κ̂|Si) · ζ =
(∑

±1
)
· ζ =: a · ζ, (15)

where the sum ranges over all k-element affine hyperplane arrangements in relint(θ) which bisect M0.
We have that:

— (d− `)k + ` = j,
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— any k-element affine hyperplane arrangement in Rd has at most dk intersection points with the
moment curve γ,

— θ parameterizes all k-element affine hyperplane arrangements such that first k−1 hyperplane contain
the points s1, . . . , s`, meaning that (k−1)` intersection points out of dk cannot be used for interval
partitioning,

— for bisection of collection of j intervals on γ one needs at least j = dk − `(k − 1) points, and thus
— each k-element affine hyperplane arrangement from θ that bisectsM0 is completely determined (up

to an orientation of hyperplanes) by a partition of the set of midpoints {x1, . . . , xj} of the intervals
(I1, . . . , Ij) into k − 1 subset of cardinality d− 1 each and one subset of cardinality D, where each
of these subsets uniquely determines a hyperplane of the k-element affine hyperplane arrangement.

Consequently, the number of k-element affine hyperplane arrangements from Z which bisect M0 is(
(d−`)k+`

d

)
· 1

(k−1)!

(
(d−`)(k−1)
d−`,...,d−`

)
· 2k−1. Again, using slight perturbations of the intervals (I1, . . . , Ij) along

the curve γ, without changing their order, we can assume that all the bisecting k-element affine hyper-
plane arrangements are contained in

⋃
g∈S±k

g ·relint(θ). Thus, the number of k-element affine hyperplane

arrangements that bisectM0 and are contained in relint(θ) is
(

(d−`)k+`
d

)
· 1

(k−1)!

(
(d−`)(k−1)
d−`,...,d−`

)
. This means

that the integer a, defined by equation (15), has the property

a ≡
(

(d− `)k + `

d

)
· 1

(k − 1)!

(
(d− `)(k − 1)

d− `, . . . , d− `

)
mod 2.

Next, assume that [o] = 0, i.e., the cocycle o is also a coboundary. Hence there is an N -cochain h ∈
CN
S±k

(
Z,Z>1 ; πN (S(Wk ⊕ V ⊕j))

)
such that o = δh, where δ, as before, is the coboundary operator.

Consequently, (14) implies that

a · ζ = o(eθ) = δh(eθ) = h(∂eθ)

= (1 + (−1)d−1ε1) · h(eν1) +

k−1∑
i=2

(1 + (−1)d−1τi−1,i) · h(eν2i−1
)+

k∑
i=w

(1 + (−1)dεi)h(eµ2i)

= (1 + (−1)d−1+j) · h(eν1) +

k∑
i=2

(1 + (−1)d) · h(eν2i−1
)+

k∑
i=w

(1 + (−1)d−j)h(eµ2i)

= 2b · ζ,

for some integer b, where w =

{
1, ` = 1

k, ` 6= 1
. Here we use the fact that h is an equivariant cochain, and that

ε1 and permutations τi−1,i act on V ⊕j respectively by multiplication with (−1)j and trivially. They act
on Wk trivially and by multiplication with (−1) respectively. Therefore, if

a ≡
(

(d− `)k + `

d

)
· 1

(k − 1)!

(
(d− `)(k − 1)

d− `, . . . , d− `

)
6≡ 0 mod 2,

then [o] 6= 0, and we concluded the proof of (13) and Proposition 3.1(b).

3.2. Proof of Proposition 3.3. For the proof of the proposition we use the following classical facts
going back to Legendre [12], for a modern reference see for example [14, Thm. 2.6.4]. Let p be a prime,
k ≥ 1 be an integer, and let Ep(k) := max{i ∈ N ∪ {0} : pi | k!}. There is a unique p-adic presentation
of the integer k in the form k = a0 + a1p + · · · + amp

m, where 0 ≤ ai ≤ p − 1 for all 0 ≤ i ≤ m. Let
αp(k) := a0 + a1 + · · ·+ am denote the sum of coefficients in the p-adic expansion of k. Then

Ep(k) =
∑
j≥1

⌊ k
pj

⌋
=
k − αp(k)

p− 1
. (16)

Furthermore, if k1, . . . , kt are non-negative integers such that k = k1 + · · ·+ kt, then(
k

k1, . . . , kt

)
≡ 0 mod pr ⇐⇒ Ep(k)−

t∑
i=1

Ep(ki) ≥ r. (17)
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(i) In our proof we assume that p = 2, and we also use the inequalities

α2(a+ b) ≤ α2(a) + α(b) and α2(ab) ≤ α2(a)α2(b), (18)

whcih hold for arbitrary integers a ≥ 1 and b ≥ 1. Consider the following sequence of equivalences

1

k!

(
dk

d, . . . , d

)
=

(dk)!

k!d! · · · d!
is odd ⇐⇒ E2(dk) = E2(k) + kE2(d)

⇐⇒ E2(k) = kE2(d)− E2(dk)

(16)⇐⇒ k − α2(k) = kα2(d)− α2(dk).

Now, if we assume that 1
k!

(
dk

d,...,d

)
is odd, then according of the previous equivalences and (18) we have

that

k − α2(k) = kα2(d)− α2(dk) ≥ kα2(d)− α2(d)α2(k) = (k − α2(k))α2(d).

Since k ≥ 2 we have that k − α2(k) ≥ 0 and consequently α2(d) ≤ 1. Thus d must be a power of two.

On the other hand, let us assume that d is a power of two, or in other words α2(d) = 1. Since in this
case α2(dk) = α2(k) we get the equality

k − α2(k) = kα2(d)− α2(dk).

Hence, the sequence of equivalences we deduced implies that 1
k!

(
dk

d,...,d

)
is odd.

(ii) The product
(

(d−`)k+`
d

)
· 1

(k−1)!

(
(d−`)(k−1)
d−`,...,d−`

)
is odd if and only if both factors are odd. We know that

1

(k − 1)!

(
(d− `)(k − 1)

d− `, . . . , d− `

)
is odd ⇐⇒ d− ` = 2a for some a ≥ 0.

Therefore it remains to discuss when
(

(d−`)k+`
d

)
is odd, assuming that d = 2a + ` where a ≥ 0 and

2a > ` > 0, which follows from the assumption d = 2a + ` > 2` > 0. Now, the following sequence of
equivalences concludes the proof of the second part of the proposition:(

(d− `)k + `

d

)
is odd⇐⇒

(
2ak + `

2a + `

)
is odd

⇐⇒ E2(2ak + `) = E2(2a + `) + E2(2a(k − `))
(16)⇐⇒ 2ak + `− α2(2ak + `) =

2a + `− α2(2a + `) + 2a(k − 1)− α2(2a(k − 1))

⇐⇒ α2(2ak + `) = α2(2a + `) + α2(2a(k − 1))

⇐⇒ α2(2ak + `) = α2(2a + `) + α2(k − 1)

2a>`⇐⇒ α2(k) + α2(`) = 1 + α2(`) + α2(k − 1)

⇐⇒ k is odd.

4. Appendix: A S±k -CW structure on the join configuration space

In this section, based on the work in [4, Sec. 3], we briefly present a relative S±k -CW structure on the
join configuration space Xd,k which we use in the obstruction theory proof of Theorem 1.2. In particular,
this means that the induced S±k -CW structure transforms the subspace X>1

d,k into an S±k -CW subcomplex.

As in the original work, the relative S±k -CW complex we construct is denoted by X := (Xd,k, X
>1
d,k). The

construction proceeds in two steps:
— the Euclidean space R(d+1)×k is partitioned into a union of (disjoint) relatively open cones, each

containing the origin in its closure, on which the S±k -action operates by linearly permuting the
cones (Section 4.1), and then

— the open cells of a regular S±k -CW model are defined as intersections of these relatively open cones

with the unit sphere of the Euclidean space R(d+1)×k, (Section 4.2).
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4.1. A stratification of the Euclidean space R(d+1)×k. First we recall the notion of a stratification
of a Euclidean space.

Let E be a Euclidean space. A stratification of E (by cones) is a finite collection C of subsets of E
that satisfies the following properties:

— C consists of finitely many non-empty relatively open polyhedral cones of E,
— C is a partition of E, i.e., E =

⊎
C∈C C,

— the closure C of every cone C ∈ C is a union of cones in C.
An element of the family C is called a stratum.

In order to define the desired stratification of the Euclidean space R(d+1)×k we first fix following data:
— a permutation σ := (σ1, σ2, . . . , σk) ∈ Sk,
— a collection of signs S := (s1, . . . , sk) ∈ {+1,−1}k, and
— a collection of integers I := (i1, . . . , ik) ∈ {1, . . . , d+ 2}k.

Furthermore, we set x0 to be the origin of the Euclidean space R(d+1)×k, σ0 = 0 and s0 = 1. Now we
define the cone

CSI (σ) = Cs1,...,ski1,...,ik
(σ1, σ2, . . . , σk) ⊆ R(d+1)×k

to be the collection of all points (x1, . . . , xk) ∈ R(d+1)×k, xi = (x1,i, . . . , xd+1,i), such that for each
1 ≤ t ≤ k,

— if 1 ≤ it ≤ d+ 1, then st−1xit,σt−1 < stxit,σt with st−1xi′,σt−1 = stxi′,σt for every i′ < it, and
— if it = d+ 2, then sit−1

xσt−1
= sitxσt .

A triple (σ|I|S) ∈ Sk × {1, . . . , d + 2}k × {+1,−1}k is called a symbol. In the notation of symbols we
write instead of the signs {+1,−1} just {+,−}. The set of “inequalities” which define the stratum CSI (σ)
can be shortly denoted by:

CSI (σ) = Cs1,...,ski1,...,ik
(σ1, σ2, . . . , σk)

= {(x1, . . . , xk) ∈ R(d+1)×k : 0 <i1 s1xσ1 <i2 s2xσ2 <i3 · · · <ik skxσk},

where y <i y
′, for 1 ≤ i ≤ d+ 1, means that y and y′ agree in the first i− 1 coordinates and at the i-th

coordinate yi < y′i. The inequality y <d+2 y
′ stands for y = y′. Furthermore, each CSI (σ) equals to the

relative interior of a polyhedral cone in (Rd+1)k of codimension (i1 − 1) + · · ·+ (ik − 1), that means

dimCs1,...,ski1,...,ik
(σ1, σ2, . . . , σk) = (d+ 2)k − (i1 + · · ·+ ik).

Let C denote the family of all strata CSI (σ) defined by all symbols, that is

C =
{
CSI (σ) : (σ|I|S) ∈ Sk × {1, . . . , d+ 2}k × {+1,−1}k

}
.

Note that different symbols may define the same sets, additionally:

CSI (σ) ∩ CS
′

I′ (σ) 6= ∅ ⇐⇒ CSI (σ) = CS
′

I′ (σ).

Since it’s not hard to check that
⋃
C = R(d+1)×k we conclude that C is a stratification of the Euclidean

space R(d+1)×k.

The action of the group S±k on the Euclidean space R(d+1)×k induces an action on the stratification C
by as follows:

π · CSI (σ) = CSI (πσ), (19)

εt · CSI (σ) = εt · Cs1,...,ski1,...,ik
(σ1, σ2, . . . , σk)

= Cs1,...,−st,...,ski1,...,ik
(σ1, σ2, . . . , σk), (20)

where π ∈ Sk, 1 ≤ t ≤ k, and ε1, . . . , εk are the canonical generators of the subgroup (Z/2)k of S±k .

4.2. The S±k -CW complex induced from the stratification C. The S±k -CW complex structure on

the joint configuration space Xd,k = S(R(d+1)×k) is defined by intersecting each stratum CSI (σ) of the

stratification C with the unit sphere S(R(d+1)×k). Since the stratum CSI (σ) is a relatively open cone
which does not contain a line, the intersection

DS
I (σ) = Ds1,...,sk

i1,...,ik
(σ1, σ2, . . . , σk) := Cs1,...,ski1,...,ik

(σ1, σ2, . . . , σk) ∩ S(R(d+1)×k)

has to be an open cell of dimension (d+ 2)k− (i1 + · · ·+ ik)− 1. The action of the group S±k on the cells
DS
I (σ) is induced by from (19) and (20) as follows:

π ·DS
I (σ) = DS

I (πσ), (21)
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εt ·DS
I (σ) = εt ·Ds1,...,sk

i1,...,ik
(σ1, σ2, . . . , σk)

= Ds1,...,−st,...,sk
i1,...,ik

(σ1, σ2, . . . , σk). (22)

In this way we have defined a regular S±k -CW structure on Xd,k. In particular, the action of the group

S±k on the Euclidean space R(d+1)×k restricts to the cellular action on the model. Thus, we have the
following theorem [4, Thm. 3.11].

Theorem 4.1. Let d ≥ 1 and k ≥ 1 be integers. The family of cells{
DS
I (σ) : (σ|I|S) 6= (σ|d+ 2, . . . , d+ 2|S)

}
forms a finite regular ((d + 1)k − 1)-dimensional S±k -CW complex X := (Xd,k, X

>1
d,k) which models the

join configuration space Xd,k = S(R(d+1)×k). It has

— one full S±k -orbit of cells in the maximal dimension (d+1)k−1 induced by the cell D+,...,+,+
1,...,1,1 (1, 2, . . . , k),

and
— k full S±k -orbits of cells in dimension (d+ 1)k − 2.

The (cellular) S±k -action on Xd,k is given by relations(21) and (22). Furthermore the collection of cells{
DS
I (σ) : is = d+ 2 for some 1 ≤ s ≤ k}

is a S±k -CW subcomplex and models X>1
d,k.

As an illustration of a cell structure we analyze the cellsD+,...,+
1,...,1 (1, 2, . . . , k) andD+,...,+,+

1+`,...,1+`,1(1, 2, . . . , k),

which are used in the proofs of Proposition 3.1(a) and 3.1(b). First we recall [4, Ex. 3.12].

Example 4.2. Let d ≥ 1 and k ≥ 1 be integers. Consider the cell

θ := D+,+,+,...,+
1,1,1,...,1 (1, 2, 3, . . . , k)

of the S±k -CW complex Xd,k. It is determined by the inequalities:

0 <1 x1 <1 x2 <1 · · · <1 xk.

The cells of codimension one in the boundary of θ are obtained by introducing one of the following
extra equalities:

x1,1 = 0 , x1,1 = x1,2 , . . . x1,k−1 = x1,k.

Each of these equalities will give two cells, hence there are, in total, 2k cells of codimension one in the
boundary of the cell θ.

(a) The equality x1,1 = 0 induces cells:

γ1 := D+,+,+,...,+
2,1,1,...,1 (1, 2, 3, . . . , k), γ2 := D−,+,+,...,+2,1,1,...,1 (1, 2, 3, . . . , k)

which are related, as sets, via γ2 = ε1 · γ1. Both cells γ1 and γ2 belong to the linear subspace

V1 =
{

(x1, . . . , xk) ∈ R(d+1)×k : x1,1 = 0
}
.

(b) The equality x1,r−1 = x1,r for 2 ≤ r ≤ k gives cells:

γ2r−1 := D+,+,+,...,+
1,...,1,2,1,...,1(1, . . . , r − 1, r, r + 1, . . . , k),

γ2r := D+,+,+,...,+
1,...,1,2,1,...,1(1, . . . , r, r − 1, r + 1, . . . , k),

satisfying γ2r = τr−1,r ·γ2r−1. In these cells the index 2 in the subscript 1, . . . , 1, 2, 1, . . . , 1 appears
at the position r. These cells are contained in the linear subspace

Vr =
{

(x1, . . . , xk) ∈ R(d+1)×k : x1,r−1 = x1,r

}
.

Let eθ, eγ1 , . . . , eγ2k denote a generators in the cellular chain group corresponding to θ, γ1, . . . , γ2k. The
boundary of the cell θ is contained in the union of the linear subspaces V1, . . . , Vk. Therefore we can
orient the cells γ2i−1, γ2i consistently with the orientation of Vi, 1 ≤ i ≤ k, given in such a way that

∂eθ = (eγ1 + eγ2) + (eγ3 + eγ4) + · · ·+ (eγ2k−1
+ eγ2k).

Consequently,

∂eθ = (1 + (−1)dε1) · eγ1 +

k∑
i=2

(1 + (−1)dτi−1,i) · eγ2i−1 . (23)
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Example 4.3. Let d ≥ 1, k ≥ 1, and 1 ≤ ` ≤ d− 1. Consider the cell

θ := D+,...,+,+
1+`,...,1+`,1(1, 2, . . . , k)

of of the S±k -CW complex Xd,k, which is given by

0 <1+` x1 <1+` x2 <1+` · · · <1+` xk−1 <1 xk.

More precisely, it is given by the inequalities

0 = x1,1 = · · · = x1,k−1 < x1,k, 0 = xr,1 = · · · = xr,k−1

for all 2 ≤ r ≤ `, and

0 < x`+1,1 < · · · < x`+1,k−1.

The cells of codimension one in the boundary of the cell θ are induced by addition of one of the
following extra equalities:

x`+1,1 = 0 , x`+1,1 = x`+1,2 , . . . , x`+1,k−2 = x`+1,k−1 , x1,k−1 = x1,k.

We have the following cells of codimension 1 in the boundary of θ:
(a) The equality x`+1,1 = 0 gives cells:

ν1 := D+,+,+,...,+,+
`+2,`+1,`+1,...,`+1,1(1, 2, 3, . . . , k),

ν2 := D−,+,+,...,+,+`+2,`+1,`+1,...,`+1,1(1, 2, 3, . . . , k),

which on the level of sets are related by ν2 = ε1 · ν1. Both cells γ1 and γ2 belong to the linear
subspace

V1 =
{

(x1, . . . , xk) ∈ R(d+1)×k : x1,1 = 0, . . . , x`+1,1 = 0
}
.

(b) The equality x`+1,r−1 = x`+1,r for 2 ≤ r ≤ k − 1 induces cells:

ν2r−1 := D+,+,+,...,+,+
`+1,...,`+1,`+2,`+1,...,`+1,1(1, . . . , r − 1, r, r + 1, . . . , k),

ν2r := D+,+,+,...,+,+
`+1,...,`+1,`+2,`+1,...,`+1,1(1, . . . , r, r − 1, r + 1, . . . , k),

satisfying ν2r = τr−1,r · ν2r−1. In these cells the index ` + 2 in the subscript ` + 1, . . . , ` + 1, ` +
2, `+ 1, . . . , `+ 1, 1 is at the position r. These cells belong to the linear subspace

Vr =
{

(x1, . . . , xk) ∈ R(d+1)×k : x1,r−1 = x1,r, . . . , x`+1,r−1 = x`+1,r

}
.

(c) In the case ` = 1 the last equality (0 =)x1,k−1 = x1,k induces 2k cells for each 1 ≤ r ≤ k of the
form

µ2r−1 := D+,+,...,+,...,+,+
2,2,2,...,2,2 (1, . . . , r − 1, k, r, . . . , k − 1),

µ2r := D+,+,...,−,...,+,+
2,2,2,...,2,2 (1, . . . , r − 1, k, r, . . . , k − 1),

satisfying µ2r = εrµ2r−1. The minus-sign is on the r-th position.
(d) In the case ` > 1 the last equality (0 =)x1,k−1 = x1,k induces 2 cells of the form

µ2k−1 := D+,+,+,...,+,+
`+1,`+1,...,`+1,2(1, 2, 3, . . . , k),

µ2k := D+,+,+,...,+,−
`+1,`+1,...,`+1,2(1, 2, 3, . . . , k),

satisfying µ2k = εkµ2k−1. Either way these cells belong to the subspace

Vk =
{

(x1, . . . , xk) ∈ R(d+1)×k : 0 = x1,1 = · · · = x1,k

}
.

Let eθ, eν1 , . . . , eν2k−2
, eµ1

, . . . , eµ2(k−1)
, eµ2k−1

, eµ2k
denote generators in the cellular chain group that

correspond to the cells θ, ν1, . . . , ν2k−2, µ1, . . . , µ2(k−1), µ2k−1, µ2k, respectively. The boundary of the
cell θ is a subset of the union of the linear subspaces V1, . . . , Vk. Hence, we can orient the subspaces and
the cells consistently in such a way that for ` > 1 the following equality holds

∂eθ = (eν1 + eν2) + · · ·+ (eν2k−3
+ eν2k−2

) + (eµ2k−1
+ eµ2k

),

while for ` = 1 we get

∂eθ = (eν1 + eν2) + · · ·+ (eν2k−3
+ eν2k−2

) + (eµ1
+ eµ2

) + · · ·+ (eµ2k−1
+ eµ2k

).

Thus,

∂eθ = (1 + (−1)d−1ε1)eν1 +

k−1∑
i=2

(1 + (−1)d−1τi−1,i)eν2i−1
+ (24)
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k∑
i=w

(1 + (−1)dεi)eµ2i
,

where w =

{
1, ` = 1

k, ` 6= 1
.
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