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0 PACKING DIRECTED CIRCUITS EXACTLY

BERTRAND GUENIN AND ROBIN THOMAS

ABSTRACT. We give an “excluded minor” and a “structural” characterization of digraphsD that have the prop-

erty that for every subdigraphH of D, the maximum number of disjoint circuits inH is equal to the minimum

cardinality of a setT ⊆ V (H) such thatH\T is acyclic.

1. INTRODUCTION

Graphs and digraphs in this paper may have loops and multipleedges. Paths and circuits have no “re-

peated” vertices, and in digraphs they are directed. Atransversalin a digraphD is a set of verticesT which

intersects every circuit, i.e.D\T is acyclic. Apacking of circuits(or packingfor short) is a collection of

pairwise (vertex-)disjoint circuits. The cardinality of aminimum transversal is denoted byτ(D) and the

cardinality of a maximum packing is denoted byν(D). Clearlyν(D) ≤ τ(D), and our objective is to study

when equality holds. We will show in Section 4 that this is thecase for every strongly planar digraph. (A

digraph isstrongly planarif it has a planar drawing such that for every vertexv, the edges with headv form an

interval in the cyclic ordering of edges incident withv.) However, in general there is probably no nice char-

acterization of digraphs for which equality holds, and so instead we characterize digraphs such that equality

holds forevery subdigraph. Thus we say that a digraphD packsif τ(D′) = ν(D′) for every subdigraphD′

of D.

We will give two characterizations: one in terms of excludedminors, and the other will give a structural

description of digraphs that pack. We say that an edgee of a digraphD with headv and tailu is specialif

eithere is the only edge ofD with headv, or it is the only edge ofD with tail u, or both. We say that a

digraphD is aminorof a digraphD′ if D can be obtained from a subdigraph ofD′ by repeatedly contracting

special edges. It is easy to see that if a digraph packs, then so do all its minors. Thus digraphs that pack can

be characterized by a list of minor-minimal digraphs that donot pack. By anodd double circuitwe mean the

digraph obtained from an undirected circuit of odd length atleast three by replacing each edge by a pair of

directed edges, one in each direction. The digraphF7 is defined in Figure 1. The following is our excluded

minor characterization.
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FIGURE 1. The digraphF7.

Theorem 1.1. A digraph packs if and only if it has no minor isomorphic to an odd double circuit orF7.

If D is an odd double circuit withk vertices thenτ(D) = ⌈k/2⌉ > ν(D) = ⌊k/2⌋. Moreover,τ(F7) =

3 > ν(F7) = 2. Thus odd double circuits andF7 do not pack and the content of Theorem 1.1 is to prove the

converse.

The structural characterization can be stated directly in terms of digraphs, but it is more convenient to

rephrase it in terms of bipartite graphs, and therefore we postpone its statement until Section 5. Roughly, the

characterization states that a digraph packs if and only if it can be obtained from strongly planar digraphs by

means of certain composition operations.

Our main tool in the proof is a characterization of bipartitegraphs that have a Pfaffian orientation, found

independently by McCuaig [1] and by Robertson, Seymour and the second author [6]. We present the char-

acterization in Section 5. The rest of the paper is organizedas follows. In Section 2 we mention three related

results. Section 3 reduces the problem to strongly 2-connected digraphs. It is shown in Section 4 that strongly

planar digraphs pack. Sections 6-8 show that the property that digraphs pack is preserved under the composi-

tion operations of the characterization theorem, thus completing the proof of Theorem 1.1. Finally, Section 9

offers some closing remarks.

2. RELATED RESULTS

In this section we review three related results. The first is aclassical theorem of Lucchesi and Younger,

of which we only state a corollary [4](Theorem B).
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Theorem 2.1. Let D be a planar digraph andF be the family of its directed circuits. Then for any set of

weightsw : E(D) → Z+ we have,

min{
∑

e∈E(D)

w(e)xe :
∑

e∈C

xe ≥ 1, ∀C ∈ F , x ∈ {0, 1}E(D)}

= max{
∑

C:C∈F

yC :
∑

C:e∈C∈F

yC ≤ w(e), ∀e ∈ E(D), y ∈ ZF
+}.

(2.1)

Thus, in particular, in a planar digraph the maximum cardinality of a collection of edge-disjoint circuits is

equal to the minimum cardinality of a set of edges whose deletion makes the graph acyclic. This relation does

not hold for all digraphs, but there is an upper bound onτ(D) as a function ofν(D). (A simple construction

— splitting each vertex into a “source” and a “sink,” also used in the proof of Corollary 4.1 — shows that

the same function serves as an upper bound for both the edge-disjoint as well as vertex-disjoint version of the

problem. Note, however, that this construction does not preserve planarity, but it preserves strong planarity.)

McCuaig [1] characterized all digraphsD with ν(D) ≤ 1; the following follows immediately from his

characterization (but there does not seem to be a direct proof).

Theorem 2.2. For every digraphD, if ν(D) ≤ 1, thenτ(D) ≤ 3.

In general, Reed, Robertson, Seymour and the second author [5] proved the following.

Theorem 2.3. There is a functionf such that for every digraphD

τ(D) ≤ f(ν(D)).

The functionf from the proof of Theorem 2.3, albeit explicit, grows ratherfast. The best lower bound

of f(k) ≥ Ω(k log k) was obtained by Noga Alon (unpublished). Finally, the undirected analogue of the

problem we study is quite easy. It becomes much harder if we only require that the equalityν = τ hold

for all inducedsubgraphs. This problem remains open. However, Ding and Zang [2] managed to solve

the closely related problem of characterizing graphs for which it is required that a weighted version of the

relationν = τ holds. They gave a characterization by means of excluded induced subgraphs, and also gave a

structural description of those graphs. We omit the precisestatement.

3. STRONG 2-CONNECTIVITY

Let D be a digraph andC a packing of circuits. We will say thatC uses a vertexv if there exists a

circuit C in C with v ∈ V (C). Consider a digraphD that packs. Then some minimum transversal includes

v if and only if τ(D\v) = τ(D) − 1. As D packs,ν(D\v) = τ(D\v) = τ(D) − 1 = ν(D) − 1. But

ν(D\v) = ν(D) − 1 if and only if every maximum packing usesv. Thus we have shown the following.

Remark 3.1. Let D be a digraph that packs. There exists a minimum transversal of D containingv if and

only if every maximum packing ofD usesv.
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A digraph isstrongly connectedif for every pair of verticesu andv there is a path fromu to v. A digraph

D is stronglyk-connectedif for everyT ⊆ V (D), where|T | ≤ k−1, the digraphD\T is strongly connected.

If D is not strongly connected, thenV (D) can be partitioned into non-empty setsX1, X2 such that no edge

has tail inX1 and head inX2. LetD1 := D\X2 andD2 := D\X1. ThenD is said to be a0-sumof D1 and

D2. Since every circuit ofD is a circuit of precisely one ofD1 orD2, the following is straightforward.

Proposition 3.2. LetD be the0-sum ofD1 andD2. ThenD1 andD2 pack if and onlyD packs.

SupposeD is strongly connected, but not strongly 2-connected; thus there is a vertexv such thatD\v is

not strongly connected. Then there is a partition ofV (D) − {v} into non-empty setsX1, X2 such that all

edges with endpoints in bothX1 andX2 have tail inX1 and head inX2. LetF be the set of all these edges.

For i = 1, 2 let Di be the digraph obtained fromD by deleting all edges with both endpoints inX3−i ∪ {v}

and identifying all vertices ofX3−i ∪{v} into a vertex calledv. Thus edges ofF belong to bothD1 andD2;

in D1 they have headv and inD2 they have tailv. We say thatD is a1-sumof D1 andD2.

Let D be a digraph. We denote byD + uv the digraph obtained fromD by adding the verticesu, v (if

they are not vertices ofD) and an edge with tailu and headv. Let us stress that we add the edge even if

D already has one or more edges with tailu and headv. We useD + {u1v1, u2v2, . . . , ukvk} to denote

D + u1v1 + u2v2 + · · ·+ ukvk.

Proposition 3.3. Let a strongly connected digraphD be the1-sum ofD1 andD2. ThenD1 andD2 pack if

and only ifD packs.

Proof. SinceD is strongly connected, the digraphsD1 andD2 are minors ofD. So ifD packs, so doD1 and

D2. Conversely, assume thatD1 andD2 pack. Since every subdigraph ofD is either a subdigraph ofD1 or

D2, or a 0-sum or 1-sum of subdigraphs ofD1 andD2, it suffices to show thatτ(D) = ν(D). Letv,X1, X2,

andF be as in the definition of 1-sum. Fori = 1, 2 letD′
i := Di\F and letCi be a maximum packing ofD′

i.

Suppose that, fori = 1, 2, every maximum packing ofD′
i uses the vertexv. It follows from Remark 3.1 that

there is a minimum transversalTi of D′
i usingv. LetC be obtained from the union ofC1, C2 by removing the

circuit of C1 usingv. ThenC is a packing ofD andT := T1 ∪ T2 is a transversal ofD. Moreover, both have

cardinalityτ(D′
1) + τ(D′

2) − 1, i.e. τ(D) = ν(D). Thus we can assume one ofCi (i = 1, 2), sayC1, does

not use the vertexv.

For i = 1, 2, let Fi be the set of edgesf of F such thatν(D′
i + f) = ν(D′

i). Consider first the case

whereF1∪F2 = F . Suppose for a contradictionν(D′
i+Fi) > ν(D′

i) and letF be a corresponding packing.

ClearlyF uses an edge ofFi. Moreover as all edgesF of Di share the endpointv, F uses exactly one edge

f of Fi. Henceν(D′
i + f) > ν(D′

i), a contradiction. Since (fori = 1, 2) D′
i + Fi packs it has a transversal

Ti of cardinalityτ(D′
i). AsF1 ∪ F2 = F this implies thatT1 ∪ T2 is a transversal ofD. Recall thatC1 does

not usev; thusC1 ∪ C2 is a packing ofD and|T1 ∪ T2| = τ(D′
1) + τ(D′

2) = |C1 ∪ C2|, i.e. τ(D) = ν(D).
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Thus we may assume there existsf ∈ F − F1 − F2. LetC′
i (i = 1, 2) be a maximum packing ofD′

i + f .

EachC′
i contains a circuitCi usingf . DefineC to be the collection of all circuits ofC1, C2 distinct fromC1

andC2 as well as the circuit(C1 ∪ C2)\f of D. Let Ti (i = 1, 2) be a minimum transversal ofD′
i. Then

T := T1 ∪ T2 ∪ {v} is a transversal ofD andC a packing ofD. Moreover,|T | = τ(D′
1) + τ(D′

2) + 1 = |C|,

i.e. τ(D) = ν(D), as desired. �

4. STRONG PLANARITY

Let us recall that a digraph isstrongly planarif it has a planar drawing such that for all verticesv, the

edges with headv form an interval in the cyclic ordering of edges incident with v determined by the drawing.

Corollary 4.1. Every strongly planar digraph packs.

Proof. Let D be a strongly planar digraph with vertex setV and edge setE. We will show thatD packs.

Since subdigraphs of strongly planar digraphs are stronglyplanar it suffices to showτ(D) = ν(D). Associate

to every vertexv a new vertexv′ and letV ′ be the set of all verticesv′. Associate with every edgee ∈ E(D)

with tail u and headv a new edgee′ with tail u′ and headv. We define a digraphH as follows: the vertex-set

of H is V ∪ V ′, and the edge-set ofH consists of all the edgese′ for e ∈ E(D) and all the edges of the form

vv′, wherev ∈ V (D). Define weightsw : E(H) → Z+ as follows:w(e′) = |E(H)| for all e ∈ E(D) and

w(vv′) = 1 for all v ∈ V (H). It is easy to see that the drawing associated to the stronglyplanar digraphD

can be modified to induce a planar drawing ofH . Now equation (2.1) statesτ(D) = ν(D), as desired. �

5. BRACES

It will be convenient to reformulate our packing problem about digraphs to one about bipartite graphs.

Let G be a bipartite graph with bipartition(A,B), and letM be a perfect matching inG. We denote by

D(G,M) the digraph obtained fromG by directing every edge ofG from A to B, and contracting every

edge ofM . WhenG′ is a subgraph ofG andM ∩ E(G′) is a perfect matching ofG′ we will abbreviate

D(G′,M ∩E(G′)) byD(G′,M). It is clear that every digraph is isomorphic toD(G,M) for some bipartite

graphG and some perfect matchingM . Moreover, the following is straightforward.

Remark 5.1. LetG be a bipartite graph and letM be a perfect matching inG. If G is planar thenD(G,M)

is strongly planar.

A graphG is k-extendable, wherek is an integer, if every matching inG of size at mostk can be extended

to a perfect matching. A 2-extendable bipartite graph is called abrace. The following straightforward relation

betweenk-extendability and strongk-connectivity is very important.

Proposition 5.2. LetG be a connected bipartite graph, letM be a perfect matching inG, and letk ≥ 1 be

an integer. ThenG is k-extendable if and only ifD(G,M) is stronglyk-connected.
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Let G be a bipartite graph andM a perfect matching inG such thatD(G,M) is isomorphic toF7. This

definesG uniquely up to isomorphism, and the graph so defined is calledtheHeawood graph.

LetG be a bipartite graph, and lete be an edge ofG with endsu, v. Consider a new graph obtained from

G by replacinge by a path with an even number of vertices and endsu, v and otherwise disjoint fromG. Let

G′ be obtained fromG by repeating this operation, possibly for different edges of G. We say thatG′ is an

even subdivisionof G. The graphG′ is clearly bipartite. Now letG,H be bipartite graphs. We say thatG

containsH if G has a subgraphL such thatG\V (L) has a perfect matching, andL is isomorphic to an even

subdivision ofH .

A circuit C in a bipartite graphG is central if G\V (C) has a perfect matching. LetG0 be a bipartite

graph, letC be a central circuit ofG0 of length4, and letG1, G2 be subgraphs ofG0 such thatG1 ∪ G2 =

G0, G1 ∩ G2 = C, andV (G1) − V (G2) 6= ∅ 6= V (G2) − V (G1). LetG be obtained fromG0 by deleting

all the edges ofC. In this case we say thatG is the4-sumof G1 or G2 alongC. This is a slight departure

from the definition in [6], but the class of simple graphs obtainable according to our definition is the same,

because we allow parallel edges.

Let G0 be a bipartite graph, letC be a central circuit ofG0 of length4, and letG1, G2, G3 be three

subgraphs ofG0 such that:G1 ∪G2 ∪ G3 = G0 and for distinct integersi, j ∈ {1, 2, 3} Gi ∩ Gj = C and

V (Gi)− V (Gj) 6= ∅. LetG be obtained fromG0 by deleting all the edges ofC. In these circumstances we

say thatG is atrisumof G1, G2, G3 alongC. We will need the following result.

Theorem 5.3. LetG be a brace, and letM be a perfect matching inG. Then the following conditions are

equivalent.

(i) G does not containK3,3,

(ii) eitherG is isomorphic to the Heawood graph, orG can be obtained from planar braces by repeatedly

applying the trisum operation,

(iii) eitherG is isomorphic to the Heawood graph, orG can be obtained from planar braces by repeatedly

applying the 4-sum operation,

(iv) D(G,M) has no minor isomorphic to an odd double circuit.

Proof. The equivalence of (i), (ii) and (iii) is the main result of [1] and [6]. Condition (iv) is equivalent to the

other three by results of Little [3] and Seymour and Thomassen [7]. See also [1]. �

We will need the following small variation of Theorem 5.3.

Theorem 5.4. LetG be a brace, and letM be a perfect matching inG. Then the following conditions are

equivalent.

(i) G does not containK3,3 or the Heawood graph,

(ii) G can be obtained from planar braces by repeatedly applying the trisum operation,
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(iii) G can be obtained from planar braces by repeatedly applying the 4-sum operation,

(iv) D(G,M) has no minor isomorphic to an odd double circuit orF7.

Proof. This follows from Theorem 5.3 and the fact [6, Theorem 6.7] that if G contains the Heawood graph

and is not isomorphic to it, then it containsK3,3. �

We deduce the following information about a minimal counterexample to Theorem 1.1.

Proposition 5.5. Let G be a bipartite graph andM a perfect matching inG such that the digraphD :=

D(G,M) has no minor isomorphic to an odd double circuit orF7, and every digraphD′ with |V (D′)| +

|E(D′)| < |V (D)|+|E(D)| and no minor isomorphic to an odd double circuit orF7 packs. Ifν(D) < τ(D),

thenG is a brace and there exist bracesG1, G2, G3 such thatG is a trisum ofG1, G2, G3 along a circuitC,

and each ofG1, G2, G3 can be obtained from planar braces by repeatedly applying the trisum operation.

Proof. It follows from Propositions 3.2 and 3.3 thatD is strongly 2-connected. ThusG is a brace by Propo-

sition 5.2. By Corollary 4.1 the digraphD is not strongly planar, and henceG is not planar by Remark 5.1.

By Theorem 5.4 the graphG is obtained from planar braces by repeatedly applying the trisum operation.

SinceG itself is not planar, there is at least one trisum operation involved in the construction ofG, and hence

G1, G2, G3 andC exist, as desired. �

In the next three sections we will prove the following result.

Proposition 5.6. LetG, M , andD be as in Proposition 5.5. Thenν(D) = τ(D).

Proof of Theorem 1.1(assuming Proposition 5.6). We have already established the “only if” part. To prove

the “if” part let D be a digraph with no minor isomorphic to an odd double circuitor F7 such that every

digraphD′ with |V (D′)| + |E(D′)| < |V (D)| + |E(D)| and no minor isomorphic to an odd double circuit

orF7 packs. By Proposition 5.6 we have thatν(D) = τ(D), and henceD packs, as desired. �

We now deduce the structural characterization of digraphs that pack.

Corollary 5.7. A digraph packs if and only if it can be obtained from strongly2-connected digraphs that

pack by means of0- and 1-sums. A strongly2-connected digraph packs if and only if it is isomorphic to

D(G,M) for some braceG and some perfect matchingM in G, whereG is obtained from planar braces by

repeatedly applying the trisum operation.

Proof. The first statement follows from Propositions 3.2 and 3.3. For the second statement letD be a strongly

2-connected digraph. Assume first thatD packs, and letG be a bipartite graph andM a perfect matching

such thatD is isomorphic toD(G,M). By Proposition 5.2 the graphG is a brace. By Theorem 1.1 the

digraphD has no minor isomorphic to an odd double circuit orF7, and so by Theorem 5.4G is as desired.

The converse implication follows along the same lines. �
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As we alluded to in the Introduction, the second part of Corollary 5.7 can be stated purely in terms of

“sums” of digraphs. However, three kinds of sum are needed (see [6]), as opposed to just one. Therefore the

formulation we chose is clearer, despite the disadvantage that it involves the transition from a digraph to a

bipartite graph.

Finally, we deduce a corollary about packingM -alternating circuits in bipartite graphs. LetG be a

bipartite graph, and letM be a perfect matching inG. A circuit C in G is M -alternating if 2|E(C) ∩

M | = |E(C)|. Let ν(G,M) denote the maximum number of pairwise disjointM -alternating circuits, and

let τ(G,M) denote the minimum number of edges whose deletion leaves noM -alternating circuit. It is clear

thatν(G,M) = ν(D(G,M)) andτ(G,M) = τ(D(G,M)). Thus we have the following corollary.

Corollary 5.8. LetG be a brace, and letM be a perfect matching inG. Then the following three conditions

are equivalent.

(i) G does not containK3,3 or the Heawood graph,

(ii) τ(G′,M ′) = ν(G′,M ′) for every subgraphG′ of G such thatM ′ = M ∩ E(G′) is a perfect

matching inG′, and

(iii) G can be obtained from planar braces by repeatedly applying the trisum operation.

In fact, the equivalence of (i) and (ii) holds for all bipartite graphs, not just braces. We conclude this

section with a lemma that will be needed later. The lemma follows immediately from [6, Theorem 8.2]. We

say that a graph is acubeif it is isomorphic to the 1-skeleton of the 3-dimensional cube. Thus every cube has

8 vertices and 12 edges.

Lemma 5.9. Let G be a trisum ofG1, G2, G3 alongC, where the graphsG1, G2, G3 are obtained from

planar braces by repeatedly applying the trisum operation.Then fori = 1, 2, 3 we have|E(Gi)| ≥ 12 with

equality if and only ifGi is a cube.

The remainder of the paper is dedicated to proving Proposition 5.6. ConsiderD,G,C as in Proposi-

tion 5.5, and letk be the number of edges ofM with both ends inV (C). As M is a perfect of matching

of G, k ∈ {0, 1, 2}. Proposition 6.2 proves thatk 6= 2, Proposition 7.2 proves thatk 6= 1, and finally

Proposition 8.2 proves thatk 6= 0.

6. TRISUM-PART I

LetD,G,M,G1, G2, G3, C be as in Proposition 5.5. Fori = 1, 2, 3 letM ′
i be the set of edgesM∩E(Gi)

with at least one end not inV (C), letM0 be the set of edges ofC that are parallel to an edge ofM , and let

Mi = M ′
i ∪M0. We say thatMi is theimprint of M onGi.
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Proposition 6.1. Let a bipartite graphG be a4-sum ofG1 andG2 alongC, letM be a perfect matching in

G such that some two edges ofM have both ends inV (C), letD = D(G,M), and fori = 1, 2 letMi be the

imprint ofM onGi. If bothD(G1,M1) andD(G2,M2) pack, thenν(D) = τ(D).

Proof. For i = 1, 2 let Di = D(Gi,Mi). Then|V (D1) ∩ V (D2)| = 2; let V (D1) ∩ V (D2) = {u1, u2}.

Moreover,E(D1) ∩ E(D2) = {e1, e2}, wheree1 has headu2 and tailu1, ande2 has headu1 and tailu2.

For i = 1, 2 let D′
i = Di\{e1, e2}.

Claim 1. For eachD′
i (i = 1, 2) one of the following holds:

(1) There exists a maximum packing not using any ofu1 or u2. Every minimum transversal does not

contain any ofu1 or u2.

(2) For somek ∈ {1, 2} the following holds: all maximum packings useuk, there exists a maximum

packing not usingu3−k, and there exits a minimum transversal which containsuk but notu3−k.

(3) There exists a maximum packing using bothu1 andu2. There exists a minimum transversal usingu1

and a minimum transversal usingu2. Moreover, either: (a) there is a minimum transversal containing

bothu1, u2; or (b) there is a packing of sizeτ(D′
i)− 1 not usingu1 or u2.

Proof of Claim: Observe that for (1)-(3) the statements about transversals(except for the last sentence) follow

from the statements about maximum packings and Remark 3.1. Suppose (1) does not hold; then every

maximum packing ofD′
i uses one ofu1, u2. In particularν(Di) = ν(D′

i). Suppose for a contradiction there

exists a maximum packingCi of D′
i not usingu1 and a maximum packingC′

i of D′
i not usingu2. Remark 3.1

implies that no minimum transversal ofD′
i containsu1 or u2. Since{e1, e2} is the edge-set of a circuit of

Di this impliesτ(Di) > τ(D′
i), a contradiction sinceDi packs. Thus for somek ∈ {1, 2} every maximum

packing ofD′
i usesuk. If (2) does not hold, then all maximum packings useu3−k. If (3)(a) does not hold, no

minimum transversal ofD′
i uses bothu1 andu2. This impliesτ(D′

i\{u1, u2}) ≥ τ(D′
i)− 1. SinceDi packs

(3)(b) must hold. ✸

Claim 2. For i = 1, 2, let Ti be a minimum transversal ofD′
i and letCi be a maximum packing ofD′

i. We

can assume one of the following holds:

(a) There existsk ∈ {1, 2} such thatC1 andC2 useuk butuk 6∈ T1 ∩ T2.

(b) {u1, u2} ∩ (T1 ∪ T2) = ∅.

Proof of Claim: LetT := T1 ∪T2 and letC be an inclusion-wise maximal packing inC1 ∪C2. If (a) does not

hold, then|T | ≤ |C|. If (b) does not hold, then{u1, u2} ∩ T 6= ∅; thusT is a transversal ofD. It follows that

τ(D) = ν(D), as desired. Thus we may assume that (a) or (b) holds. ✸

We can assume, because of Claim 1 and Claim 2, thatD1, D2 either both satisfy condition (1) of Claim 1,

or they both satisfy condition (3) of Claim 1 and one ofD′
1, D

′
2, sayD′

1, satisfies (3)(b). Consider the latter
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case first. LetT1 (resp.T2) be a minimum transversal ofD′
1 (resp.D′

2) usingu1. LetT := T1∪T2. LetC1 be

a packing ofD′
1\{u1, u2} of sizeτ(D′

1)−1 and letC2 be a maximum packing ofD′
2. ClearlyC := C1∪C2 is

a packing inD. Since|T1∪T2| = τ(D′
1)+τ(D′

2)−1 and|C| = τ(D′
1)−1+τ(D′

2), we haveτ(D) = ν(D).

Thus we may assume that bothD′
1, D

′
2 satisfy (1). Fori = 1, 2, let Ci be a maximum packing ofDi.

Suppose there isk ∈ {1, 2} such that fori = 1, 2, τ(D′
i + uku3−k) = τ(D′

i) and letTi be the corresponding

minimum transversal. ThenTi intersects allu3−kuk-paths ofDi. HenceT := T1 ∪ T2 is a transversal

of D. Moreover,|T | = τ(D′
1) + τ(D′

2) = |C1 ∪ C2|, i.e. τ(D) = ν(D). Thus we can assume there

is for k = 1, 2 an indext(k) ∈ {1, 2} such thatτ(D′

t(k) + uku3−k) > τ(D′

t(k)). SinceD1, D2 pack

ν(D′

t(k) + uku3−k) > τ(D′

t(k)); let Ft(k) be the corresponding packing. Some circuitCt(k) of Ft(k) is

of the formPt(k) + uku3−k wherePt(k) is au3−kuk-path. Fori = 1, 2 let Ti be a minimum transversal

of D′
i. Note thatTt(k) does not intersectPt(k). Observe that we cannot havet(1) = t(2) = i ∈ {1, 2},

for otherwise there exist both au1u2- andu2u1-paths inD′
i which are not intersected byTi and henceTi

does not intersect all circuits ofD′
i, a contradiction. Thus we can assumet(1) = 1 and t(2) = 2. Let

C := F1 ∪ F2 ∪ {P1 ∪ P2} − {C1, C2}. ThenC is a packing ofD andT := T1 ∪ T2 ∪ {u1} is a transversal

of D. Moreover,|T | = τ(D′
1) + τ(D′

2) + 1 = |C|, i.e. τ(D) = ν(D), as desired. �

Proposition 6.2. LetG,M,D, whereν(D) < τ(D), andG1, G2, G3, C be as in Proposition 5.5. Then at

most one edge ofM has both ends inV (C).

Proof. Suppose for a contradiction that two edges ofM have both ends inV (C). For i = 1, 2, 3 let Mi be

the imprint ofM onGi. The graphsG1 andG2 ∪G3 are obtained from planar braces by repeatedly applying

the 4-sum operation, and hence the digraphsD1 = D(G1,M1) andD2 = D(G2 ∪ G3,M2 ∪ M3) have

no minor isomorphic to an odd double circuit orF7 by Theorem 5.4. ThusD1 andD2 pack, and hence by

Proposition 6.1ν(D) = τ(D), a contradiction. �

7. TRISUM-PART II

Lemma 7.1. LetD1, D2 be digraphs withV (D1) ∩ V (D2) = {u1, u2, u3} andE(D1) ∩ E(D2) = ∅. Let

D = D1∪D2, a 6∈ V (D),E1 = {u1u2, u1u3, u2u3},E2 = {u2u1, u3u1, u3u2},Z1 = {au2, u2a, u1a, au3},

andZ2 = {au2, u2a, au1, u3a}, wherea 6∈ V (D). Assume that

(a) if, for i = 1, 2, Ci is a circuit ofDi, thenV (C1) ∩ V (C2) ⊆ {u2},

(b) if C is a circuit ofD that uses edges of bothD1 andD2, thenC = P1 ∪ P2 and there exist integers

i, j ∈ {1, 2, 3} such thati < j andP1 is aujui-path ofD1 andP2 is auiuj-path ofD2, and

(c) there exist integersi, j such that{i, j} = {1, 2}, Di + Ei packs and is strongly2-connected, and

Dj + Zj packs.

Thenτ(D) = ν(D).
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Proof. Suppose for a contradiction thatν(D) < τ(D).

Claim 1. The digraphD has a packing of sizeν(D1) + ν(D2)− 1.

Proof of Claim: Clearlyν(D2\u2) ≥ ν(D2)− 1, and so the union of any maximum packing ofD1 with any

packing ofD2\u2 of sizeν(D2)− 1 is as desired by (a). This proves Claim 1. ✸

Claim 2. The digraphD has a transversal of size at mostτ(D1) + τ(D2) + 1.

Proof of Claim: By (c) we may assume from the symmetry thatD1 + E1 packs. Clearlyν(D1 + E1) ≤

ν(D1) + 1. Thusτ(D1 + E1) ≤ τ(D1) + 1. LetT1 be a transversal ofD1 + E1 of size at mostτ(D1) + 1,

and letT2 be a transversal ofD2 of sizeτ(D2). By (b)T1 ∪T2 is a transversal ofD, as required. This proves

Claim 2. ✸

For i = 1, 2 let Fi be the set of all edgesf ∈ Ei such thatν(Di + f) = ν(Di).

Claim 3. For i = 1, 2, ν(Di + Fi) = ν(Di).

Proof of Claim: If ν(Di + Fi) > ν(Di), then, since every edge ofEi has both ends in{u1, u2, u3}, we

deduce thatν(Di + f) > ν(Di) for somef ∈ Fi, a contradiction. This proves Claim 3. ✸

Claim4. Let i, j ∈ {1, 2, 3} be such thati < j, and letD′ be a subdigraph ofD1. If ν(D′ +uiuj) > ν(D′),

then there exist a maximum packingC of D′ and a pathP in D′ from uj to ui such that every member ofC

is disjoint fromP .

Proof of Claim: Let C′ be a maximum packing ofD′ + uiuj . SinceC′ is not a packing ofD′, some member

of C′, sayC, uses the edgeuiuj . ThusC′ − {C} andC\uiuj satisfy the conclusion of the claim. ✸

Claim5. If D1+E1 packs and every maximum packing ofD1+u1u3 usesu2, then every maximum packing

of D1 usesu2.

Proof of Claim: Suppose for a contradiction that every maximum packing ofD1 + u1u3 usesu2, but some

maximum packing ofD1 does not useu2. Thenν(D1 + u1u3) > ν(D1). By Claim 4 applied toD′ = D1

there exist a maximum packingC of D1 and a pathP of D1 from u3 to u1 such thatP is disjoint from every

member ofC. LetL be a subdigraph ofD1 such that

(α) L includesP and every member ofC,

(β) L includes every member of some maximum packing ofD1 that does not useu2, and

(γ) subject to(α) and(β), E(L) is minimal.

By (α) ν(L) = ν(D1). We claim thatν(L + u1u2 + u2u3) > ν(L). To prove this claim suppose for a

contradiction that equality holds. SinceD1 + E1 packs we deduce thatτ(L + u1u2 + u2u3) = ν(L). Let

T be a transversal ofL + u1u2 + u2u3 of sizeν(L). From(β) we deduce thatu2 6∈ T , but then it follows
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thatT is a transversal ofL + u1u3, contrary to(α). This proves thatν(L + u1u2 + u2u3) > ν(L). Let

S be a maximum packing ofL + u1u2 + u2u3. We may assume that no memberC of S uses both edges

u1u2, u2u3, for otherwiseS \ {C} ∪ {C + u1u3 − u1u2 − u2u3} is a maximum packing ofD1 + u1u3

avoidingu2, a contradiction. Hence, eitherν(L + u1u2) > ν(L) or ν(L + u2u3) > ν(L), and so we may

assume the former. By Claim 4 applied toD′ = L there exists a maximum packingC′ of L and a pathP ′

in L from u2 to u1 disjoint from every member ofC′. Since the union ofP and all members ofC does not

include a path fromu2 to u1, there exists an edgee ∈ E(P ′) that does not belong toP or any member ofC.

ThusL\e satisfies(α). ButL\e includes every member ofC′, and hence it also satisfies(β), contrary to(γ).

This proves Claim 5. ✸

Claim 6. Let i, j ∈ {1, 2, 3} with i < j. If uiuj 6∈ F1, thenujui ∈ F2.

Proof of Claim: Suppose for a contradiction thatuiuj 6∈ F1 andujui 6∈ F2. LetC1 be a packing ofD1+uiuj

of sizeν(D1) + 1, and letC2 be a packing ofD2 + ujui of sizeν(D2) + 1. ThenC1 includes a circuitC1

containinguiuj , andC2 includes a circuitC2 containingujui. LetC be the circuit(C1\uiuj) ∪ (C2\ujui).

If one ofC1−{C1}, C2−{C2} does not useu2, thenC := (C1−{C1})∪ (C2−{C2})∪{C} is a packing of

D of sizeν(D1) + ν(D2) + 1 by (a). Then because of Claim 2,τ(D) = ν(D) packs, a contradiction. Thus

we may assume that bothC1 − {C1}, C2 − {C2} useu2 for all choices ofC1 andC2. Thusi = 1 andj = 3,

and every maximum packing ofD1 + u1u3 orD2 + u3u1 usesu2. By (c) we may assume thatD1 +E1 and

D2+Z2 packs. Hence by Claim 5 every maximum packing ofD1 usesu2. By Remark 3.1D1 has transversal

T1 of sizeν(D1) with u2 ∈ T1, andD2 + u3u1 has a transversalT2 of sizeν(D2) + 1 with u2 ∈ T2. By (b)

T1 ∪ T2 is a transversal ofD of sizeν(D1) + ν(D2). On the other hand, by deleting one of the circuits ofC

that containu2 we obtain a packing ofD of sizeν(D1) + ν(D2). Thusν(D) = τ(D), a contradiction. This

proves Claim 6. ✸

Claim 7. The digraphD has a packing of sizeν(D1) + ν(D2).

Proof of Claim: Suppose not. Then fori = 1, 2 every maximum packing ofDi usesu2, for otherwise the

union of a maximum packing inDi that does not useu2 with any maximum packing ofD3−i is as desired.

By Remark 3.1 the digraphDi has a transversalTi of sizeτ(Di) with u2 ∈ Ti. Let us assume first that

ν(D1+u1u3) > ν(D1). Thenν(D2+u3u1) = ν(D2) by Claim 6. The graphD2+u3u1 packs (because by

(c)D2+E2 orD2+Z2 packs), and soν(D2+u3u1\u2) = τ(D2+u3u1\u2). If ν(D2+u3u1\u2) = ν(D2),

then letC1 be a maximum packing inD1 + u1u3 and letC2 be a maximum packing inν(D2 + u3u1\u2).

Then some circuit ofC1 uses the edgeu1u3 (becauseν(D1 + u1u3) > ν(D1)), and some circuit ofC2 uses

the edgeu3u1 (because every maximum packing ofD2 usesu2). ThusC1 andC2 can be combined as in the

proof of Claim 6 to produce the desired packing ofD. Thus we may assume thatν(D2+u3u1\u2) < ν(D2).

Let T ′
2 be a transversal inD2 + u3u1\u2 of sizeν(D2)− 1; thenT1 ∪ T ′

2 is a transversal inD by (b), and its

size isν(D1) + ν(D2)− 1, contrary to Claim 1. This completes the case whenν(D1 + u1u3) > ν(D1).
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Thus we may assume thatν(D1 + u1u3) = ν(D1) andν(D2 + u3u1) = ν(D2). From the symmetry and

(c) we may assume thatD2 +Z2 packs. Since every maximum packing ofD2 usesu2, andν(D2 + u3u1) =

ν(D2), we see thatν(D2 +Z2) = ν(D2). SinceD2 +Z2 packs, there exists a transversalT ′′
2 of D2 +Z2 of

sizeτ(D2). SinceT ′′
2 ∩ V (D2) is a transversal ofD2, we deduce thata 6∈ T ′′

2 , and henceu2 ∈ T ′′
2 , because

T ′′
2 intersects the circuit ofD2 + Z2 with vertex-set{a, u2}. ThusT ′′

2 is a transversal ofD2 + u3u1 with

u2 ∈ T ′′
2 , and soT1 ∪ T ′′

2 is a transversal ofD by (b). Moreover,|T1 ∪ T ′′
2 | = τ(D1) + τ(D2)− 1, contrary

to Claim 1. This completes the proof of Claim 7. ✸

We are now ready to complete the proof of the lemma. We claim that one ofD1 + F1, D2 + F2 does not

pack. Indeed, if both of them pack, then by Claim 3 the digraphDi + Fi has a transversal of sizeν(Di), and

the union of those sets is a transversal inD by (b) of sizeν(D1) + ν(D2), contrary to Claim 7. Thus we may

assume thatD2 + F2 does not pack.

By (c) the digraphD1 +E1 packs and is strongly 2-connected, andD2 +Z2 packs. To motivate the next

step, notice that sinceD2 + Z2 packs, butD2 + F2 does not, we haveu2u1, u3u2 ∈ F2. SinceD1 + E1

packs, so doesD1 + F1, and hence by Claim 3 there exists a transversalT1 in D1 + F1 of sizeτ(D1).

We claim that the setT1 is a transversal inD1+F1+u1u2 orD1+F1+u2u3. To prove this claim suppose

for a contradiction that this is not the case. We deduce that there exist au2u1-pathP1 and au3u2-pathP2 in

D1, both disjoint fromT1. SinceT1 intersects every circuit ofD1, it follows thatV (P1) ∩ V (P2) = {u2}.

SinceD1+E1 is strongly 2-connected, there exists a pathQ in D1 fromV (P2)−{u2} toV (P1)−{u2}; we

may assume that no interior vertex ofQ belongs toV (P1)∪V (P2). LetH be the digraphP1 ∪P2 ∪Q+E1;

thenν(H) = 1 < 2 = τ(H), contrary to the fact thatD1 + E1 packs. This proves our claim thatT1 is a

transversal inD1 + F1 + u1u2 orD1 + F1 + u2u3.

From the symmetry we may assume thatT1 is a transversal inD1 + F1 + u1u2. LetF ′
2 = F2 − {u1u2}.

SinceD2 + Z2 packs, so does its minorD2 + F ′
2, and so by Claim 3 the digraphD2 + F ′

2 has a transversal

T2 of sizeτ(D2). By (b) the setT1 ∪ T2 is a transversal inD, and its size isτ(D1) + τ(D2), contrary to

Claim 7. �

Proposition 7.2. Let G,M,D, whereν(D) < τ(D), andG1, G2, G3, C be as in Proposition 5.5. Then

either none or exactly two edges ofM have both ends inV (C).

Proof. Let A,B denote a bipartition ofG. Let v1, v′2, v2, v3 be the vertices ofC (in that order), where

v1, v2 ∈ A. For i = 1, 2, 3 let mi be the edge ofM incident withvi. Suppose for a contradiction thatm2 is

the only edge ofM with both ends inV (C). We may assume thatm2 is incident withv′2. Thusm1,m3 are

distinct and are incident with vertices not onC. We may also assume thatm1,m3 ∈ E(G1) ∪ E(G2). For

i = 1, 2, 3 letMi be the imprint ofM onGi (see the paragraph prior to Proposition 6.1 for a definition). Let

J1 := D(G1∪G2,M1∪M2), letQ be a cube such thatC is a subgraph ofQ and otherwiseQ is disjoint from
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G3, and letJ2 := D(G3 ∪Q,M ′
3), whereM ′

3 is a perfect matching ofG3 ∪Q with M3 ⊆ M ′
3 that does not

use an edge joiningv1 andv3. Such a matching is unique, and it has a unique element, saym0, not incident

with a vertex ofG3. Let a denote the vertex ofJ2 that results from contractingm0, and in bothJ1, J2 let

u1, u2, u3 denote the vertices that result from contracting the edges incident withv1, v2, v3, respectively.

Let D1 be obtained fromJ1 by deleting the edges ofC, and letD2 be obtained fromJ2 by deleting the

vertexa and edges ofQ∪C. We wish to apply Lemma 7.1 to the digraphsD1 andD2. Sinceu1 is a source and

u3 is a sink ofD2, we see immediately that (a) and (b) of that lemma hold. We will show thati = 1 andj = 2

satisfy (c). SinceG1 andG2 are braces, so isG1∪G2, and thusJ1 is strongly 2-connected by Proposition 5.2.

To show thatD1 +E1 packs we first notice thatD1 +E1 is isomorphic toJ1. ButG1 ∪G2 is obtained from

planar braces by repeatedly applying the trisum operation,and henceJ1 has no odd double circuit orF7

minor by Theorem 5.4. Moreover,|V (J1)| + |E(J1)| = |E(G1 ∪ G2)| < |E(G)| = |V (D)| + |E(D)| by

Lemma 5.9, and henceJ1 (and thusD1 + E1) pack by the hypothesis of Proposition 5.5. Finally,D2 + Z2

is a subdigraph ofJ2, and hence it packs, by the argument of this paragraph. Thusν(D) = τ(D) by

Proposition 7.1, a contradiction. �

8. TRISUM-PART III

LetD1, D2 be edge-disjoint subdigraphs of a digraphD, letX ⊆ V (D1)∩V (D2), and letC be a circuit

of D. We say thatC passes fromD1 toD2 throughX if there is no vertexv ∈ V (D)−X such that the edge

of C with headv belongs toD1 and the edge ofC with tail v belongs toD2.

Lemma 8.1. LetD1 andD2 be digraphs withV (D1)∩V (D2) = {u1, u2, u3, u4} andE(D1)∩E(D2) = ∅.

LetD = D1 ∪ D2, let E1 = {u1u2, u3u2, u3u4, u1u4}, and letE2 = {u2u1, u2u3, u4u3, u4u1}. Assume

that

(1) for i = 1, 2, Di + Ei packs,

(2) every circuit ofD1 is disjoint from every circuit ofD2,

(3) every circuit ofD passes fromD1 to D2 through{u1, u3}, and it passes fromD2 to D1 through

{u2, u4}.

Moreover, assume that for every paire1, e2 ∈ Ei of independent edges one of the following holds:

(a) ν(Di + e1 + e2) ≥ ν(Di) + 2,

(b) τ(Di + e1) = τ(Di), or

(c) τ(Di + e2) = τ(Di).

Thenτ(D) = ν(D).

Proof. Suppose for a contradiction thatν(D) < τ(D).

Claim 1. Let i = 1 or i = 2, and letF ⊆ Ei. Then one of the following holds:
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(i) There is an edgee ∈ F such thatν(Di + e) > ν(Di),

(ii) τ(Di + F ) = τ(Di), or

(iii) there exist independent edgese1, e2 ∈ F such that

ν(Di) = ν(Di + e1) = ν(Di + e2) < ν(Di + e1 + e2).

Proof of Claim: Suppose (ii) does not hold, i.e.τ(Di+F ) > τ(Di). AsDi+Ei packs,ν(Di+F ) > ν(Di).

Now if (i) does not hold then (iii) must hold since if two edgese1, e2 ∈ F appear in the same circuit then

e1, e2 are independent. ✸

Claim 2. D has a transversal of sizeν(D1) + ν(D2) + 1.

Proof of Claim: If τ(Di + Ei) ≤ τ(Di) + 1 for somei ∈ {1, 2}, then take the corresponding transversal,

and union it with any transversal ofD3−i of sizeτ(D3−i). The resulting set is a transversal inD of size

ν(D1)+ν(D2)+1 by (3), as desired. Thus we may assume thatτ(Di+Ei) ≥ τ(Di)+2 for i = 1, 2. Since

ν(Di +Ei) = τ(Di +Ei) we may assume that there is a packing of sizeν(D1) in D1 and two disjoint paths

disjoint from the packing joiningu2 to u3 andu4 tou1, respectively. Likewise, we may assume that a similar

situation occurs inD2, but with paths joiningu3 to u4 andu1 to u2. (If the paths join the other pairs we get a

packing of sizeν(D1)+ν(D2)+2, a contradiction, because the union of{u1, u3}, any transversal ofD1 and

any transversal ofD2 is a transversal ofD of the same size.) Now we use the fact thatD2 satisfies (a), (b) or

(c) for the edgesu2u3 andu4u1. If (a) holds, then we have a packing inD of sizeν(D1)+ν(D2)+2, and so

we may assume from the symmetry that (b) holds, wheree1 = u2u3. LetT2 be the corresponding transversal.

We may also assume thatν(D1 + u3u4 + u1u2) ≤ ν(D1) + 1, for otherwise we produce a packing ofD of

sizeν(D1) + ν(D2) + 2. It follows thatν(D1 + u3u4 + u1u2 + u1u4) ≤ ν(D1) + 1, because a packing of

D1 + u3u4 + u1u2 + u1u4 that usesu1u4 cannot useu3u4 or u1u2. Henceτ(D1 + u3u4 + u1u2 + u1u4) =

ν(D1 + u3u4 + u1u2 + u1u4) ≤ τ(D1) + 1. Let T1 be a corresponding transversal. ThenT1 ∪ T2 is a

transversal inD of sizeν(D1) + ν(D2) + 1 by (3), as desired. ✸

LetFi be the set of all edgese ∈ Ei such thatτ(Di + e) > τ(Di).

Claim 3. The reversal of no edge inF1 belongs toF2.

Proof of Claim: Otherwise we can construct a packing inD of sizeν(D1)+ ν(D2)+1, contrary to Claim 2.

✸

Claim 4. The digraphD has a packing of sizeν(D1) + ν(D2).

Proof of Claim: The union of any maximum packing ofD1 with any maximum packing ofD2 is as desired

by (2). ✸

Claim 5. For somei ∈ {1, 2}, Fi includes two independent edges.
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Proof of Claim: Suppose for a contradiction that noFi includes two independent edges. It follows from

Claim 3 that there exist adjacent edgese1, e2 ∈ E1 − F1 and adjacent edgese3, e4 ∈ E2 − F2 such that

e3, e4 are the reverses of the edges inE1 − {e1, e2}. Sincee1, e2 6∈ F1 we deduce from Claim 1 that

τ(D1 + e1 + e2) = ν(D1 + e1 + e2) = ν(D1) and similarlyτ(D2 + e3 + e4) = ν(D2). But the union of

the corresponding transversals is a transversal inD of sizeν(D1) + ν(D2), contrary to Claim 4. ✸

Claim 6. At most one ofF1, F2 includes two independent edges.

Proof of Claim: If both of them do, then (a) holds for those pairs, and we get a packing inD of size at least

ν(D1) + ν(D2) + 1, contradicting Claim 2. ✸

By Claim 5 we may assume thatF2 includes two independent edges. We wish to define a setF ⊆ E1 − F1.

If E2 = F2, thenF1 = ∅ by Claim 3, and we putF = E1. Otherwise we proceed as follows. IfF1 6= ∅,

then it includes a unique edge by Claim 3, Claim 6 and the fact thatF2 includes two independent edges.

Let e be the unique member ofF1. If F1 = ∅, then we selecte ∈ E1 such that its reverse does not belong

to F2. In either case the reverse ofe does not belong toF2. We putF = E1 − {e}. This completes the

definition ofF . We apply Claim 1 toD1 andF . Then (i) does not hold, becauseF ∩ F1 = ∅. If (ii) holds,

then letT1 be the corresponding transversal, and letT2 be a transversal of sizeτ(D2) in D2 if e does not

exist, and inD2 with the reverse ofe added otherwise. ThenT1 ∪ T2 is a transversal inD by (3) of size

ν(D1)+ ν(D2), contrary to Claim 4. Thus (iii) holds. That is, there exist independent edgese1, e2 ∈ F such

thatν(D1 + e1 + e2) > ν(D1). Let e3, e4 ∈ E2 be the reverses ofe1, e2. SinceF2 includes two independent

edges we deduce from the choice ofF thate3, e4 ∈ F2. Thusν(D2 + e3 + e4) ≥ ν(D2) + 2 by (a). By

combining the resulting packings we get a packing inD of size at leastν(D1) + ν(D2) + 1, contrary to

Claim 2. �

Proposition 8.2. LetG,M,D, whereν(D) < τ(D), andG1, G2, G3, C be as in Proposition5.5. Then at

least one edge ofM has both ends inV (C).

Proof. Let A,B denote a bipartition ofG. Let u1, u2, u3, u4 be the vertices ofC (in that order), where

u1, u3 ∈ A andu2, u4 ∈ B. Suppose for a contradiction that no edge ofM has both ends inV (C), and

let the edges ofM incident to vertices ofC be m1 = u1u
′
1, m2 = u2u

′
2, m3 = u3u

′
3, m4 = u4u

′
4.

For i = 1, 2, 3, 4 we will useui to also denote the vertex ofD that results from contractingmi. Let Q

be a cube such thatC is a subgraph ofQ, andQ is otherwise disjoint fromG1 ∪ G2 ∪ G3. SinceG is a

brace,|V (Gi) \ {u1, . . . , u4}| is even fori = 1, 2, 3, 4. As each ofm1,m2,m3,m4 have exactly one end

in C, we may assume (by renumberingG1, G2, G3 andu1, u2, u3, u4) that {m1,m2,m3,m4} ⊆ E(G1),

or {m3,m4} ⊆ E(G1) and{m1,m2} ⊆ E(G2). In the former case we may also assume that|E(G2)| ≤

|E(G3)|. If {m1,m2,m3,m4} ⊆ E(G1) and |E(G1)| > 12, then letH1 = G1 andH2 = G2 ∪ G3;

otherwise letH1 = G1 ∪ G2 andH2 = G3. Thus|E(H1)| > 12 by Lemma 5.9. Then bothH1 andH2
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are obtained from planar braces by repeatedly applying the trisum operation. LetJ1 = D(H1,M), and let

D1 = J1\E(C). Let J2 be obtained fromH2 by directing every edge fromA ∩ V (H2) to B ∩ V (H2), and

then contracting every edge ofM ∩ E(H2), and letD2 = J2\E(C). Let us notice thatu1, u3 are sources,

andu2, u4 are sinks ofD2. Thus conditions (2) and (3) of Lemma 8.1 hold.

We now prove that condition (1) holds. The graphH1 is obtained from planar braces by repeatedly

applying the 4-sum operation. By Theorem 5.4 the digraphJ1 has no minor isomorphic to an odd double

circuit or F7. Moreover|V (J1)| + |E(J1)| < |V (D)| + |E(D)| by Lemma 5.9, and soJ1 packs by the

hypothesis of Proposition 5.5. ButJ1 is isomorphic toD1 + E1, and henceD1 + E1 packs. To prove that

D2+E2 packs we first notice thatD2+E2 is a subdigraph ofD(H2∪Q,M2), whereM2 is a perfect matching

of H2 ∪Q that includesE(H2)∩M and no edge with both ends inV (C). ButD(H2 ∪Q,M2) packs by the

hypothesis of Proposition 5.5 and the fact that|E(H1)| > 12. Thus conditions (1)–(3) of Lemma 8.1 hold.

Next we show that fori = 1, 2, and for every paire1, e2 ∈ Ei of independent edges one of (a), (b), (c)

holds. We first do so fori = 2. It suffices to argue fore1 = u2u1 ande2 = u4u3. SinceD(H2 ∪ Q,M2)

packs by the previous paragraph, we see thatD′
2 = D2 + {u2u1, u3u2, u4u3, u1u4} also packs. But clearly

τ(D′
2) > τ(D2), becauseu1, u3 are sources andu1, u4 are sinks ofD2, and{u1, u2, u3, u4} is the vertex-set

of a circuit ofD′
2. If ν(D′

2) ≥ ν(D2) + 2, then (a) holds. Thus we may assume thatτ(D′
2) = τ(D2) + 1.

Let T be a corresponding transversal ofD′
2. Since{u1, u2, u3, u4} is the vertex-set of a circuit ofD′

2, and

|T | = ν(D2) + 1, we see that|{u1, u2, u3, u4} ∩ T | = 1. Let T ′ = T − {u1, u2, u3, u4}. If u1 ∈ T or

u2 ∈ T , thenT ′ shows that (c) holds and ifu3 ∈ T or u4 ∈ T , thenT ′ shows that (b) holds, as desired. This

proves that one of (a), (b), (c) holds fori = 2.

It remains to show that one of (a), (b), (c) holds fori = 1. Let e1, e2 be independent edges as in

Lemma 8.1; for the purpose of this paragraph we may take advantage of symmetry and assume thate1 = u1u2

ande2 = u2u4. Forj = 1, 2, 3, 4 letujvj denote the edges ofQ with exactly one end inV (C). LetM1 be the

union ofM∩E(H1) and two edges ofQ, one with endsv1v2 and the other with endsv3v4. Let us consider the

digraphD′
1 := D(H1∪Q\E(C),M1). ThenD′

1 is isomorphic to the graphD1+{u1a, au2, ab, ba, u3b, bu4}.

If D′
1 packs, then one of (a), (b), (c) holds: clearlyτ(D′

1) > τ(D1) becauseD′
1 has a circuit disjoint from

D1. If ν(D′
1) ≥ ν(D1)+ 2, then (a) holds; ifτ(D′

1) = τ(D1)+ 1, then letT be a corresponding transversal.

If a ∈ T thenT ∩ V (D1) ∪ {u1} proves (b). Ifb ∈ T thenT ∩ V (D2) ∪ {u3} proves (c). Thus we may

assume thatD′
1 does not pack, and so by the hypothesis of Proposition 5.5 we see that|E(H2)| ≤ |E(Q)|.

ThusH2 is a cube by Lemma 5.9. In particular,H2 = G3 andH1 = G1 ∪G2. The definition ofH1 andH2

implies that{m1,m2,m3,m4} 6⊆ E(G1) or |E(G1)| = 12.

Let us first assume that{m1,m2,m3,m4} ⊆ E(G1). Then|E(G1)| = 12, and soG1 is a cube. Since

|E(G2)| ≤ |E(G3)| andG3 = H2 is a cube, we deduce thatG1, G2, G3 are all cubes. Leta, b (resp.c, d)

denote the edges ofM \C in G2 (resp.G3). ThenD is isomorphic to one of the digraphs depicted in Figure 2.
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FIGURE 2. Two digraphs.

For both (a) and (b),{u1a, au2, u2u1}, {u3b, bu4, u4u3}, {cd, dc} is a packing of circuits and{a, u3, c} is a

transversal. In particular,ν(D) = 3 = τ(D), a contradiction.

Thus we may assume that{m1,m2,m3,m4} 6⊆ E(G1), and so{m3,m4} ⊆ E(G1) and{m1,m2} ⊆

E(G2). Moreover,H1 = G1 ∪G2. For i = 1, 2 let Li be obtained fromGi\E(C) by orienting all the edges

of Gi\E(C) fromA to B and by contracting all edges ofM ∩E(Gi). Then

(∗) u1 is a source andu2 is a sink ofL1, andu3 is a source andu4 is a sink ofL2.

Claim 1.

(1) The digraphL1 does not have disjoint pathsP1 from u1 to u3 andP2 from u4 to u2.

(2) The digraphL2 does not have disjoint pathsP1 from u3 to u1 andP2 from u2 to u4.

Proof of Claim: We may assume thati = 1, and suppose for a contradiction thatP1, P2 exist. For the

cubeQ we haveV (Q) = {u1, u2, u3, u4, v1, v2, v3, v4} and E(Q) = C ∪ {uivi : i = 1, 2, 3, 4} ∪

{v1v2, v2v3, v3v4, v4v1}. Let M ′ = M ∪ {u1v1, u2v2, v3v4}. Let Q′ be the graph obtained fromQ by

replacing every edge ofC by two parallel edges. ThenD(G1 ∪ Q′,M ′) contains as a subdigraph a digraph

D′ which is obtained fromL1 by adding a new vertexw and edgesu2u1, u1u2, u3w, wu4, wu1, andu2w.

But that is a contradiction, becauseD′ has an odd double circuit minor (contract all but one edge of each path

comprisingL1) and by Theorem 5.4, Lemma 5.9 and the hypothesis of Proposition 5.5,D(G1 ∪ Q′,M ′)

packs, and hence so doesD′. ✸

We now show that one of (a), (b), (c) holds for the pair of edgesu1u4 andu3u2. Indeed, suppose that none

of (a), (b), (c) hold. ThenD1 + u1u4 has a packing of sizeν(D1) + 1. This packing includes a circuit

containing the edgeu1u4. Hence,D1 has a packingC of sizeν(D1) and a pathP1 from u4 to u1 disjoint

from everyC ∈ C. Similarly,D1 has a packingC′ of sizeν(D1) and a pathP2 from u2 to u3 disjoint from
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everyC ∈ C′. SinceP1 andP2 are disjoint from any minimum transversal ofD1 we deduce that their union

is acyclic. By(∗) we deduce thatP1 can be decomposed into either (α) subpathsP ′
1 fromu2 to u1 of L2 and

P ′′
1 from u1 to u3 of L1, or (β) subpathsP ′

1 from u2 to u4 of L2 andP ′′
1 from u4 to u3 of L1. Similarly,P2

can be decomposed into either (α′) subpathsP ′
2 from u4 to u2 of L1 andP ′′

2 from u2 to u1 of L2, or (β′)

subpathsP ′
2 from u4 to u3 of L1 andP ′′

2 from u3 to u1 of L1. If (α) and (α′) occur then the pathsP ′′
1 and

P ′
2 contradict Claim 1(1). If (β) and (β′) occurs then pathsP ′

1 andP ′′
2 contradict Claim 1(2). All other cases

contradict the fact thatP1 ∪ P2 is acyclic.

It remains to show that one of (a), (b), (c) holds for the pair of edgesu1u2 andu3u4. Suppose it does not.

ThusD1 + u3u4 has a packing of sizeν(D1) + 1. This packing includes a circuit containing the edgeu3u4,

and henceD1 has a packingC of sizeν(D1), and a pathP from u4 to u3 disjoint from every member ofC.

It follows from (∗) and Claim 1 thatP is a subgraph ofL1. SinceC does not useu3 or u4 (because every

member ofC is disjoint fromP ) we deduce that at most one circuit ofC intersects bothE(L1) andE(L2).

Thus either (lettingν = ν(D1) and using(∗))

(A) ν(L1 + u3u4) + ν(L2) ≥ ν + 1, or

(B) ν(L1 + u2u1 + u3u4) + ν(L2 + u1u2) ≥ ν + 2,

where (A) (resp. (B)) occurs when no (resp. exactly one) circuit of C intersects bothE(L1) andE(L2).

Similarly, either

(C) ν(L2 + u1u2) + ν(L1) ≥ ν + 1, or

(D) ν(L2 + u1u2 + u4u3) + ν(L1 + u3u4) ≥ ν + 2.

By (∗) ν(L1) + ν(L2) ≤ ν. Thus if (A) and (C) hold we deduce that

ν(D1 + u1u2 + u3u4) ≥ ν(L1 + u3u4) + ν(L2 + u1u2) = 2ν + 2− ν(L1)− ν(L2) ≥ ν + 2,

where the first inequality follows from(∗). It follows that (a) holds, a contradiction. Assume now that(B)

and (D) hold. Clearlyν(L2 + u1u2 + u4u3) ≥ ν(L2 + u1u2), ν(L1 + u2u1 + u3u4) ≥ ν(L1 + u3u4) and

ν(L1 + u2u1 + u3u4) + ν(L2 + u1u2 + u4u3) ≤ ν + 2. Therefore

2ν + 4 ≥ ν(L1 + u2u1 + u3u4) + ν(L2 + u1u2) + ν(L2 + u1u2 + u4u3) + ν(L1 + u3u4) ≥ 2ν + 4.

Thus equality holds throughout, and, in particular,ν(L1 + u2u1 + u3u4) = ν(L1 + u3u4). Sinceν(L2) ≥

ν(L2 + u1u2)− 1 we have

ν(L1 + u3u4) + ν(L2) ≥ ν(L1 + u2u1 + u3u4) + ν(L2 + u1u2)− 1 ≥ ν + 1

by (B), and so (A) holds. Thus we have shown that if (B) and (D) hold, then (A) holds as well.

To complete the proof we may assume that either (A) and (D) hold or that (B) and (C) hold. By symmetry

we may assume that the former case occurs and that (C) does nothold. We need two claims.

(E) ν(L2 + u1u2) ≤ ν(L2)



20 BERTRAND GUENIN AND ROBIN THOMAS

To prove (E) we subtract the negation of (C) from (A), and use the fact thatν(L1 + u3u4) ≤ ν(L1) + 1. We

find thatν(L2 + u1u2) ≤ ν(L2), which is (E).

(F) ν(L2 + u4u3) ≤ ν(L2)

To prove (F) we use the fact thatν(L1+u3u4)+ν(L2+u4u3) ≤ ν+1. (Otherwise those packings could be

combined to produce a packing inD1 of sizeν + 1.) By subtracting this inequality from (A) we obtain (F).

Let L′
2 = L2 + {u1a, au2, u3b, bu4, ab, ba, u4u3}. Let Q′ be obtained fromQ by adding a three-edge

pathP ′ joining u3 andu4, and otherwise disjoint fromG ∪ Q. Let M ′
2 be a perfect matching ofG2 ∪ Q′

that includesM ∩E(G2), two edges ofP ′, and two edges ofQ\V (C): one with ends adjacent tou1 andu2,

and the other with ends adjacent tou3 andu4. ThusL′
2 is isomorphic toD(G2 ∪Q′\E(C),M ′

2). The graph

G2∪Q′ is a subgraph of a braceH in such a way thatH\V (G2∪Q′) has a perfect matching andH is obtained

from planar braces by trisumming. By Theorem 5.4 the digraphL′
2 has no minor isomorphic to an odd double

circuit orF7. By Lemma 5.9 the digraphL′
2 satisfies|V (L′

2)|+ |E(L′
2)| < |V (D)|+ |E(D)|, and henceL′

2

packs by the hypothesis of Proposition 5.5. We will show thatτ(L′
2) ≥ ν(L2) + 2 andν(L′

2) ≤ ν(L2) + 1.

This is a contradiction that will prove the proposition.

We first show thatτ(L′
2) ≥ ν(L2) + 2. Indeed, suppose for a contradiction thatL′

2 has a transversalT of

size at mostν(L2) + 1. Since{b, u3, u4} is the vertex-set of a circuit ofL′
2, one of those vertices belongs to

T . If b ∈ T , thenT −{b} is a transversal ofL2 + u1u2 + u4u3 of sizeν(L2). Thusν(L2 + u1u2 + u4u3) +

ν(L1 + u3u4) ≤ ν(L2) + ν(L1 + u3u4) ≤ ν + 1, contrary to (D). Ifb 6∈ T , thenu3 ∈ T or u4 ∈ T , and

a ∈ T , because{a, b} is the vertex-set of a circuit ofL′
2. ThenT − {u3, u4, a} is a transversal ofL2 by (∗)

of sizeν(L2)− 1, a contradiction. This proves thatτ(L′
2) ≥ ν(L2) + 2.

Finally, it remains to prove thatν(L′
2) ≤ ν(L2) + 1. To this end suppose for a contradiction thatC is a

packing inL′
2 of sizeν(L2)+ 2. Choose a circuitC ∈ C such thatb ∈ V (C). If such a choice is not possible

chooseC with a ∈ V (C), and if that is not possible chooseC arbitrarily. It follows that the packingC −{C}

uses at most one ofa andu4, and hence the packingC − {C} proves that eitherν(L2 + u4u3) > ν(L2), or

ν(L2 + u1u2) > ν(L2), contrary to (E) and (F). This proves thatν(L′
2) ≤ ν(L2) + 1, and hence completes

the proof of the proposition. �

9. CONCLUDING REMARKS

Consider a digraphD with weight functionw : V (D) → Z+. The weight of a subsetT ⊆ V (D) is

defined as
∑

v∈T w(v). The value of the minimum weight transversal is writtenτ(D,w). The cardinality

of the largest familyC of circuits with the property that for everyv ∈ V (D) at mostw(v) circuits of C

usev, is denotedν(D,w). Let e : V (D) → Z+ wheree(v) = 1, ∀v ∈ V (D). Thenτ(D) = τ(D, e)

andν(D) = ν(D, e). Observe that for every digraphD and for all positive weight functionsw we have

τ(D,w) ≥ ν(D,w). A natural extension of Theorem 1.1 would be to characterizewhich are the digraphs
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FIGURE 3. DigraphD with τ(D,w) > ν(D,w).

D for which τ(H,w) = ν(H,w), for every subdigraphH of D and for every weightsw : V (D) → Z+.

This class of digraphs is closed under taking minors, and thus does not containF7 or odd double circuits.

However, there are other obstructions as is illustrated by the digraphD of Figure 3. Next to each vertexv

we indicate the weightw(v). Here we have3 = τ(D,w) > ν(D,w) = 2, andD does not containF7 or an

odd double circuit as a minor. In fact many other obstructions can be obtained by a similar construction. A

related problem is to study the class of digraphs for whichτ(D,w) = ν(D,w) for all w : V (D) → Z+ but

without requiring that the same property hold for every subdigraph. This can be formulated as a hypergraph

matching problem where the vertices of the hypergraph are the vertices of the digraph and the edges are the

vertex set of circuits ofD. There is a long list of obstructions to this property. However the problem has been

solved for the special case whenD is a tournament [8] or a bipartite tournament [9].
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