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POSET LIMITS AND EXCHANGEABLE RANDOM

POSETS

Abstract. We develop a theory of limits of finite posets in close anal-

ogy to the recent theory of graph limits. In particular, we study rep-

resentations of the limits by functions of two variables on a probability

space, and connections to exchangeable random infinite posets.

1. Introduction and main results

A deep theory of limit objects of (finite) graphs has in recent years been
created by Lovász and Szegedy [15] and Borgs, Chayes, Lovász, Sós and
Vesztergombi [6, 7], and further developed in a series of papers by these
and other authors. It is shown by Diaconis and Janson [8] that the theory
is closely connected with the Aldous–Hoover theory of representations of
exchangeable arrays of random variables, further developed and described
in detail by Kallenberg [14]; the connection is through exchangeable random
infinite graphs. (See also Tao [20] and Austin [2].)

The basic ideas of the graph limit theory extend to other structures too;
note that the Aldous–Hoover theory as stated by Kallenberg [14] includes
both multi-dimensional arrays (corresponding to hypergraphs) and some
different symmetry conditions (or lack thereof). For bipartite graphs and
digraphs (i.e., directed graphs), some details are given by Diaconis and Jan-
son [8]. For hypergraphs, an extension is given by Elek and Szegedy [9]; see
also [8] (where no details are given) and Tao [20] and Austin [2].

It seems possible that some future version of the theory will be formulated
in a general way that includes all these cases as well as others. While waiting
for such a theory, it is interesting to study further structures. In the present
paper, we develop a theory for limits of finite posets (i.e., partially ordered
sets).

The theory for posets can be developed in analogy with the theory for
graph limits, but it can also be obtained as a special case of the theory for
digraphs. We will in this paper use both views.

In this paper, all posets (and graphs) are assumed to be non-empty. They
are usually finite, but we will sometimes use infinite posets as well. If (P,<)
is a poset, we call P its ground set ; we also say that (P,<) is a poset on P .
For simplicity, we often use the same notation for a poset and its ground set
when there is no danger of confusion. Sometimes we write <P for the partial
order and P ◦ for the ground set of a poset P . We let P denote the set of
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2 POSET LIMITS AND EXCHANGEABLE RANDOM POSETS

unlabelled finite posets. (For this and other definitions, see also Sections
2–3 where more details are given.)

We may regard a poset (P,<) as a digraph, with vertex set P and a
directed edge i → j if and only if i < j for all i, j ∈ P . (In particular,
the digraph is loopless.) The poset and the digraph determine each other
uniquely, so we may identify a poset with the corresponding digraph, but
note that not every digraph is a poset. Hence, we can regard P as a subset
of the set D of unlabelled finite digraphs. A simple characterizations of the
digraphs that are posets is given in Lemma 2.1.

A poset homomorphism Q → P is a map ϕ : Q◦ → P ◦ between the
ground sets such that x <Q y =⇒ ϕ(x) <P ϕ(y). We say that Q is a
subposet of P , and write Q ⊆ P , if Q◦ ⊆ P ◦ and x <Q y =⇒ x <P y, i.e.,
if the identity map Q → P is a poset homomorphism. We say that Q is an
induced subposet of P if further x <Q y ⇐⇒ x <P y for all x, y ∈ Q◦. If
P is a poset and A is a subset of its ground set P ◦, then P |A denotes the
restriction of P to A, i.e., A with the order <P inherited from P . Thus,
Q is an induced subposet of P if and only if Q equals P |A for some (non-
empty) A ⊆ P ◦. Note that these definitions agree with the corresponding
definitions for digraphs, so we may identify posets with digraphs as above
without problems.

In analogy with the graph case in [15; 6], we define the functional t(Q,P )
for finite posets as the proportion of all maps Q → P that are poset ho-
momorphisms. We similarly also define tinj(Q,P ) as the proportion of all
injective maps Q → P that are poset homomorphisms and tind(Q,F ) as the
proportion of all injective maps ϕ : Q→ P such that x <Q y ⇐⇒ ϕ(x) <P
ϕ(y) (i.e., ϕ is an isomorphism .onto an induced subposet of P ).

We say that a sequence (Pn) of finite posets with |Pn| → ∞ converges,
if t(Q,Pn) converges for every finite poset Q. (All unspecified limits in this
paper are as n→ ∞.) For completeness, we also say that a sequence (Pn)
of finite posets with |Pn| 6→ ∞ converges if it is eventually constant.

If a sequence of posets converge in this sense, what is its limit? Ex-
actly as for graph limits [15; 6; 8], we may define limit objects in several
different, equivalent, ways. One possibility is to define the limit objects
as equivalence classes of convergent sequences, where two convergent se-
quences (Pn) and (P ′

n) are defined to be equivalent if the combined sequence
(P1, P

′
1, P2, P

′
2, . . . ) converges. This is similar to the standard construction

of the completion of a metric space using Cauchy sequences. In fact, it is
easy to define a metric on P such that the Cauchy sequences are exactly the
convergent sequences, and then the poset limits are exactly the elements of
the completion. A simple way to construct such a metric is to use one of the
embedding in Theorem 3.1 of P into a compact metric space. Equivalently,
and this is the method that we find technically most convenient, we choose

one of these embeddings, for example τ̂+ : P → [0, 1]P
+

= [0, 1]P × [0, 1]
defined in Section 3, identify P and its image τ̂+(P), and let P be its closure
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in [0, 1]P
+

; thus P is the set of poset limits. We also define P∞ := P \P, the
set of proper poset limits. Note that P is a compact metric space, because

[0, 1]P
+

is. Further, P is an open dense subset of P , and thus P∞ is a closed
subset and thus itself a compact metric space.

It follows from this construction that the functionals t(Q, ·) , tinj(Q, ·) and
tind(Q, ·) extends by continuity to P for every Q ∈ P, and that Pn → Π ∈
P∞ if and only if |Pn| → ∞ and t(Q,Pn) → t(Q,Π) for every Q ∈ P. As a
consequence, a proper poset limit Π ∈ P∞ is determined by t(Q,Π), Q ∈ P.

Just as for graph limits, this construction is convenient for the definition
and existence of poset limits, but a more concrete representation is desirable.
We will study two such representations, by kernels and by exchangeable
random posets.

For graph limits, Lovász and Szegedy [15] gave an important (non-unique)
representation by symmetric functions W : [0, 1]2 → [0, 1] (or, more gener-
ally, W : S2 → [0, 1] for a probability space S), see also [6; 8]. (See [8] and
Section 10 below for the more complicated version for digraphs.) A similar
construction for poset limits is as follows.

Definition 1.1. An ordered probability space (S,F , µ,≺) is a probability
space (S,F , µ) equipped with a partial order ≺ such that {(x, y) : x ≺ y} is
a measurable subset of S × S (i.e., belongs to the product σ-field F ×F).

A kernel on an ordered probability space (S,F , µ,≺) is a measurable
function W : S × S → [0, 1] such that, for x, y, z ∈ S,

W (x, y) > 0 =⇒ x ≺ y, (1.1)

W (x, y) > 0 and W (y, z) > 0 =⇒ W (x, z) = 1. (1.2)

A strict kernel is a kernel such that W (x, y) > 0 ⇐⇒ x ≺ y.

When convenient, we may omit parts of the notation that are clear from
the context and say, e.g., that S or (S, µ) is a probability space or an ordered
probability space.

Remark 1.2. We may when convenient suppose that the kernel is strict,
by replacing the order ≺ on S by ≺′ defined by x ≺′ y if W (x, y) > 0. Note
further that by (1.2), a strict kernel W (x, y) is typically determined to be 0
or 1 for many (x, y); it is only when (x, y) forms a gap in the order ≺′ that
we have the freedom to choose W (x, y) ∈ (0, 1).

Let [n] := {1, . . . , n} for n ∈ N := {1, 2, . . . }, and [∞] := N. Thus [n] is a
set of cardinality n for all n ∈ N ∪ {∞}.

Definition 1.3. Given a kernel W on an ordered probability space (S,F ,
µ,≺), we define for every n ∈ N∪{∞} a random poset P (n,W ) of cardinality
n by taking a sequence (Xi)

∞
i=1 of i.i.d. points in S with distribution µ, and

independent uniformly distributed random variables ξij ∼ U(0, 1), i, j ∈ N,
and then defining P (n,W ) to be [n] with the partial order ≺∗=≺P (n,W )

defined by: i ≺∗ j if and only if ξij < W (Xi,Xj). In other words, given
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(Xi), we define the partial order randomly such that i ≺∗ j with probability
W (Xi,Xj), with (conditionally) independent choices for different pairs (i, j).

Note that ≺∗ really is a partial order because of (1.1), which implies
irreflexivity and asymmetry, and (1.2), which implies transitivity. (This is
the reason why we have to insist that W (x, z) = 1 in (1.2).)

Remark 1.4. We insist in Definition 1.1 that (1.1)–(1.2) hold for all x, y, z,
and not just a.e.; this will require some technical arguments in proofs in
Section 5 to replace a candidate kernel by a kernel that is a.e. equal to it.
Note that we can define P (n,W ) as above also if W only satisfies (1.1)–
(1.2) a.e.; P (n,W ) then will be a poset a.s. (We will use this in the proof
of Theorem 1.9 below.)

Example 1.5. For any ordered probability space, W (x, y) = 1[x ≺ y] is a
strict kernel. (We use 1[E ] to denote the indicator function of the event E ,
which is 1 if E occurs and 0 otherwise.) In this case i ≺P (n,W ) j ⇐⇒ Xi ≺
Xj and we do not need the auxiliary random variables ξij. In other words,
P (n,W ) then is (apart from the labelling) just the subset {X1, . . . ,Xn} of
S with the induced order, provided X1, . . . ,Xn are distinct (or, in general,
if we regard {X1, . . . ,Xn} as a multiset).

Note that every strict kernel with values in {0, 1} is of this type. (In par-
ticular, every strict kernel on an ordered probability space with a continuous
order.)

Example 1.6. Let S = {0, 1} with µ{0} = µ{1} = 1/2 and 0 ≺ 1; let
further W (0, 1) = p for some given p ∈ [0, 1], and, as required by (1.1),
W (0, 0) = W (1, 0) = W (1, 1) = 0. Then P (n,W ) consists of a random
’lower’ set of roughly half the vertices and a complementary ’upper’ set,
and u ≺P (n,W ) v with probability p for all lower u and upper v (and never
otherwise), independently for all pairs (u, v).

Further examples are given below and in Section 9.
One of our main results is the following representation theorem, parallel

to the result for graph limits by Lovász and Szegedy [15]. The proofs of this
and other theorems in the introduction are given in later sections.

Theorem 1.7. Every kernel W on an ordered probability space (S,F , µ,≺)
defines a poset limit ΠW ∈ P∞ such that the following holds.

(i) P (n,W )
a.s.
−→ ΠW as n→ ∞.

(ii) t(Q,ΠW ) =

∫

S|Q|

∏

ij:i<Qj

W (xi, xj) dµ(x1) . . . dµ(x|Q|), Q ∈ P. (1.3)

Moreover, every poset limit Π ∈ P∞ can be represented in this way, i.e.,
Π = ΠW for some kernel W on an ordered probability space (S,F , µ,≺).

Unfortunately, the ordered probability space and the kernel W in Theo-
rem 1.7 are not unique (just as in the corresponding representation of graph
limits). We discuss the question of when two kernels represent the same
poset limit in Section 7. We note, however, the following important fact.
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Theorem 1.8. Let Π ∈ P∞ and n ∈ N ∪ {∞}. Then the random poset
P (n,W ) has the same distribution for every kernel W on an ordered proba-
bility space that represents Π. We may consequently define the random poset
P (n,Π) as P (n,W ) for any kernel W such that ΠW = Π.

It is easy to see that if Q is a finite poset, n ≥ |Q|, and W is a kernel,
then

E tinj(Q,P (n,W )) =

∫

S|Q|

∏

ij:i<Qj

W (xi, xj) dµ(x1) . . . dµ(x|Q|), (1.4)

the integral in (1.3). Hence, for every poset limit Π, finite poset Q and finite
n ≥ |Q|,

E tinj(Q,P (n,Π)) = t(Q,Π). (1.5)

If Q is a finite labelled poset with ground set ⊂ N we similarly find

P
(
Q ⊂ P (∞,Π)

)
= t(Q,Π). (1.6)

This is easily seen to be equivalent to (see (3.8)–(3.9) and (5.16)–(5.17))

P
(
P (∞,Π)|[n] = Q

)
= P

(
P (n,Π) = Q

)
= tind(Q,Π), (1.7)

for every (labelled) poset Q on [n], which describes the distribution of
P (∞,Π).

We can use the non-uniqueness of the representation to our advantage by
imposing further conditions (normalizations) that may be useful in various
situations.

Theorem 1.9. We may in Theorem 1.7 choose one of the following further
conditions and impose it on the representing kernel W :

(i) W is a strict kernel.
(ii) (S,F , µ) = [0, 1] with Lebesgue measure; i.e., W is a kernel on

([0, 1],B, λ,≺), where B is the Borel σ-field, λ is Lebesgue measure
and ≺ is some (measurable) partial order, not necessarily the stan-
dard order.

(iii) (S,F , µ) = [0, 1]2 with Lebesgue measure, and (x1, y1) ≺ (x2, y2) if
and only if x1 < x2 in the standard order.

When µ is the Lebesgue measure λ (in one or several dimensions), we
take F to be the Borel σ-field. (We could use the Lebesgue σ-field instead;
this would not make any essential difference since a Lebesgue measurable
function into [0, 1] is a.e. equal to a Borel measurable function.)

We have, however, not yet been able to see whether it always is possible
to use (S,F , µ) = [0, 1] with Lebesgue measure and the standard order
<. (This would supersede both (ii) and (iii) in Theorem 1.9, and yield a
simplified representation of poset limits.) We state this as an open problem:

Problem 1.10. Can every proper poset limit be represented by a kernel on
([0, 1],B, λ,<), with the standard order <?
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Example 1.11 (Continuation of Example 1.6). Let S and W be as in
Example 1.6, and let Q = S = {0, 1}. Theorem 1.7(ii) then yields

t(Q,ΠW ) =

∫

S2

W (x, y) dµ(x) dµ(y) = p/4.

This shows that different p yield different ΠW . Consequently, P∞ is un-
countable.

Example 1.12. Let P be a finite poset. Take S = P and let the probability
measure µ be the uniform distribution on P : µ{i} = |P |−1 for every i ∈ P .
Then P becomes an ordered probability space, and WP (x, y) := 1[x <P y]
is a strict kernel on P , see Example 1.5. For any Q ∈ P, Theorem 1.7(ii)
shows that t(Q,ΠWP

) = P(xi <p xj when i <Q j) for i.i.d. random vertices
xi in P, which is just the probability that the random mapping i 7→ xi is a
poset homomorphism. Thus, writing ΠP := ΠWP

,

t(Q,ΠP ) = t(Q,P ) (1.8)

for all Q ∈ P.
We have shown that for every finite poset P there is a poset limit ΠP ∈ P∞

such that (1.8) holds for all Q ∈ P. Note that this defines ΠP uniquely;
however, the map P 7→ ΠP is not injective, as is shown by the example
{0, 1}×[n] discussed further in Section 3 or the trivial posets in Example 9.2.
Note also that the mapping is not surjective, since P is countable and P∞

is uncountable (e.g., by Example 1.11). Hence only some (exceptionally
simple) poset limits can be represented as ΠP for a finite poset P .

We can now state a convergence criterion in terms of the cut metric defined
in Section 6. (See [6] for the graph version.)

Theorem 1.13. Let (Pn) be a sequence of finite posets with |Pn| → ∞ and
let Π ∈ P∞. Let WPn be the kernel defined by Pn as in Example 1.12, and
let W be any kernel that represents Π. Then, as n→ ∞, Pn → Π ⇐⇒
δ�(WPn ,W ) → 0.

Our second representation of graph limits uses exchangeable random posets.

Definition 1.14. A random infinite poset (or digraph) on N is exchangeable
if its distribution is invariant under every permutation of N.

Similarly, an array {Iij}
∞
i,j=1, of random variables is (jointly) exchangeable

if the array {Iσ(i)σ(j)}
∞
i,j=1 has the same distribution as {Iij}

∞
i,j=1 for every

permutation σ of N.

Consequently, if R is a random poset on N and Iij := 1[i <R j], then R
is exchangeable if and only if the array {Iij} is.

The random poset P (∞,W ) defined in Definition 1.3 is evidently ex-
changeable, and thus so is P (∞,Π) in Theorem 1.8. More generally, we can
construct exchangeable random infinite posets by taking mixtures of such
distributions, i.e., by taking P (∞,W ) or P (∞,Π) with a random kernel W
or a random graph limit Π (which of course is assumed to be independent of
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the other random variables Xi and ξij in the construction); cf. the classical
de Finetti’s theorem for exchangeable sequences of random variables, see
e.g. Kallenberg [14, Theorem 1.1]. Another of our main results is that this
yields all exchangeable random infinite posets, which can be seen as a de
Finetti theorem for posets. (It is a special case of the general representation
theorem for exchangeable arrays by Aldous and Hoover [1; 11; 14]. Cf. the
graph case in [8].) Moreover, the poset limits correspond to exchangeable
random infinite posets whose distribution is an extreme point in the set of
all such distributions, and this yields a unique representation of poset limits
as follows.

Theorem 1.15. (i) There is a one-to-one correspondence between distribu-
tions of random elements Π ∈ P∞ and distributions of exchangeable random

infinite posets R ∈ P∞ given by R
d
= P (∞,Π); this relation between Π and

R is equivalent to either of

E t(Q,Π) = P(R ⊃ Q) (1.9)

or

E tind(Q,Π) = P(R|A = Q) (1.10)

for every finite labelled poset Q with a ground set A ⊂ N. Furthermore, then

R|[n]
d

−→ Π in P as n→ ∞.
(ii) There is a one-to-one correspondence between poset limits Π ∈ P∞

and extreme points of the set of distributions of exchangeable random infinite

posets R. This correspondence is given by R
d
= P (∞,Π), or, equivalently,

either of

t(Q,Π) = P(R ⊃ Q) (1.11)

or

tind(Q,Π) = P(R|A = Q) (1.12)

for every finite labelled poset Q with a ground set A ⊂ N. Furthermore, then

R|[n]
a.s.
−→ Π in P as n→ ∞.

We can characterize these extreme point distributions of exchangeable
random infinite posets as follows. Let PL

N
be the space of all (labelled)

infinite posets on N. This can be seen as a subset of the product space
{0, 1}N×N, using indicators Iij as above. We equip this product space with
the product topology, which is compact and metric; then PL

N
is a closed

subset and thus itself a compact metric space.

Theorem 1.16. Let R be an exchangeable random infinite poset. Then the
following are equivalent.

(i) The distribution of R is an extreme point in the set of exchangeable
distributions in the space PL

N
of all labelled infinite posets on N.
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(ii) If Q1 and Q2 are two finite posets with disjoint ground sets contained
in N, then

P(R ⊃ Q1 ∪Q2) = P(R ⊃ Q1)P(R ⊃ Q2).

(Here Q1 ∪Q2 denotes the poset with ground set Q◦
1 ∪Q

◦
2 and x <Q

y ⇐⇒ x <Q1
y or x <Q2

y; in particular x 6<Q y if x ∈ Q◦
1 and

y ∈ Q◦
2 or conversely.)

(iii) The restrictions R|[k] and R|[k+1,∞) are independent for every k.
(iv) Let Fn be the σ-field generated by R|[n,∞). Then the tail σ-field⋂∞

n=1Fn is trivial, i.e., contains only events with probability 0 or 1.

There is also a more direct relation between poset limits and exchangeable
random infinite posets, without going through kernels and P (∞,Π). Poset
limits are limits of unlabelled finite posets. For labelled finite posets there
is another, more elementary, notion of a limit as an infinite poset. More
precisely, if Pn is a labelled poset on the ground set [Nn] for some finite Nn

with Nn → ∞ as n→ ∞, and R is a poset on N, we say that Pn → R if,
for every pair (i, j) ∈ N

2, 1[i <Pn j] → 1[i <R j], i.e., if i <R j then i <Pn j
for all large n and if i 6<R j then i 6<Pn j for all large n. Equivalently, we
may regard each Pn as an element of the space PL

N
of posets on N by adding

an infinite number of points incomparable to everything else (in fact, any
extension to N would do, but it seems natural to choose the trivial one);
then Pn → R in this sense just means convergence in PL

N
with the topology

just introduced. For unlabelled posets, we can always choose a labelling.
Of course, the choice of labelling may affect the result, so we choose a

random labelling. Thus, if P is a finite unlabelled poset, we let P̂ be the
labelled poset obtained by randomly labelling P by 1, . . . , |P |, with the same
probability 1/|P |! for each possible labelling. As above, we can also extend

P̂ to a random poset on N, which we by abuse of notation still denote by

P̂ . The appropriate limit for a sequence (Pn) of finite posets then is limit

in distribution of (P̂n) as random elements of the compact metric space PL
N
.

This turns out to be equivalent to convergence of the unlabelled posets Pn
as defined above (and in Definition 3.2 below), i.e., in P.

Theorem 1.17. Let (Pn) be a sequence of finite unlabelled posets and as-
sume that |Pn| → ∞. Then the following are equivalent.

(i) Pn → Π in P for some Π ∈ P.

(ii) P̂n
d

−→ R in PL
N

for some random R ∈ PL
N
.

If these hold, then R is exchangeable, and R
d
= P (∞,Π); consequently, (1.11)

and (1.12) hold for every finite labelled poset Q with a ground set A ⊂ N.

Finally, we note that by regarding posets as digraphs, we obtain an em-
bedding P ⊂ D which extends to an embedding P ⊂ D. The poset limits
can thus be seen as special digraph limits. We characterize the digraph
limits that are poset limits in several ways in Theorem 10.1.
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Sections 2–3 contain definitions and some basic properties of poset limits.
The theorems above are proven in Sections 4–5 and 8. The cut metric is
defined and studied in Sections 6 and 8; in particular we show that it makes
the set of all kernels into a compact metric space, which is homeomorphic to
P∞ (Theorems 6.11 and 8.1.) The (lack of) uniqueness of the representation
by kernels is discussed in Section 7, where conditions for equivalence are
given. Further examples are given in Section 9. The relation between poset
limits and digraph limits is discussed further in Section 10, and the final
Section 11 contains further comments.

2. Preliminaries

We consider both labelled and unlabelled posets and digraphs. We use
for convenience [n] as our standard ground set for labelled posets and vertex
set for labelled digraphs, i.e., we use the labels 1, 2, . . . .

A digraph (directed graph) G consists of a vertex set V (G) and an edge
set E(G) ⊆ V (G)× V (G); the edge indicators thus form an arbitrary zero–
one matrix {Xij}, i, j ∈ V (G). We let |G| denote the number of vertices.
Unless we state otherwise explicitly, we assume that 1 ≤ |G| < ∞, but we
will also sometimes consider infinite digraphs.

Let, for n ∈ N, DL
n be the set of the 2n

2

labelled digraphs with vertex
set [n] and let Dn be the set of unlabelled digraphs with n vertices; Dn

can formally be defined as the quotient set DL
n/

∼= modulo isomorphisms.
Further, let DL :=

⋃
n≥1 D

L
n and D :=

⋃
n≥1Dn; thus D is the set of finite

unlabelled graphs.
Similarly, let PL

n be the set of all posets with ground set [n] and let Pn
be the quotient set PL

n /
∼= of unlabelled posets with n vertices, and let

PL :=
⋃
n≥1P

L
n and P :=

⋃
n≥1Pn, the set of finite unlabelled posets.

As said above, we can regard every poset as a digraph. This works for
both labelled and unlabelled posets and yields the inclusions PL

n ⊂ DL
n ,

Pn ⊂ Dn, P
L ⊂ DL, P ⊂ D. Further, every labelled poset or digraph can

be regarded as an unlabelled one by ignoring the labels. Hence it often does
not matter whether the posets and digraphs are labelled or not, but we shall
be explicit the times it does matter.

We can characterize the digraphs that are posets using a few special di-
graphs. Let, for n ≥ 1, Cn be the directed cycle with n vertices and n edges,
and let Pn be the directed path with n + 1 vertices and n edges. (Thus C1

is a loop and C2 a double edge.) We regard these as unlabelled digraphs.
Note that these, except P1, are not posets. Moreover, if G is a digraph,
consider the relation i→ j, meaning that there is an edge from i to j. This
relation is irreflexive if and only if G contains no loop, i.e. no subgraph C1.
Similarly, it is asymmetric if and only if G contains no double edge, i.e. no
C2. Assuming these properties of G, if x, y, z are three vertices such that
x→ y and y → z, then necessarily x, y and z are distinct, and either z → x
or {x, y, z} induces a subgraph P2 or C3; consequently, the relation then is
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transitive if and only if there is no such induced subgraph. We have proven
the following characterization.

Lemma 2.1. A (finite or infinite) digraph G is a poset if and only if it does
not have any induced subgraph C1, C2, C3, or P2. �

3. Digraph and poset limits

We repeat some of the notation and results for digraphs in [8] and give
corresponding results for posets.

If G is an (unlabelled) digraph and v1, . . . , vk is a sequence of vertices in
G, then G(v1, . . . , vk) denotes the labelled digraph with vertex set [k] where
we put an edge i→ j if vi → vj in G. We allow the possibility that vi = vj
for some i and j.

We let G[k], for k ≥ 1, be the random digraph G(v1, . . . , vk) obtained by
sampling v1, . . . , vk uniformly at random among the vertices of G, with re-
placement. In other words, v1, . . . , vk are independent uniformly distributed
random vertices of G.

For k ≤ |G|, we further let G[k]′ be the random digraph G(v′1, . . . , v
′
k)

where we sample v′1, . . . , v
′
k uniformly at random without replacement; the

sequence v′1, . . . , v
′
k is thus a uniformly distributed random sequence of k

distinct vertices. Hence, G[k]′ is the induced subgraph on a random set of
k vertices, with the vertices relabelled 1, . . . , k.

For a finite poset P , we similarly define P (v1, . . . , vk), P [k] and P [k]
′ (the

latter if k ≤ |P |); these are posets with ground set [k], and P [k] and P [k]′ are
random. Note that these definitions are consistent with our identification of
cosets and (certain) digraphs: for example, P [k] is the same for the poset P
as for P regarded as a digraph.

The graph limit theory in [15] and subsequent papers is based on the study
of the functional t(F,G) which is defined for two graphs F and G as the
proportion of all mappings V (F ) → V (G) that are graph homomorphisms
F → G. In probabilistic terms, t(F,G) is the probability that a uniform
random mapping V (F ) → V (G) is a graph homomorphism. For the digraph
version, see [8], ϕ : V (F ) → V (G) is a homomorphism if i→ j in F implies
ϕ(i) → ϕ(j) in G. Thus, using the notation just introduced and assuming
that F is labelled and k = |F |, we can write the definition as

t(F,G) := P
(
F ⊆ G[k]

)
. (3.1)

Note that both F and G[k] are digraphs on the same vertex set [k], so the
relation F ⊆ G[k] is well-defined as E(F ) ⊆ E(G[k]). We further define,
again following [15] (and the notation of [6] and [8]), with k = |F | as in
(3.1),

tinj(F,G) := P
(
F ⊆ G[k]′

)
, (3.2)
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the proportion of injective maps V (F ) → V (G) that are graph homomor-
phisms, and

tind(F,G) := P
(
F = G[k]′

)
, (3.3)

provided F and G are digraphs with |F | ≤ |G|. If |F | > |G| we set
tinj(F,G) := tind(F,G) := 0. Note that although the relations F ⊆ G[k],
F ⊆ G[k]′ and F = G[k]′ may depend on the labelling of F , the probabilities
in (3.1)–(3.3) do not, by symmetry, so t(F,G), tinj(F,G) and tind(F,G) are
well defined for unlabelled F and G (by choosing any labellings).

The definitions (3.1)–(3.3) can be used for finite posets too. Thus, if P
and Q are finite (unlabelled) posets, then t(P,Q), tinj(P,Q) and tind(P,Q)
are defined as numbers in [0, 1]. Note that these numbers are the same as if
we regard P and Q as digraphs; we will therefore use the same notation for
the poset case as for the digraph case.

The basic definition of Lovász and Szegedy [15] and Borgs, Chayes, Lovász,
Sós and Vesztergombi [6] is that a sequence (Gn) of graphs converges if
t(F,Gn) converges for every graph F . As in [8], we modify this by requiring
also that |Gn| converges to some finite or infinite limit. We let, as in [8],
D+ be the union of D and some one-point set {∗} and define the mappings

τ, τinj, τind : D → [0, 1]D and τ+ : D → [0, 1]D
+

= [0, 1]D × [0, 1] by

τ(G) := (t(F,G))F∈D ∈ [0, 1]D, (3.4)

τinj(G) := (tinj(F,G))F∈D ∈ [0, 1]D , (3.5)

τind(G) := (tind(F,G))F∈D ∈ [0, 1]D, (3.6)

τ+(G) :=
(
τ(G), |G|−1

)
∈ [0, 1]D

+

. (3.7)

For posets we similarly define P+ := P ∪ {∗} and the mappings τ̂ , τ̂inj, τ̂ind :

P → [0, 1]P and τ̂+ : P → [0, 1]P
+

= [0, 1]P × [0, 1] by considering F
in P only; these mappings can thus be obtained from τ, τinj, τind, τ

+ by a
projection selecting some coordinates only.

The mappings τ and τ̂ are not injective on P. For example (the poset
version of an example in [15] and [6]), the posets {0, 1}× [n] with (x1, y1) <
(x2, y2) if x1 < x2 have the same images under τ and τ̂ for all n ∈ N.
However, it is easy to see that τ+, τinj and τind are injective on D, cf. [8],
and, similarly, that τ̂+, τ̂inj and τ̂ind are injective on P, (This uses the special
definitions of τinj(F,G) and τind(F,G) when |F | > |G|.)

Although the mappings τ̂+, τ̂inj, τ̂ind contain only part of the information
in τ+ and so on, the injectivity of them shows that they in fact contain
all possible information. This is also seen in the following stronger result
concerning limits.

Theorem 3.1. Suppose that Pn is a sequence of finite posets. Then the
following conditions are equivalent.

(i) τ̂+(Pn) converges in [0, 1]P
+

, i.e. t(Q,Pn) converges for every poset
Q ∈ P and |Pn| converges to some limit in N ∪ {∞}.
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(ii) τ̂inj(Pn) converges in [0, 1]P , i.e. tinj(Q,Pn) converges for every poset
Q ∈ P.

(iii) τ̂ind(Pn) converges in [0, 1]P , i.e. tind(Q,Pn) converges for every
poset Q ∈ P.

(iv) τ+(Pn) converges in [0, 1]D
+

, i.e. t(F,Pn) converges for every di-
graph F ∈ D and |Pn| converges to some limit in N ∪ {∞}.

(v) τinj(Pn) converges in [0, 1]D , i.e. tinj(F,Pn) converges for every di-
graph F ∈ D.

(vi) τind(Pn) converges in [0, 1]D, i.e. tind(F,Pn) converges for every di-
graph F ∈ D.

Proof. It is easily seen that each of the conditions implies that |Pn| converges
to a limit in N ∪ {∞}. Further, if |Pn| converges to a finite limit, each of
the statements implies that Pn = P for all sufficiently large n and some
(unlabelled) poset P ∈ P.

It thus suffices to consider the case |Pn| → ∞. In this case, for every
F ∈ D, t(F,Pn)− tinj(F,Pn) = O(|F |2/|Pn|) → 0, see [15] and [8], and thus
(i) ⇐⇒ (ii) and (iv) ⇐⇒ (v).

Further, see [6], [15] or [8] for the easy details, one can go between the
two families {tinj(F, ·)}F∈D and {tind(F, ·)}F∈D of functionals on D by sum-
mation and inclusion-exclusion, and for posets a similar argument holds
for the families {tinj(F, ·)}F∈P and {tind(F, ·)}F∈P ; hence it follows that
(ii) ⇐⇒ (iii) and (v) ⇐⇒ (vi).

Finally, (iii) ⇐⇒ (vi) because tind(F,Pn) = 0 for every digraph F that is
not a poset. �

Definition 3.2. A sequence (Pn) of finite posets converges if one, and thus
all, of the conditions in Theorem 3.1 holds.

Remark 3.3. As seen in the proof of Theorem 3.1, the case when |Pn| 6→ ∞
is not very interesting since then (Pn) converges if and only if the sequence
is eventually constant. The interesting case is thus |Pn| → ∞, and then
convergence of (Pn) is also equivalent to convergence of τ̂(Pn) in [0, 1]P or
τ(Pn) in [0, 1]D .

Since τ̂+ is injective, we can identify P with its image τ̂+(P) ⊆ [0, 1]P
+

and define P ⊆ [0, 1]P
+

as its closure. Alternatively, we can consider τ̂inj
or τ̂ind; we can again identify P with its image and consider its closure
P in [0, 1]P . It follows from Theorem 3.1 that the three compactifications

τ̂+(P), τ̂inj(P), τ̂ind(P) are homeomorphic and we can use any of them for

P. Moreover, we can also, again by Theorem 3.1, use τ̂ , τ̂inj or τ̂ind and

embed P in [0, 1]D
+

or [0, 1]D and obtain P as a compact subset of [0, 1]D
+

or [0, 1]D. This is equivalent to regarding posets as digraphs and using the
embeddings P ⊂ D ⊂ D and defining P as the closure of P in D. (Thus
P can be regarded as a subset of D.) Since all these constructions yield
homeomorphic results it does not matter which one we use. Note that P
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is a compact metric space. Different, equivalent, metrics are given by the

embeddings above into [0, 1]P
+

, [0, 1]P , [0, 1]D
+

, [0, 1]D .
We let P∞ := P \ P; this is the set of all limit objects of sequences (Pn)

in P with |Pn| → ∞; i.e., P∞ is the set of all proper poset limits.
For every fixed digraph F , the functions t(F, ·), tinj(F, ·) and tind(F, ·) have

unique continuous extensions to D, for which we use the same notation. In
particular, t(Q,Π) is defined for every finite poset Q and poset limit Π ∈ P .
We similarly extend | · |−1 continuously to D by defining |Γ| = ∞ and thus
|Γ|−1 = 0 for Γ ∈ D∞ := D \ D. It is easily seen that

tinj(F,Γ) = t(F,Γ) (3.8)

for every F ∈ D and Γ ∈ D∞ [8]; in particular for F ∈ P and Γ ∈ P∞.
Moreover, for any Q,P ∈ P, tinj(Q,P ) =

∑
Q′⊇Q tind(Q

′, P ), where we sum

over all posets Q′ ⊇ Q with the same ground set Q◦, and thus by continuity

tinj(Q,Π) =
∑

Q′⊇Q

tind(Q
′,Π) (3.9)

for every Q ∈ P and Π ∈ P .
Thus P∞ = {Π ∈ P : |Π|−1 = 0}, which shows that P∞ is a closed

and thus compact subset of P. Conversely, P is an open subset of P ; by
Remark 3.3, it has the discrete topology. Note further that P is countable
while P and P∞ are uncountable, e.g. by Example 1.11.

We summarize the results above on convergence.

Theorem 3.4. A sequence (Pn) of finite posets converges in the sense of
Definition 3.2 if and only if it converges in the compact metric space P. �

The construction of P further immediately implies the following related
characterization of convergence in P∞.

Theorem 3.5. A sequence Πn of proper graph limits (i.e., elements of P∞)
converges [to a proper graph limit Π] if and only if t(Q,Πn) converges [to
t(Q,Π)] for every finite poset Q.

We can here replace t by tinj or tind; further, we may let Q range over all
finite digraphs instead of posets. �

4. Exchangeable random infinite posets

It is straightforward to verify that Sections 3–5 of Diaconis and Janson
[8] hold with only notational changes for the poset case as well as for the
graph case treated there. Rather than repeating the details, we therefore
omit them and refer to [8], giving only a few comments. We first obtain the
following basic result on convergence in distribution of random unlabelled
posets, corresponding to [8, Theorem 3.1].

Theorem 4.1. Let Pn, n ≥ 1, be random unlabelled posets and assume that

|Pn|
p

−→ ∞. The following are equivalent, as n→ ∞.
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(i) Pn
d

−→ Π for some random Π ∈ P.
(ii) For every finite family Q1, . . . , Qm of (non-random) finite posets, the

random variables t(Q1, Pn), . . . , t(Qm, Pn) converge jointly in distri-
bution.

(iii) For every (non-random) Q ∈ P, the random variables t(Q,Pn) con-
verge in distribution.

(iv) For every (non-random) Q ∈ P, the expectations E t(Q,Pn) con-
verge.

If these properties hold, then the limits in (ii), (iii) and (iv) are
(
t(Qi,Π)

)m
i=1

,
t(Q,Π) and E t(Q,Π), respectively; conversely, if (ii), (iii) or (iv) holds with
these limits for some random Π ∈ P, then (i) holds with the same Π. Fur-
thermore, Π ∈ P∞ a.s.

The same results hold if t is replaced by tinj or tind. �

Using this we then obtain Theorem 1.17, which corresponds to [8, The-
orems 4.1 and 5.2]; note that (1.12) is the poset version of a formula in
[8, Theorem 4.1], which follows because, if n is so large that A ⊆ [n],

P(P̂n|A = Q) = tind(Q,Pn) → tind(Q,Π), and that (1.11) easily follows
from (1.12) by summing over Q′ ⊇ Q on the same ground set. We really

cannot prove the equality R
d
= P (∞,Π) yet, since we have defined P (∞,Π)

using kernels and Theorem 1.7, which is not yet proven. Instead, we note

only that R
d
= P (∞,Π) will follow by (1.11) and (1.6) or (1.12) and (1.7)

once we have proven Theorem 1.7 and thus verified (1.6) and (1.7) in Sec-
tion 5. (Alternatively, we could have used (1.6) and (1.7) as a definition of
P (∞,Π).)

Remark 4.2. Actually, [8, Theorems 4.1] is stated more generally for se-
quences of random graphs, and similarly Theorem 1.17 extends to the case

of random finite posets Pn with |Pn|
p

−→ ∞; then the limit Π ∈ P is in

general random too, and (i) becomes Pn
d

−→ Π while (1.11) and (1.12) have
to be replaced by (1.9) and (1.10).

We then obtain Theorem 1.15, which corresponds to [8, Theorems 5.3 and
Corollary 5.4], and Theorem 1.16, which corresponds to [8, Theorems 5.5].
The a.s. convergence of R|[n] = P (∞,Π)|[n] in Theorem 1.15(ii) follows, as
in [8, Remark 5.1], because tinj(Q,R|[n]), n ≥ |Q|, is a reverse martingale for
every Q ∈ P.

5. Kernels

Proof of Theorem 1.7. First, let W be a kernel on an ordered probability
space. Then R = P (∞,W ) defined in Definition 1.3 is an exchangeable
random infinite poset, which satisfies the independence condition Theo-
rem 1.16(ii); hence, by Theorem 1.16(i) its distribution is an extreme point
in the set of exchangeable distributions, and by Theorem 1.15(ii) there ex-
ists a poset limit Π (which we call ΠW ) such that (1.11) and (1.12) hold,
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and P (n,W ) = R|[n]
a.s.
−→ Π = ΠW in P . This proves (i). Further, it follows

directly from the definition of P (∞,W ) that if Q is a finite labelled poset,
then

P
(
P (∞,W ) ⊃ Q

)
=

∫

S|Q|

∏

ij:i<Qj

W (xi, xj) dµ(x1) . . . dµ(x|Q|),

and thus (ii) follows by (1.11).
For the converse, suppose that Π ∈ P∞, and consider the correspond-

ing exchangeable random infinite poset R given by Theorem 1.15. (I.e.,
P (∞,Π), although we have not yet shown this, so we have to use only (1.11)
and (1.12) until Theorem 1.7 is proven.) Let Iij := 1[i <R j], i, j ∈ N. Then
(Iij) is a jointly exchangeable random arrays of zero–one variables, with the
diagonal entries Iii = 0. For such exchangeable random arrays, the Aldous–
Hoover representation theorem takes the form, see Kallenberg [14, Theorem
7.22],

Iij = f(ξ∅, ξi, ξj , ξij), i 6= j, (5.1)

where f : [0, 1]4 → {0, 1} is a (Borel) measurable function, ξji = ξij , and ξ∅,
ξi (1 ≤ i) and ξij (1 ≤ i < j) are independent random variables uniformly
distributed on [0, 1]. By Theorem 1.15(ii), the distribution of the array
(Iij) is an extreme point in the set of exchangeable distributions, and thus
by Theorem 1.16 and [14, Lemma 7.35], there exists such a representation
where f does not depend on ξ∅, so (5.1) becomes Iij = f(ξi, ξj, ξij), i 6= j.
We then further define

W0(x, y) := P
(
f(x, y, ξ) = 1

)
= E f(x, y, ξ), (5.2)

where ξ ∼ U(0, 1). (In general, the variable ξ∅ can be interpreted as making
W random; this is needed if we consider a random Π as in Theorem 1.15(i),
but not in the present case.)

As our ordered probability space we take [0, 1] with Lebesgue measure,
with an order to be defined later. The function W0 is almost the sought
kernel, but not quite. The problem is that the function f , and thus W0,
can be arbitrarily changed on a null set without affecting the distribution
of (Iij); consequently we can only show properties such as (1.2) a.e. for W0.
We thus have to make a suitable choice of W among all functions that are
a.e. equal to W0.

Recall that a point (x, y) is a Lebesgue point of an integrable function F
on R

2 if

(2ε)−2

∫∫

|x′−x|<ε, |y′−y|<ε

|F (x′, y′)− F (x, y)|dx′ dy′ → 0 as ε→ 0, (5.3)

and that a.e. point is a Lebesgue point of F , see e.g. Stein [19, §1.8]. This
applies trivially to functions defined on (0, 1)2 too, by extending the func-
tions to R

2 by defining them as 0 outside (0, 1)2. We modify the function



16 POSET LIMITS AND EXCHANGEABLE RANDOM POSETS

W0 in two steps. We first define

W1(x, y) := lim inf
ε→0

(2ε)−2

∫∫

|x′−x|<ε, |y′−y|<ε

W0(x
′, y′) dx′ dy′, (5.4)

and note that W1 = W0 at every Lebesgue point of W0 and thus a.e.
Next, we let E be the set of all Lebesgue points of W1 in (0, 1)2 and define
W (x, y) := W1(x, y)1[(x, y) ∈ E]. Then 0 ≤ W (x, y) ≤ 1 and W = W1 =
W0 a.e. Moreover, if W (x, y) > 0, then W1(x, y) = W (x, y), (x, y) ∈ (0, 1)2

and (x, y) is a Lebesgue point of W1; hence, using W1(x, y) = W (x, y) and
W1 =W a.e., (x, y) is a Lebesgue point of W . Finally, if (x, y) ∈ (0, 1)2 and

(2ε)−2

∫∫

|x′−x|<ε, |y′−y|<ε

W (x′, y′) dx′ dy′ → 1 (5.5)

as ε → 0, then W1(x, y) = 1 by (5.4); thus, using W1 ≤ 1, (5.5) implies
that (x, y) is a Lebesgue point of W1, and hence (x, y) ∈ E and W (x, y) =
W1(x, y) = 1.

After these preliminaries, note that I12 = I23 = 1 implies I13 = 1 since R
is a poset. Hence, using (5.1) and (5.2), and the independence of {ξi, ξjk},

0 = P(I12 = I23 = 1, I13 = 0)

= E
(
f(ξ1, ξ2, ξ12)f(ξ2, ξ3, ξ23)(1− f(ξ1, ξ3, ξ13))

)

= E
(
W0(ξ1, ξ2)W0(ξ2, ξ3)(1 −W0(ξ1, ξ3))

)

= E
(
W (ξ1, ξ2)W (ξ2, ξ3)(1−W (ξ1, ξ3))

)
;

thus

W (x1, x2)W (x2, x3)(1 −W (x1, x3)) = 0 a.e. (5.6)

Similarly, since R does not contain a directed cycle 1 <R 2 <R 3 <R 1,
P (I12 = I23 = I31 = 1) = 0 and

W (x1, x2)W (x2, x3)W (x3, x1) = 0 a.e. (5.7)

Now assume that x, y and z are such that W (x, y) > 0 and W (y, z) > 0.
Let ε > 0 and let Xε

x be a random, uniformly distributed, point in (x−ε, x+
ε) and let similarlyXε

y andX
ε
z be random points in (y−ε, y+ε) and (z−ε, z+

ε); these three variables being independent. Since W (x, y) > 0, (x, y) is a
Lebesgue point of W , and thus (5.3) shows that E |W (Xε

x,X
ε
y)−W (x, y)| →

0 as ε→ 0. In particular, using Markov’s inequality, P(W (Xε
x,X

ε
y) = 0) → 0

as ε → 0. Similarly, P(W (Xε
y ,X

ε
z ) = 0) → 0 as ε → 0. On the other hand,

(5.6) implies W (Xε
x,X

ε
y)W (Xε

y ,X
ε
z )(1−W (Xε

x,X
ε
z )) = 0 a.s., and thus

P
(
W (Xε

x,X
ε
z ) < 1

)
≤ P(W (Xε

x,X
ε
y) = 0) + P(W (Xε

y ,X
ε
z ) = 0) → 0,

as ε → 0. It follows that (5.5) holds at (x, z), and thus, by the remarks
above, W (x, z) = 1. Consequently,

W (x, y) > 0 and W (y, z) > 0 =⇒ W (x, z) = 1, (5.8)
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which is (1.2).
Similarly, still assuming W (x, y) > 0 and W (y, z) > 0, (5.7) implies

W (Xε
x,X

ε
y)W (Xε

y ,X
ε
z )W (Xε

z ,X
ε
x) = 0 a.s., and thus

P
(
W (Xε

z ,X
ε
x) > 0

)
≤ P(W (Xε

x,X
ε
y) = 0) + P(W (Xε

y ,X
ε
z ) = 0) → 0, (5.9)

as ε → 0. If further W (z, x) > 0, then (z, x) is a Lebesgue point of W and
P(W (Xε

z ,X
ε
x) = 0) → 0 as ε→ 0, which contradicts (5.9). Consequently,

W (x, y) > 0 and W (y, z) > 0 =⇒ W (z, x) = 0. (5.10)

Now suppose that W (x, x) > 0 for some x. Taking y = z = x in (5.10)
we find W (x, x) = 0, a contradiction. Hence, W (x, x) = 0 for every x.
Further, if both W (x, y) > 0 and W (y, x) > 0 for some x and y, then
(5.8) yields W (x, x) = 1, which was just shown to be impossible. Hence
W (x, y)W (y, x) = 0 for all x and y. These properties and (5.8) show that
we may define a partial order ≺ on S = [0, 1] by x ≺ y if W (x, y) > 0, and
then W is a (strict) kernel on the ordered probability space ([0, 1],B, λ,≺),
where λ is the Lebesgue measure. (We took f Borel measurable, and then
W0, W1, E and W are Borel measurable too.)

Finally, it follows from (5.1) and (5.2) that for every finite poset Q with
ground set A ⊂ N,

P(Q ⊂ R) = P

( ∏

ij:i<Qj

Iij = 1

)
= E

∏

ij:i<Qj

Iij = E

∏

ij:i<Qj

f(ξi, ξj , ξij)

= E

∏

ij:i<Qj

W0(ξi, ξj) = E

∏

ij:i<Qj

W (ξi, ξj)

=

∫

S|Q|

∏

ij:i<Qj

W (xi, xj) dµ(x1) . . . dµ(x|Q|). (5.11)

Hence, by (1.11) and (1.3), t(Q,Π) = P(Q ⊂ R) = t(Q,ΠW ) for all such
posets Q, and thus ΠW = Π. �

Remark 5.1. Remember that we have ξij = ξji, which in principle may give
a dependence between ij and ji terms. This is an important complication in
other situations, for example for digraphs [8], but is of no concern for posets,
where at most one of W (ξi, ξj) and W (ξj, ξi) is non-zero, and similarly, in
(5.11), at most one of i <Q j and j <Q i holds.

As remarked above, it now follows that R
d
= P (∞,Π) in Theorems 1.15

and 1.17, for example by (1.7) and (1.12), or directly by (5.11).

Remark 5.2. Alternatively, we can regard R as an exchangeable random
infinite digraph, and use the representation by a quintuple of functions W =
(W00,W01,W10,W11, w) as in Diaconis and Janson [8, Theorem 9.1], see
Section 10; here Wαβ : [0, 1]2 → [0, 1] and w : [0, 1] → [0, 1]. The function
w generates loops and W11 generates doubly directed edges (i.e., cycles C2);
hence w = 0 and W11 = 0 in the poset case. Further, W01(x, y) =W10(y, x)
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and
∑1

α,β=0Wαβ(x, y) = 1, so the quintuple W is determined by W10. We

then can replace (5.2) by W0 := W10, and complete the proof by adjusting
W0 on a null set as above.

Lemma 5.3. Let (S,F , µ,≺) be an ordered probability space, and let g(x) :=
µ{z ∈ S : z ≺ x}. Then, the set {(x, y) ∈ S2 : x ≺ y and g(x) ≥ g(y)} is a
null set in S2.

Proof. Let, for x ∈ S, Dx := {z : z ≺ x} and Ex := {z : z ≺ x and g(z) ≥
g(x)}. If z ∈ Ex, then z ≺ x and thus Dz ⊆ Dx, and µ(Dz) = g(z) ≥
g(x) = µ(Dx); hence g(z) = g(x) and µ(Dx \Dz) = 0. In particular, then
µ(Ex \Dz) = 0, because Ex ⊆ Dx.

For two points y, z ∈ Ex, at least one of y /∈ Dz and z /∈ Dy holds, and
thus by symmetry

µ(Ex)
2 ≤ 2

∫

Ex

∫

Ex

1[y /∈ Dz] dµ(y) dµ(z) = 2

∫

Ex

µ(Ex \Dz) dµ(z) = 0.

Hence, µ(Ex) = 0 for every x, and thus

µ× µ{(z, y) ∈ S2 : z ≺ y and g(z) ≥ g(y)} =

∫

S
µ(Ey) dµ(y) = 0. �

Proof of Theorem 1.9. The proof of Theorem 1.7 above gives a kernel satis-
fying (i) and (ii).

For (iii), we start with a kernel W1 on an ordered probability space
([0, 1],B, λ,≺) as in (ii); thus ≺ is some partial order on [0, 1], in general
different from the standard order <. Define g(x) := λ{z ∈ [0, 1] : z ≺ x}.
Then x � y =⇒ g(x) ≤ g(y). Moreover, by Lemma 5.3, for a.e. (x, y),
x ≺ y =⇒ g(x) < g(y).

Let W2(x, y) := W1(x, y)1[g(x) < g(y)]; this too is a kernel on ([0, 1],B,
λ,≺). Since W1(x, y) > 0 =⇒ x ≺ y =⇒ g(x) < g(y) for a.e. (x, y) by
Lemma 5.3, we have W2 =W1 a.e., and thus ΠW2

= ΠW1
= Π. Moreover,

W2(x, y) > 0 =⇒ g(x) < g(y). (5.12)

Let U1, U2 ∼ U(0, 1) be independent uniform random variables. Let
ξ := g(U1), and let h : [0, 1] → [0, 1] be the right-continuous inverse of its
distribution function s 7→ P(g(U1) ≤ s); then h is a non-decreasing function

such that h(U1)
d
= g(U1) = ξ.

By the transfer theorem [13, Theorem 6.10] with ξ := g(U1), η := U1,

ξ̃ := h(U1)
d
= ξ, there exists a measurable function f : [0, 1]2 → [0, 1]

such that if η̃ := f(ξ̃, U2), then (ξ̃, η̃)
d
= (ξ, η) = (g(U1), U1). This implies

ξ̃ − g(η̃)
d
= ξ − g(η) = 0 and thus ξ̃ = g(η̃) a.s., i.e.

h(U1) = g(η̃) = g(f(ξ̃, U2)) = g(f(h(U1), U2)) a.s.;

hence,

h(x1) = g(f(h(x1), x2)) a.e. on [0, 1]2. (5.13)
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Let S := [0, 1]2 with Lebesgue measure, and define the functionsW3,W4 :
S2 → [0, 1] by

W3

(
(x1, x2), (y1, y2)

)
:=W2

(
f(h(x1), x2), f(h(y1), y2)

)
(5.14)

and

W4

(
(x1, x2), (y1, y2)

)
:=W3

(
(x1, x2), (y1, y2)

)
1[x1 < y1]. (5.15)

Then W4 is a kernel on (S,F , µ,≺). Further, if W3

(
(x1, x2), (y1, y2)

)
>

0, then (5.14) and (5.12) yield g(f(h(x1), x2)) < g(f(h(y1), y2)), which by
(5.13) implies, except on a null set in S2 = [0, 1]4, that h(x1) < h(y1) and
thus, since h is non-decreasing, x1 < y1. Consequently, W3 = W4 a.e. on
S2 = [0, 1]4.

Since f(h(U1), U2) = f(ξ̃, U2) = η̃
d
= η = U1 is uniformly distributed on

[0,1], it follows from the construction of P (n,W ) that P (n,W4)
d
= P (n,W3)

d
=

P (n,W2) for every n ≤ ∞. Thus by Theorem 1.7(i) or 1.15(ii), ΠW4
=

ΠW2
= Π and W4 is a kernel on (S,F , µ,≺) that represents Π. �

Proof of Theorem 1.8. LetW be a kernel with ΠW = Π. By (1.4), (1.3) and
(3.8), for every finite poset Q and n ≥ |Q|,

E tinj(Q,P (n,W ))) = t(Q,ΠW ) = t(Q,Π) = tinj(Q,Π). (5.16)

By (3.9), it follows that for any finite n and labelled poset Q on [n],

P(Q = P (n,W )) = E tind(Q,P (n,W ))) = tind(Q,Π). (5.17)

Hence, the distribution of P (n,W ) is determined by Π for finite n, and does
not depend on the choice of W . Further, the distribution of P (∞,W ) is
determined by the distribution of P (n,W ) = P (∞,W )|[n], 1 ≤ n < ∞, so
this distribution too is determined by Π. �

Moreover, (1.5)–(1.7) follow from (5.16)–(5.17).

6. Cut norm and metric

In this section it will be convenient to (usually) ignore orders and study
general probability spaces.

Let (S, µ) be a probability space. We define the cut norm ‖W‖� of
W ∈ L1(S2) by, see [10; 6; 3],

‖W‖�,1 := sup
S,T

∣∣∣
∫

S×T
W (x, y) dµ(x) dµ(y)

∣∣∣, (6.1)

where the supremum is taken over all pairs of measurable subsets of S.
Alternatively, one can take

‖W‖�,2 := sup
‖f‖∞,‖g‖∞≤1

∣∣∣
∫

S2

f(x)W (x, y)g(y) dµ(x) dµ(y)
∣∣∣. (6.2)

It is easily seen that ‖W‖�,1 ≤ ‖W‖�,2 ≤ 4‖W‖�,1; thus the two norms
‖ · ‖�,1 and ‖ · ‖�,2 are equivalent. It will for our purposes not be important
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which one we use, and we shall write ‖ · ‖� for either norm. (There are
further, equivalent versions of the cut norm; see [6].) Note that for either
definition of the cut norm we have

∣∣∫ W
∣∣ ≤ ‖W‖� ≤ ‖W‖L1 .

If W is a function defined on S2 for some space S, and ϕ : S ′ → S is a
function, we define the function Wϕ on S ′2 by

Wϕ(x, y) =W
(
ϕ(x), ϕ(y)

)
. (6.3)

Given two integrable functions Wj : S
2
j → R, j = 1, 2, where S1 and S2 are

two, in general different, probability spaces, we define the cut metric [6] by

δ�(W1,W2) = inf
ϕ1,ϕ2

‖Wϕ1

1 −Wϕ2

2 ‖�, (6.4)

taking the infimum over all pairs (ϕ1, ϕ2) of measure preserving maps ϕ1 :
S → S1 and ϕ2 : S → S2 defined on a common probability space (S, µ). (See
further [6] and [4] where some equivalent versions are given and discussed,
and Lemma 6.4 below.) Note that

δ�(W,W
ϕ) = 0 (6.5)

for every W and every measure preserving ϕ; this is the point of using δ�.
Clearly, 0 ≤ δ�(W1,W2) < ∞ and δ�(W1,W2) = δ�(W2,W1). The triangle
inequality holds too, so δ� is a semimetric (but not a metric because of
(6.5)); this is not quite obvious so for completeness we give a proof (which
is longer than we would like), first giving another simple lemma.

We say that a function W on S2 (where S is a probability space) is of
finite type if there exists a finite measurable partition S = ∩Ni=1Ai such that
W is constant on each Ai ×Aj.

Lemma 6.1. If S is a probability space and W ∈ L1(S2), then for every
ε > 0 there exists a finite type W ′ ∈ L1(S2) such that

δ�(W,W
′) ≤ ‖W −W ′‖� ≤ ‖W −W ′‖L1 < ε.

Proof. The set of finite type functions is dense in L1(S2) by standard inte-
gration theory, so we may choose W ′ with ‖W −W ′‖L1 < ε. The first two
inequalities are immediate from the definitions. �

Lemma 6.2. For any probability spaces Sℓ and integrable functions Wℓ :
Sℓ × Sℓ → R, ℓ = 1, 2, 3, we have the triangle inequality:

δ�(W1,W3) ≤ δ�(W1,W2) + δ�(W2,W3).

Proof. It is easy to see that δ�(U1, U2) ≤ δ�(V1, V2) + ‖U1 − V1‖L1 + ‖U2 −
V2‖L1 for any integrable functions U1, V1, U2, V2 defined on the corresponding
spaces. Hence, if W ′

ℓ : S
2
ℓ → R are finite type functions,

δ�(W1,W3)− δ�(W1,W2)− δ�(W2,W3)

≤ δ�(W
′
1,W

′
3)− δ�(W

′
1,W

′
2)− δ�(W

′
2,W

′
3) + 2

3∑

ℓ=1

‖Wℓ −W ′
ℓ‖L1(S2

ℓ
),
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so by Lemma 6.1, it suffices to prove the triangle inequality for finite type
functions Wℓ.

Thus, assume now that W1,W2,W3 are finite type functions, with cor-
responding partitions {Ai}

N1

i=1 , {Bi}
N2

i=1, {Ci}
N3

i=1 of S1,S2,S3, respectively.
Suppose further that ε > 0 and that ϕ1 : S → S1 and ϕ2 : S → S2

are measure preserving with ‖Wϕ1

1 −Wϕ2

2 ‖� ≤ δ�(W1,W2) + ε, and sim-
ilarly that ϕ′

2 : S ′ → S2 and ϕ′
3 : S ′ → S3 are measure preserving with

‖W
ϕ′
2

2 −W
ϕ′
3

3 ‖� ≤ δ�(W2,W3) + ε. Our task is to couple the two couplings
(ϕ1, ϕ2) and (ϕ′

2, ϕ
′
3), which seems difficult in general, but is simple in the

finite type case.
It is easy to see that ifW is of finite type and constant on the sets Ai×Aj

for a partition {Ai}, then the integrals in (6.1) and (6.2) are maximized by
considering S and T that are unions of some sets Ai, and f and g that
are constant on each Ai. Consequently, ‖W‖� depends only on the values
W (Ai ×Aj) and the measures µ(Ai). Since Wϕ1

1 −Wϕ2

2 is finite type with

partition {ϕ−1
1 (Ai)∩ϕ

−1
2 (Bj)}i,j of S, it follows that ‖W

ϕ1

1 −Wϕ2

2 ‖� depends

only onW1,W2 and the measures µ
(
ϕ−1
1 (Ai)∩ϕ

−1
2 (Bj)

)
. The corresponding

holds for ‖W
ϕ′
2

2 −W
ϕ′
3

3 ‖�.
Define (with 0/0 interpreted as 0)

aij :=
µ
(
ϕ−1
1 (Ai) ∩ ϕ

−1
2 (Bj)

)

µ1(Ai)µ2(Bj)

and

a′jk :=
µ′
(
ϕ′
2
−1(Bj) ∩ ϕ

′
3
−1(Ck)

)

µ2(Bj)µ3(Ck)
,

and note that, provided µ2(Bj) 6= 0,

∑

i

aijµ1(Ai) =
µ
(
ϕ−1
2 (Bj)

)

µ2(Bj)
= 1 (6.6)

and, similarly,
∑

k

a′jkµ3(Ck) =
µ
(
ϕ′
2
−1(Bj)

)

µ2(Bj)
= 1. (6.7)

Define a measure ν on S∗ := S1 × S2 × S3 by

ν(E) =
∑

i,j,k

aija
′
jkµ1 × µ2 × µ3

(
E ∩ (Ai ×Bj × Ck)

)
,

and let πℓ : S
∗ → Sℓ be the projection. Then, by (6.7),

ν
(
π−1
1 (Ai) ∩ π

−1
2 (Bj)

)
= ν(Ai ×Bj × S3)

=
∑

k

aija
′
jkµ1(Ai)µ2(Bj)µ3(Ck) = aijµ1(Ai)µ2(Bj)

= µ
(
ϕ−1
1 (Ai) ∩ ϕ

−1
2 (Bj)

)
.
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Hence, by the comments above, ‖Wϕ1

1 −Wϕ2

2 ‖� = ‖W π1
1 −W π2

2 ‖�. Similarly,

‖W
ϕ′
2

2 −W
ϕ′
3

3 ‖� = ‖W π2
2 −W π3

3 ‖�. Consequently,

δ�(W1,W3) ≤ ‖W π1
1 −W π3

3 ‖� ≤ ‖W π1
1 −W π2

2 ‖� + ‖W π2
2 −W π3

3 ‖�

≤ δ�(W1,W2) + δ�(W2,W3) + 2ε,

which completes the proof since ε > 0 is arbitrary. �

We let our kernels, and in this section more general functions, be defined
on arbitrary probability spaces. Sometimes it is convenient to use the special
space ([0, 1],B, λ). (For simplicity we write often [0, 1] instead of ([0, 1],B, λ).
Thus, [0, 1] is assumed to be equipped with Lebesgue measure unless we state
otherwise.) The next lemma shows that this can be done without loss of
generality.

Lemma 6.3. If W ∈ L1(S2) for some probability space S, then there exists
a function W ′ ∈ L1([0, 1]2) with δ�(W,W

′) = 0.

Proof. It is shown in Janson [12, Proof of Theorem 7] first that there exists
a function h : S → D := {0, 1}∞ and a function V : D2 → R such that
W = V h, and secondly that if ν is the measure on D that makes h measure
preserving, then there exists a measure preserving ϕ : [0, 1] → (D, ν). Take
W ′ := V ϕ. Then δ�(W,V ) = δ�(V

h, V ) = 0 and δ�(V,W
′) = δ�(V, V

ϕ) =
0, so δ�(W,W

′) = 0 by Lemma 6.2. �

Lemma 6.4. If W1,W2 ∈ L1([0, 1]2), then

δ�(W1,W2) = inf
ϕ

‖W1 −Wϕ
2 ‖�,

taking the infimum over all measure preserving bimeasurable bijections ϕ :
[0, 1] → [0, 1].

Proof. By definition, δ�(W1,W2) ≤ ‖W1 −Wϕ
2 ‖� for every such ϕ.

Conversely, by Lemma 6.1 again, it suffices to consider finite type W1

and W2. Thus, suppose that W1 and W2 are finite type with correspond-
ing partitions {Ai} and {Bj} of [0, 1]. If ϕ1, ϕ2 : S → [0, 1] are mea-
sure preserving, where (S, µ) is any probability space, then, as remarked
in the proof of Lemma 6.2, ‖Wϕ1

1 − Wϕ2

2 ‖� depends only on the num-

bers bij := µ
(
ϕ−1
1 (Ai) ∩ ϕ−1

2 (Bj)
)
. Since

∑
j bij = µ

(
ϕ−1
1 (Ai)

)
= λ(Ai)

and
∑

i bij = µ
(
ϕ−1
2 (Bj)

)
= λ(Bj), we may partition each Ai as

⋃
j Aij

and each Bj as
⋃
iBij with λ(Aij) = λ(Bij) = bij. We may then con-

struct ϕ such that ϕ is a measure preserving bijection of Aij onto Bij for
all i, j (possibly excepting some null sets; these are easily handled). Then
ϕ−1(Bj) = ϕ−1

(⋃
iBij

)
=

⋃
iAij , and thus Ai ∩ ϕ

−1(Bj) = Aij and

λ
(
Ai ∩ ϕ

−1(Bj)
)
= λ(Aij) = bij = µ

(
ϕ−1
1 (Ai) ∩ ϕ

−1
2 (Bj)

)
.

Consequently, with ι the identity function, ‖W1 −Wϕ
2 ‖�= ‖W ι

1 −Wϕ
2 ‖�=

‖Wϕ1

1 −Wϕ2

2 ‖�, and the result follows. �
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By Lemma 6.2, the relation W ∼=W ′ if δ�(W,W
′) = 0 defines an equiva-

lence relation between functionsW , possibly defined for different probability
spaces. We let, for a probability space S, W(S) be the set af all measurable
W : S2 → [0, 1], and let W be the quotient space of

⋃
S W(S) modulo ∼=.

(The careful reader might correctly object that the collection of all proba-
bility spaces is not a set, so

⋃
S is not defined. However, Lemma 6.3 implies

that it actually suffices to consider W([0, 1]) modulo ∼=, or the union for S
in any set of probability spaces containing [0, 1].)

It follows from Lemma 6.2 that (W , δ�) is a metric space. The following
important result is a minor variation of the symmetric version in Lovász and
Szegedy [16]; for completeness we give a proof although it is essentially the
same as in the symmetric case.

Theorem 6.5. (W, δ�) is a compact metric space.

Proof. Recall that a metric space is compact if and only if it is complete
and totally bounded.

We first show that (W , δ�) is complete. It suffices to show that if (Wn)
∞
n=1

is a sequence inW([0, 1]) such that δ�(Wn,Wn+1) < 2−n, then δ�(Wn,W ) →
0 for some W ∈ W([0, 1]).

We choose, using Lemma 6.4, measure preserving mappings ϕn : [0, 1] →
[0, 1] such that ‖Wn − Wϕn

n+1‖� < 2−n. Define inductively ψ1 := ι (the

identity on [0, 1]) and ψn+1 := ϕn ◦ ψn; then W
ψn+1

n+1 =
(
Wϕn

n+1

)ψn and

‖Wψn
n −W

ψn+1

n+1 ‖� = ‖(Wn −Wϕn

n+1)
ψn‖� = ‖Wn −Wϕn

n+1‖� < 2−n.

Hence the functionsW ′
n :=Wψn

n form a Cauchy sequence in L1([0, 1]2, ‖ ‖�).
Moreover, each W ′

n is in the unit ball of L∞([0, 1]2) = L1([0, 1]2)∗, so by
sequential weak-∗ compactness (which holds because L1([0, 1]2) is separable),

there exists W ∈ L∞([0, 1]2) such that Wn
w-∗
−→W .

The assumption 0 ≤ W ′
n ≤ 1 implies 0 ≤

∫∫
W ′
n(x, y)1A(x)1B(y) ≤

λ(A)λ(B) for all measurable A and B. Since W ′
n

w-∗
−→ W , this implies 0 ≤∫∫

W (x, y)1A(x)1B(y) ≤ λ(A)λ(B) for all A and B, and thus by Lebesgue’s
differentiation theorem (see e.g. Stein [19, §1.8] again), 0 ≤ W ≤ 1 a.e.;
hence we may assume W ∈ W([0, 1]).

For all f, g ∈ L∞([0, 1]) with ‖f‖∞, ‖g‖∞ ≤ 1, the function f(x)g(y)
belongs to L1([0, 1]2), and thus the weak-∗ convergence implies (using for
definiteness ‖ · ‖�,2)

∣∣∣
∫∫ (

W ′
n(x, y)−W (x, y)

)
f(x)g(y) dxdy

∣∣∣

=
∣∣∣ lim
m→∞

∫∫ (
W ′
n(x, y)−W ′

m(x, y)
)
f(x)g(y) dxdy

∣∣∣

≤ lim sup
m→∞

‖W ′
n −W ′

m‖� ≤ 21−n.
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Taking the supremum over f and g we find ‖W ′
n −W‖� ≤ 21−n, and thus

δ�(Wn,W ) = δ�(W
′
n,W ) ≤ ‖W ′

n −W‖� → 0.

This proves the completeness of W.
We next show that (W , δ�) is totally bounded. Let, for N ≥ 1, KN be

the set of finite type functions in W([0, 1]) with a partition with at most N
parts; we regard KN as a subset of W.

Let ε > 0. As in the proof in Lovász and Szegedy [16, Section 4] of Lemma
3.1 there (but now taking Kn := {1S×T} in Lemma 4.1 there rather than
Kn := {1S×S} as in the symmetric case given there), each f ∈ W([0, 1]) has
distance at most ε to KN with N := ⌊ε−2⌋.

By an obvious rearrangement, each element of KN has a representation
with a partition of [0, 1] into N intervals. Let A := {(s1, . . . , sN−1) : 0 ≤

s1 ≤ · · · ≤ sN−1 ≤ 1} and B := [0, 1]N
2

. Thus, the function f : A×B → KN

given by

f
(
s1, . . . , sN−1, (aij)

N
i,j=1

)
:=

N∑

i,j=1

aij1(si−1,si)(x)1(sj−1,sj)(y),

with s0 := 0 and sN := 1, is thus onto KN ; further, f is continuous into
L1([0, 1]2) and thus into (W , δ�). Consequently, KN = f(A×B) is a contin-
uous image of a compact set, and thus KN is a compact subset of W . Hence,
there exists a finite subset F of KN such that every point in KN has distance
at most ε to F . Consequently, every point in W has distance at most 2ε to
F . Since F is arbitrary, this shows that W is totally bounded. �

We use the construction in Definition 1.3 for an arbitrary W ∈ W(S); in
general, ≺∗ will not be a partial order so P (n,W ) will not be a poset, but
we can always regard P (n,W ) as a random digraph (with i ≺∗ j interpreted
as a directed edge ij). We further define

t(F,W ) :=

∫

S|F |

∏

ij∈F

W (xi, xj) dµ(x1) . . . dµ(x|F |) (6.8)

for every W ∈ W(S) and every finite digraph F ; thus (1.3) says that
t(Q,ΠW ) = t(Q,W ) for every finite poset Q and kernel W . Equivalently,

t(F,W ) = P(i ≺∗ j for every edge ij in F ), (6.9)

where ≺∗ is the relation in P (∞,W ).
We say that a digraph is simple if it can be obtained by orienting a simple

graph; in other words, a digraph is simple if it has no loops or double edges
(i.e., no induced C1 or C2). In particular, a poset is a simple digraph.

Lemma 6.6. Let W1 ∈ W(S1) and W2 ∈ W(S2) where S1 and S2 are
probability spaces. Then, for every simple finite digraph F , if m is the
number of edges in F , then

∣∣t(F,W1)− t(F,W2)
∣∣ ≤ mδ�(W1,W2).
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In particular, for every finite poset Q (with m the number of pairs (i, j) with
i <Q j), ∣∣t(Q,ΠW1

)− t(Q,ΠW2
)
∣∣ ≤ mδ�(W1,W2).

Proof. This is identical to the proof in the symmetric case (when F is a
finite undirected graph) given in [6] (with an unimportant extra factor in the
constant); see also [4, Lemma 2.2] for a nice formulation (with the constant
given above). �

Note that we exclude digraphs F with a loop or a double edge (an in-
duced C1 or C2) since we do not want factors of the type W (xi, xi) or
W (xi, xj)W (xj , xi) in the integrals. (In fact, Lemma 6.6 fails for F = C1 or
C2.)

We now focus on functions W ∈ W(S) that are kernels (recall Defi-
nition 1.1. We define three special digraphs D1,D2,D3 with vertex sets
{1, 2, 3} and edge sets E(D1) = {12, 23}, E(D2) = {12, 23, 13} and E(D3) =
{12, 23, 31}. (Thus D2 is a poset, but not D1 and D3, and D3 = C3.)

Lemma 6.7. Let W ∈ W([0, 1]). Then the following are equivalent.

(i) For every finite n, P (n,W ) is a.s. a poset.
(ii) P (∞,W ) is a.s. a poset.
(iii) There exists a partial order ≺ on [0, 1] and a kernel W ′ on ([0, 1],B,

λ,≺) such that W =W ′ a.e.
(iv) t(D1,W ) = t(D2,W ) and t(D3,W ) = 0.

Proof. (i) ⇐⇒ (ii). is obvious because P (n,W ) = P (∞,W )|[n].
(iii) =⇒ (i),(ii). is clear since P (n,W ) = P (n,W ′) a.s.
(ii) =⇒ (iii). If (ii) holds, then R := P (∞,W ) is an exchangeable random

infinite poset. We follow the proof of Theorem 1.7 in Section 5, noting
that by Definition 1.3, Iij := 1[ξij < W (Xi,Xj)] so we already have the
representation (5.1) (with ξi = Xi), and (5.2) yields W0(x, y) := P

(
ξ <

W (x, y)
)
=W (x, y). The remainder of the proof of Theorem 1.7 shows that

we may modify W0 on a null set such that the result (denoted W there and
W ′ here) is a kernel on ([0, 1],B, λ,≺) for some partial order ≺ on [0, 1].

(iv) =⇒ (iii). We have

0 = t(D1,W )−t(D2,W ) =

∫

[0,1]3
W (x1, x2)W (x2, x3)

(
1−W (x1, x3)

)
dx1 dx2 dx3

and

0 = t(D3,W ) =

∫

[0,1]3
W (x1, x2)W (x2, x3)W (x3, x1) dx1 dx2 dx3.

Thus, (5.6) and (5.7) in the proof of Theorem 1.7 hold. The proof of Theo-
rem 1.7 actually used the assumption that R = P (∞,W ) is a poset only to
show (5.6) and (5.7); hence we may argue exactly as for (ii) =⇒ (iii).

(ii) =⇒ (iv). By (6.9),

t(D3,W ) = P(1 ≺∗ 2, 2 ≺∗ 3, 3 ≺∗ 1)
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and
t(D1,W )− t(D2,W ) = P(1 ≺∗ 2, 2 ≺∗ 3, 1 6≺∗ 3),

and both are 0 if P (∞,W ) a.s. is a poset. �

Remark 6.8. The implications (i) ⇐⇒ (ii) =⇒ (iv) hold forW ∈ W(S) for
any probability space S. We do not know whether that is true for the other
implications, or whether there might be measure theoretic complications.

We prove a kernel version of Lemma 6.3.

Lemma 6.9. If W is a kernel on an ordered probability space (S,F , µ,≺),
then there exists a kernel W ′ on ([0, 1],B, λ,≺), for some partial order ≺ on
[0, 1], such that δ�(W,W

′) = 0.

Proof. By Lemma 6.3, there exists W1 ∈ W([0, 1]) such that δ�(W,W1) = 0.
If F is any simple finite digraph, then Lemma 6.6 implies t(F,W ) = t(F,W1).
Since P (∞,W ) is a random infinite poset, Lemma 6.7 and Remark 6.8
show that t(D1,W1) = t(D1,W ) = t(D2,W ) = t(D2,W1) and t(D3,W1) =
t(D3,W1) = 0, and thus Lemma 6.7 shows the existence of a kernel W ′ with
W ′ =W1 a.e. and thus δ�(W,W

′) = δ�(W,W1) = 0. �

We define WP as

{W :W is a kernel on some ordered probability space S}, (6.10)

or
{W :W is a kernel on ([0, 1],B, λ,≺) for some ≺}, (6.11)

modulo the equivalence relation ∼=; note that (6.10) and (6.11) are equivalent
by Lemma 6.9. Thus WP is a subset of the metric space W, and we equip
WP with the inherited metric δ�.

By Lemma 6.6, the functionals t(F, ·) are well-defined and continuous on
the quotient space W.

Lemma 6.10. WP = {W ∈ W : t(D1,W ) = t(D2,W ) and t(D3,W ) = 0}.

Proof. IfW ∈ W , we may by Lemma 6.3 choose a representative inW([0, 1]),
and the result then follows by Lemma 6.7. �

Theorem 6.11. The metric space (WP, δ�) is compact.

Proof. WP is a closed subset of W by Lemma 6.10 and the fact that the
functionals t(Dℓ, ·) are continuous on W. Hence the result follows from
Theorem 6.5. �

7. Equivalence of kernels

Suppose that (S1, µ1) and (S2, µ2) are two probability spaces and that
ϕ : S1 → S2 is a measure preserving map. If W : S2 × S2 → R, we let
Wϕ : S1 × S1 → R be the function given by Wϕ(x, y) = W

(
ϕ(x), ϕ(y)

)
. If

S2 is an ordered probability space with order ≺2 and W is a kernel on S2,
then we can define a partial order ≺1 on S1 by x ≺1 y ⇐⇒ Wϕ(x, y) > 0;
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then S1 is an ordered probability space, Wϕ is a (strict) kernel on S1, and
ϕ : S1 → S2 is order preserving. Furthermore, in this case, if (Xi)

∞
i=1 are

i.i.d. points in S1, then (ϕ(Xi))
∞
i=1 are i.i.d. points in S2, and it follows from

Definition 1.3 that

P (n,Wϕ)
d
= P (n,W ) for every n ≤ ∞; (7.1)

hence Theorem 1.7 implies that the kernels Wϕ and W define the same
poset limit ΠW . As in the case of graph limits, see [6; 4; 8; 5], this is not
quite the only source of non-uniqueness of the representing kernel W , but it
is ’almost’ so, in a sense made precise below.

A Borel space is a measurable space (S,F) that is isomorphic to a Borel
subset of [0, 1], see e.g. [13, Appendix A1] and [17]. In fact, a Borel space is
either isomorphic to ([0, 1],B) or it is countable infinite or finite. Moreover,
every Borel subset of a Polish topological space (with the Borel σ-field) is a
Borel space. A Borel probability space is a probability space (S,F , µ) such
that (S,F) is a Borel space.

We state a general equivalence theorem, which is the poset version of [8,
Theorem 7.1] for graph limits. (This theorem in [8] is for simplicity stated
only for functions defined on ([0, 1],B, λ,<), but it extends to arbitrary Borel
probability spaces in the same way as here.) The parts (viii) and (ix) are
modelled after similar results for graph limits in [5]. (For graph limits, [5]
also gives an equivalent condition with W1 = V ϕ1 and W2 = V ϕ2 for some
ϕ1, ϕ2 and V . We conjecture that a similar result is true for poset limits
too, but we have not yet investigated this.)

If W is a kernel (or other function) S2 → [0, 1], where S is a probability
space, we say following [5] that x1, x2 ∈ S are twins if W (x1, y) =W (x2, y)
and W (y, x1) = W (y, x2) for a.e. y ∈ S. We say that W is almost twinfree
if there exists a null set N ⊂ S such that there are no twins x1, x2 ∈ S \N
with x1 6= x2.

Theorem 7.1. Suppose that W1 : S2
1 → [0, 1] and W2 : S2

2 → [0, 1] are
two kernels defined on two ordered probability spaces (S1,F1, µ1,≺1) and
(S2,F2, µ2,≺2) such that (S1, µ1) and (S2, µ2) are Borel spaces, and let Π1 =
ΠW1

and Π2 = ΠW2
be the corresponding poset limits in P∞. Then the

following are equivalent.

(i) Π1 = Π2 in P∞.
(ii) t(Q,Π1) = t(Q,Π2) for every poset Q.
(iii) The exchangeable random infinite posets P (∞,W1) and P (∞,W2)

have the same distribution.
(iv) The random posets P (n,W1) and P (n,W2) have the same distribu-

tion for every finite n.
(v) There exist measure preserving maps ϕj : [0, 1] → Sj , j = 1, 2, such

that Wϕ1

1 = Wϕ2

2 a.s., i.e. W1

(
ϕ1(x), ϕ1(y)

)
= W2

(
ϕ2(x), ϕ2(y)

)

a.e. on [0, 1]2.
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(vi) There exists a measurable mapping ψ : S1 × [0, 1] → S2 that maps
µ1 × λ to µ2 such that W1(x, y) = W2

(
ψ(x, t1), ψ(y, t2)

)
for a.e.

x, y ∈ S1 and t1, t2 ∈ [0, 1]. (Equivalently, if further π : S := S1 ×

[0, 1] → S1 is the projection, then W π
1 =Wψ

2 a.s. on S2.)
(vii) δ�(W1,W2) = 0.

If further W2 is almost twinfree, then these are also equvalent to:

(viii) There exists a measure preserving map ϕ : S1 → S2 such that W1 =
Wϕ

2 a.s., i.e. W1(x, y) =W2

(
ϕ(x), ϕ(y)

)
a.e. on S2

1 .

If both W1 and W2 are almost twinfree, then these are also equvalent to:

(ix) There exists a measure preserving map ϕ : S1 → S2 such that ϕ
is a bimeasurable bijection of S1 \ N1 onto S2 \ N2 for some null
sets N1 ⊂ S1 and N2 ⊂ S2, and W1 = Wϕ

2 a.s., i.e. W1(x, y) =
W2

(
ϕ(x), ϕ(y)

)
a.e. on S2

1 . (If further (S2, µ2) has no atoms, for
example if S2 = [0, 1], then we may take N1 = N2 = ∅.)

Proof. (i) ⇐⇒ (ii). By our definition of P∞ ⊂ P in Section 3.
(i) ⇐⇒ (iii). By Theorem 1.15(ii).
(iii) ⇐⇒ (iv). Obvious.

(v) =⇒ (iii),(iv). By (7.1), P (n,W1)
d
= P (n,Wϕ1

1 ) = P (n,Wϕ2

2 )
d
=

P (n,W2).
(vi) =⇒ (iii),(iv). Similar.
(iii) =⇒ (v),(vi). Consider first the case (S1, µ1) = (S2, µ2) = ([0, 1], λ).

In this case, (v) and (vi) follow, as in the graph case in [8], from Hoover’s
equivalence theorem for representations of exchangeable arrays in the version
by Kallenberg [14, Theorem 7.28]; we refer to [8, Proof of Theorem 7.1] for
the details rather than copying them here.

For general S1 and S2, we first note that since every Borel space is ei-
ther finite, countably infinite or (Borel) isomorphic to [0, 1], it is easily seen
that there exist measure preserving maps γj : [0, 1] → Sj, j = 1, 2. (Recall
that [0, 1] is equipped with the Lebesgue measure λ unless another mea-

sure is explicitly given.) Let W̃j := W
γj
j : [0, 1]2 → [0, 1]. Then, by (7.1),

P (n,Wj)
d
= P (n, W̃j) for n ≤ ∞, and thus (iii) holds for W̃1 and W̃2 de-

fined on [0, 1]. Hence, by the special case just treated, there exist measure

preserving functions ϕ′
j : [0, 1] → [0, 1] such that W̃

ϕ′
1

1 = W̃
ϕ′
2

2 a.e., and thus

(v) holds with ϕj := γj ◦ ϕ
′
j .

Similarly, by (vi) for W̃1 and W̃2, there exists a measure preserving func-

tion h : [0, 1]2 → [0, 1] such that W̃1(x, y) = W̃2

(
h(x, z1), h(y, z2)

)
for a.e.

x, y, z1, z2 ∈ [0, 1]. Apply Lemma 7.2 below with (S, µ) = (S1, µ1) and
γ = γ1. This yields α : S1 × [0, 1] → [0, 1] that is measure preserving and
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with γ1(α(s, u)) = s a.e. Hence, for a.e. x, y ∈ S1 and u1, u2, z1, z2 ∈ [0, 1],

W1(x, y) =W1

(
γ1 ◦ α(x, u1), γ1 ◦ α(y, u2)

)
= W̃1

(
α(x, u1), α(y, u2)

)

= W̃2

(
h(α(x, u1), z1), h(α(y, u2), z2)

)

=W2

(
γ2 ◦ h(α(x, u1), z1), γ2 ◦ h(α(y, u2), z2)

)
.

Finally, let β = (β1, β2) be a measure preserving map [0, 1] → [0, 1]2, and
define ψ(x, t) := γ2 ◦ h

(
α(x, β1(t)), β2(t)

)
.

(v) =⇒ (vii). Obvious by (6.5) and Lemma 6.2.
(vii) =⇒ (ii). By Lemma 6.6.
(vi) =⇒ (viii). Since, for a.e. x, y, t1, t2, t

′
1,

W2

(
ψ(x, t1), ψ(y, t2)

)
=W1(x, y) =W2

(
ψ(x, t′1), ψ(y, t2)

)

and
W2

(
ψ(y, t2), ψ(x, t1)

)
=W1(y, x) =W2

(
ψ(y, t2), ψ(x, t

′
1)
)
,

and ψ is measure preserving, it follows that for a.e. x, t1, t
′
1, ψ(x, t1) and

ψ(x, t′1) are twins for W2. If W2 is almost twin-free, with exceptional null
set N , then further ψ(x, t1), ψ(x, t

′
1) /∈ N for a.e. x, t1, t

′
1, since ψ is measure

preserving, and consequently ψ(x, t1) = ψ(x, t′1) for a.e. x, t1, t
′
1. It follows

that we can choose a fixed t′1 (almost every choice will do) such that ψ(x, t) =
ψ(x, t′1) for a.e. x, t. Define ϕ(x) := ψ(x, t′1). Then ψ(x, t) = ϕ(x) for a.e.
x, t, which in particular implies that ϕ is measure preserving, and (vi) yields
W1(x, y) =W2

(
ϕ(x), ϕ(y)

)
a.e.

(viii) =⇒ (ix). Let N ′ ⊂ S1 be a null set such that if x /∈ N ′, then
W1(x, y) = W2(ϕ(x), ϕ(y)) for a.e. y ∈ S1. Similarly, let N ′′ ⊂ S1 be a null
set such that if x /∈ N ′′, then W1(y, x) = W2(ϕ(y), ϕ(x)) for a.e. y ∈ S1. If
x, x′ ∈ S1 \ (N ′ ∪ N ′′) and ϕ(x) = ϕ(x′), then x and x′ are twins for W1.
Consequently, if W1 is almost twinfree with exceptional null set N , then ϕ
is injective on S1 \N1 with N1 := N ′ ∪N ′′ ∪ N . Since S1 \ N1 and S2 are
Borel spaces, the injective map ϕ : S1 \N1 → S2 has measurable range and
is a bimeasurable bijection ϕ : S1 \ N1 → S2 \N2 for some measurable set
N2 ⊂ S2. Since ϕ is measure preserving, µ2(N2) = 0.

If S2 has no atoms, we may take an uncountable null set N ′
2 ⊂ S2 \ N2.

Let N ′
1 := ϕ−1(N ′

2). Then N1 ∪ N ′
1 and N2 ∪ N ′

2 are uncountable Borel
spaces so there is a bimeasurable bijection ψ : N1∪N

′
1 → N2∪N

′
2. Redefine

ϕ on N1 ∪N
′
1 so that ϕ = ψ there; then ϕ becomes a bijection S1 → S2. �

Lemma 7.2. Suppose that (S, µ) is a Borel probability space and that γ :
[0, 1] → S is a measure preserving function. Then there exists a measure
preserving function α : S × [0, 1] → [0, 1] such that γ

(
α(s, y)

)
= s for µ× λ-

a.e. (s, y) ∈ S × [0, 1].

Proof. Let η : [0, 1] → [0, 1] and ξ̃ : S → S be the identity maps η(x) = x,

ξ̃(s) = s, and let ξ = γ : [0, 1] → S. Then (ξ, η) is a pair of random
variables, defined on the probability space ([0, 1], λ), with values in S and

[0, 1], respectively; further, ξ̃ is a random variable defined on (S, µ) with
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ξ̃
d
= ξ. By the transfer theorem [13, Theorem 6.10], there exists a measurable

function α : S×[0, 1] → [0, 1] such that if η̃(s, y) := α(ξ̃(s), y) = α(s, y), then

(ξ̃, η̃) is a pair of random variables defined on S × [0, 1] with (ξ̃, η̃)
d
= (ξ, η).

Since ξ = γ(η), this implies ξ̃ = γ(η̃) a.s., and thus s = ξ̃(s) = γ
(
α(s, y)

)

a.s. �

8. More on the cut metric

Theorem 8.1. Let W and W1,W2, . . . be kernels on ordered probability
spaces S,S1,S2, . . . . Then, as n→ ∞, ΠWn → ΠW ⇐⇒ δ�(Wn,W ) → 0.
In other words, the mapping W 7→ ΠW is a homeomorphism of (WP, δ�)
onto P∞.

Proof. The mapping W 7→ ΠW ∈ P∞ is well-defined and continuous on WP

by Lemma 6.6 and the construction of P∞ (see Theorem 3.5); further, the
mapping is surjective by Theorem 1.7 and it is injective by Theorem 7.1
((i) =⇒ (vii)), using the definition (6.11). Since WP is compact by Theo-
rem 6.11, the mapping is thus a homeomorphism. �

Proof of Theorem 1.13. Let Wn = WPn . Thus ΠPn := ΠWn and t(Q,Pn) =
t(Q,ΠPn) = t(Q,ΠWn) for every Q ∈ P by Example 1.12. It follows from
Theorems 3.4 and 3.5 that Pn → Π ⇐⇒ ΠWn → Π, and the result follows
from Theorem 8.1. �

9. Further examples

Example 9.1. For each finite n, all totally ordered sets with n elements
are isomorphic, and there is thus a unique unlabelled totally ordered poset
in Pn which we denote by Tn. Let (S,F , µ,<) be a totally ordered set with
a continuous probability measure µ (i.e., a probability measure such that
µ{x} = 0 for every x ∈ S), and let W (x, y) = 1[x < y] as in Example 1.5.
Since µ is continuous, the random points Xi in Definition 1.3 are (a.s.)
distinct, and thus, see Example 1.5, P (n,W ) is isomorphic to a subset of
S and thus totally ordered. In other words, P (n,W ) = Tn as unlabelled

posets. (As labelled posets, P (n,W )
d
= T̂n, which is obtained by applying a

random permutation to [n] with the usual order.) By Theorem 1.7(i), thus
Tn → ΠW , which shows that ΠW does not depend on the choices of S and
µ. We write ΠT for this poset limit and have thus shown that there exists
a (unique) poset limit ΠT ∈ P∞ such that Tn → ΠT and P (n,ΠT ) = Tn for
all finite n. We may call ΠT the total poset limit.

It is convenient to choose S as [0, 1] with Lebesgue measure; we then see
that P (∞,ΠT ) is the random infinite total order defined by a sequence of
i.i.d. random points in [0, 1] with the standard order.

Note that µ has to be continuous in this example; otherwise (i.e., if µ
has an atom), there will (a.s.) be repetitions in X1,X2, . . . and thus incom-
parable points in P (∞,W ) (and with positive probability in P (n,W ) for
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finite n ≥ 2); hence P (∞,ΠW ) = P (∞,W ) 6
d
= P (∞,ΠT ) and ΠW 6= ΠT

by Theorem 1.15(ii). In particular, ΠP defined in Example 1.12 for a finite
totally ordered set P = Tm does not equal ΠT . (Although, as a consequence
of (1.8), ΠTm → ΠT in P∞ as m→ ∞.)

Example 9.2. The other extreme is the poset where x 6< y for all x, y; we
call these posets trivial, and let En denote the (unique) unlabelled trivial
poset with |En| = n. Then, trivially, t(Q,En) = 0 for every finite poset Q
that is not itself trivial, while t(Em, En) = 1 for all m and n. Consequently
the sequence (En) converges, and the limit is a poset limit Π0 ∈ P∞ with

t(Q,Π0) =

{
1, Q = Em for some m,

0, otherwise.
(9.1)

Taking P = En in Example 1.12, we see further by (1.8) that ΠEn = Π0 for

every n. Trivially, Ên = En, and by (1.6) P (∞,Π0) is the trivial infinite
poset on N. Similarly, P (n,Π0) = P (∞,Π0)|[n] is trivial, so P (n,Π0) = En.

Note also that if S is any ordered probability space and W = 0, which al-
ways is a kernel, then P (n,W ) is trivial for all n <∞, and by Theorem 1.7(i)
or (ii), ΠW = Π0. (This explains our notation Π0.)

Example 9.3. Let S = [0, 1]2 with Lebesgue measure and the product order
(x1, x2) < (y1, y2) if x1 < y1 and x2 < y2. Again, let W (x, y) = 1[x < y] as
in Example 1.5. Then P (n,W ) is the poset defined by n random points in
[0, 1]2, which also can be described as the intersection of two independent
random total orders on [n].

Example 9.4. LetG(n, p) denote the random graph with n vertices {1, . . . , n}
where each possible edge ij appears with probability p, independently of all
other edges. We make G(n, p) into a (random) poset by directing each edge
from the smaller endpoint to the larger, and then taking the transitive clo-
sure. In other words, i ≺ j in G(n, p) if and only if there is an increasing
path i = i1, i2, . . . , in = j in G(n, p). We use G(n, p) to denote this random
poset too.

It can be shown, see [18] and the references therein, that if p → 0 and
(j − i)/(1

p
log 1

p
) → c, then P(i ≺ j) → 0 if c < 1 and P(i ≺ j) → 1 if c > 1.

Assume now that n → ∞ and p → 0 such that pn/ log n → a ∈ [0,∞]. It
then follows easily that for every finite poset Q, using (6.8) and (1.3),

E t(Q,G(n, p)) → t(Q,Wa) = t(Q,ΠWa),

whereWa is the kernel on ([0, 1],B, λ,<) given byWa(x, y) := 1[y−x > a−1].

(In particular, Wa = 0 if a ≤ 1.) By Theorem 4.1, thus G(n, p)
d

−→ ΠWa ;

since ΠWa is non-random, this means G(n, p)
p

−→ ΠWa.

In particular, if a ≤ 1, then G(n, p)
p

−→ Π0, see Example 9.2. The other
extreme is a = ∞; then Wa(x, y) = 1[y > x] on the totally ordered set [0, 1],

so G(n, p)
p

−→ ΠT , see Example 9.1.
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Example 9.5. Let S = {(x, y) : 0 ≤ x ≤ y ≤ 1} with the partial order
(x1, y1) ≺ (x2, y2) if y1 < x2. We can interpret S as the set of closed
intervals in [0,1], with I1 ≺ I2 if I1 lies entirely to the left of I2. Any
probability measure µ on S thus defines a distribution of random intervals,
and the kernel W (x,y) := 1[x ≺ y] as in Example 1.5 yields random posets
P (n,W ), and a poset limit Π.

We note that although it is natural to represent Π by the kernel W on
(S, µ), Π can also be represented by a kernel on ([0, 1],B, λ,<). (Thus
Problem 1.10 has a positive answer in this case.) To see this, we construct
a measure preserving map ϕ : ([0, 1], λ) → (S, µ) such that ϕ(s) ≺ ϕ(t) =⇒
s < t; then Wϕ is a kernel on [0, 1] that represents Π. We may construct ϕ
by first partitioning S into S0 := {(x, y) : x ≤ y < 1/2}, S01 := {(x, y) : x <
1/2 ≤ y} and S1 := {(x, y) : 1/2 ≤ x ≤ y}, and a corresponding partitioning
of [0, 1] into I0 := [0, µ(S0)), I01 := [µ(S0), 1−µ(S1)) and I1 := [1−µ(S1), 1].
Noting that all elements of S01 are incomparable, we define ϕ on I01 as any
measure preserving map I01 → S01. We then continue recursively and define
ϕ : I0 → S0 and I1 → S1 by partitioning S0 and S1 into three parts each,
and so on. (In the kth stage, the partitioning is according to the kth binary
digit of x and y.) Let ∆ := {(x, x)} be the diagonal in S. If µ(∆) = 0,
then the recursive procedure just described defines ϕ at least a.e. on [0, 1].
If µ(∆) > 0, there will remain a Cantor like subset of [0, 1] of measure µ(∆);
the construction then is completed by mapping this set to ∆ by an increasing
measure preserving map.

10. Poset limits as digraph limits

As said repeatedly, we can regard posets as digraphs, which yields an
inclusion mapping P → D. We saw in Section 3 that this mapping extends
to a (unique) continuous inclusion mapping P → D; we may thus regard P
as a compact subset of D, with P∞ a compact subset of D∞. We can now
characterize the subset P∞ of D∞ in several ways.

We first recall that, as shown in Diaconis and Janson [8], the digraph
limits in D∞ can be represented by quintuplesW = (W00,W01,W10,W11, w)
where Wαβ : [0, 1]2 → [0, 1] and w : [0, 1] → {0, 1} are measurable functions

such that
∑1

α,β=0Wαβ(x, y) = 1 andWαβ(x, y) =Wβα(y, x) for α, β ∈ {0, 1}
and x, y ∈ [0, 1]. Let W5 be the set of all such quintuples. For W ∈ W5, we
define a random infinite digraph G(∞,W) by specifying its edge indicators
Iij as follows (cf. Definition 1.3): we first choose a sequence X1,X2, . . . of
i.i.d. random variables uniformly distributed on [0, 1], and then, given this
sequence, let Iii = w(Xi) and for each pair (i, j) with i < j choose Iij and
Iji at random such that

P(Iij = α and Iji = β) =Wαβ(Xi,Xj), α, β ∈ {0, 1}; (10.1)

this is done independently for all pairs (i, j) with i < j (conditionally given
{Xk}). The infinite random digraph G(∞,W) is exchangeable, and it is
shown in [8], by digraph analogues of Theorems 1.16 and 1.15 above, that
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its distribution is an extreme point in the set of exchangeable distributions
and that it corresponds to a digraph limit ΓW; for example, G(n,W) :=
G(∞,W)|[n] → ΓW in D a.s.

Theorem 10.1. Let Γ ∈ D∞ be a digraph limit. Then the following are
equivalent.

(i) Γ ∈ P∞, i.e., Γ is a poset limit.
(ii) tind(F,Γ) = 0 for every finite digraph F that is not a poset.
(iii) tind(C1,Γ) = tind(C2,Γ) = tind(C3,Γ) = tind(P2,Γ) = 0.
(iv) If W = (W00,W01,W10,W11, w) is some (any) quintuplet represent-

ing Γ, then w = 0 a.e., W11 = 0 a.e., and {(x, y, z) : W10(x, y) >
0 and W10(y, z) > 0 and W10(x, z) < 1} is a null set in [0, 1]3.

(v) There exists a quintuplet W = (W00,W01,W10,W11, w) representing
Γ with w = 0, W11(x, y) = 0, W10(x, x) = 0, and W10 satisfying
(1.2).

Proof. (i) =⇒ (ii). If P is a poset regarded as a digraph, then every induced
subgraph is a poset. Thus, if F ∈ D \ P, then tind(F,P ) = 0 for all P ∈ P,
and by continuity, tind(F,Γ) = 0 for all Γ ∈ P∞ too.

(ii) =⇒ (iii). Trivial.
(iii) =⇒ (iv). Let W = (W00,W01,W10,W11, w) represent the digraph

limit Γ as above. Then, by the digraph version of (1.6), for once regarding
C1,C2,C3,P2 as labelled digraphs (in the obvious way),

0 = t(C1,Γ) = P(C1 ⊂ G(∞,W)) = P(I11 = 1) = Ew(X1).

Thus w = 0 a.e. Similarly,

0 = t(C2,Γ) = P(C2 ⊂ G(∞,W)) = P(I12 = I21 = 1) = EW11(X1),

and thus W11 = 0 a.e. Finally, using W11 = 0,

0 = t(C3,Γ) + t(P2,Γ) = P(C3 ⊂ G(∞,W)) + P(P2 ⊂ G(∞,W))

= P(I12 = I23 = 1, I31 = 0)

= EW10(X1,X2)W10(X2,X3)(1−W10(X3,X1)).

(iv) =⇒ (i). By the calculations in the preceding step,

P(C1 ⊂ G(∞,W)) = P(C2 ⊂ G(∞,W))

= P(C3 ⊂ G(∞,W)) + P(P2 ⊂ G(∞,W)) = 0.

By exchangeability, G(∞,W) thus a.s. does not have any induced subgraph
C1, C2, C3 or P2, and thus Lemma 2.1 shows that G(∞,W) and its induced
subgraphs G(n,W) are posets a.s. Since Γ = limG(n,W) a.s., Γ is a limit
of posets.

(i) =⇒ (v). By Theorems 1.7 and 1.9(ii), we can represent Γ regarded
as a poset limit by a kernel W on ([0, 1],B, λ) (with some partial order
≺). We define W10(x, y) = W (x, y), W01(x, y) = W (y, x), W11(x, y) = 0,
W00(x, y) = 1 −W (x, y) −W (y, x) and w(x) = 0. (Alternatively, we can
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show (iv) =⇒ (v) by modifying W on a null set similarly to the proof of
Theorem 1.7.)

(v) =⇒ (iv). Trivial. �

11. Further comments

One might ask for topological properties of the compact metric space P∞.
We only give one simple result here.

Theorem 11.1. P∞ is a contractible topological space, and in particular
connected and simply connected.

Proof. To be contractible means that there is a homotopy between the
identity map P∞ → P∞ and a constant map, i.e., a continuous map Ψ :
P∞ × [0, 1] → P∞ such that Ψ(Π, 0) = Π and Ψ(Π, 1) = Π′ for all Π and
some fixed Π′ in P∞. We construct such a map with Π′ = Π0 as follows.

Given Π ∈ P∞, choose a representing kernel W on an ordered probability
space (S,F , µ,<). Define S∗ := S ∪{∗} (with ∗ /∈ S), extend < to S∗ in any
way (e.g., with ∗ incomparable to every x ∈ S), and define, for p ∈ [0, 1],
µp{∗} = 1 − p and µp(A) = pµ(A) for A ⊆ S; finally, extend W to S∗ by
W (∗, x) = W (x, ∗) = W (∗, ∗) = 0 for x ∈ S. Let Π(p) ∈ P∞ be the poset
limit defined be the extended kernel W on (S∗, µp).

For a poset Q, let

|Q|+ := |{x ∈ Q : x < y or y < x for some y ∈ Q}|,

the number of elements of Q that are comparable to at least one other
element. Then, as a consequence of Theorem 1.7(ii), for every finite poset
Q,

t(Q,Π(p)) = p|Q|+t(Q,Π). (11.1)

In particular, this shows that Π(p) depends on Π and p only, and not on the
choice of the kernel W . Furthermore, Π(1) = Π, while, by (11.1) and (9.1),
Π(0) = Π0 defined in Example 9.2, for every Π ∈ P∞. Moreover, (11.1)
shows that the map (Π, s) 7→ Π(s) is a continuous map P∞ × [0, 1] → P∞.
Consequently, Ψ(Π, s) := Π(1−s) defines the desired homotopy. �

The poset limit Π(p) in the proof can be regarded as a thinning of Π. The
corresponding exchangeable random infinite poset P(∞,Π(p)) is obtained
from P (∞,Π) by randomly selecting elements with probability 1 − p each,
independently, and making them uncomparable to everything.
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