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Invariance entropy for a class of partially hyperbolic sets

Christoph Kawan∗ Adriano Da Silva†

Abstract

Invariance entropy is a measure for the smallest data rate in a noiseless digital channel

above which a controller that only receives state information through this channel is able to

render a given subset of the state space invariant. In this paper, we derive a lower bound

on the invariance entropy for a class of partially hyperbolic sets. More precisely, we assume

that Q is a compact controlled invariant set of a control-affine system whose extended tangent

bundle decomposes into two invariant subbundles E+ and E0− with uniform expansion on

E+ and weak contraction on E0−. Under the additional assumptions that Q is isolated and

that the u-fibers of Q vary lower semicontinuously with the control u, we derive a lower bound

on the invariance entropy of Q in terms of relative topological pressure with respect to the

unstable determinant. Under the assumption that this bound is tight, our result provides a

first quantitative explanation for the fact that the invariance entropy does not only depend

on the dynamical complexity on the set of interest.
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1 Introduction

This paper is part of a major project with the aim to establish a hyperbolic theory of nonlinear
control systems, to some extent analogous to the hyperbolic theory of dynamical systems orig-
inating from works of Poincáre, Hadamard, Smale, Anosov and many others. Insights of this
theory are used in control at least since the work of Ott, Grebogi and Yorke [37] on the subject
known as ‘control of chaos’, which uses properties of chaotic attractors to achieve stabilization
with low energy use. Different from this approach, our work is grounded on the topological theory
of Colonius-Kliemann [10], which aims at the understanding of the global controllability structure
of a system using a dynamical systems view. More precisely, under appropriate assumptions, the
transition map of the control system is extended to a skew-product flow (called control flow),
where it becomes a cocycle over a shift flow defined on the space of all admissible control func-
tions. This construction is similar to the random dynamical systems view of stochastic ODEs.
With the skew-product flow at hand, one can associate maximal sets of controllability with maxi-
mal topologically transitive sets of the skew-product, and give control-theoretic interpretations to
other dynamical concepts such as chain transitive sets and supports of invariant measures.

The paper [8] was the first to examine uniformly hyperbolic structures on subsets of complete
controllability (known as control sets), using shadowing techniques to prove, e.g., that such sets
behave robustly under small perturbations. In [13], it was shown that hyperbolic control sets
exist for a large class of invariant control systems on flag manifolds of semisimple Lie groups,
using extensively the semigroup theory developed by San Martin and coworkers [2, 4, 34, 35, 36].
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Moreover, it was shown that each maximal set of chain controllability (called a chain control set)
of such a system admits a continuous decomposition of its extended tangent bundle into three
invariant subbundles E−, E0 and E+ with uniform contraction on E− and uniform expansion on
E+. Further results on uniformly hyperbolic sets were obtained in [12, 14, 23], and a survey of
such results was provided in [24].

An important application of the hyperbolic theory of control systems is related to problems aris-
ing in networked control. A networked control system is a spatially distributed system whose
components (sensors, controllers and actuators) can only communicate over a shared digital com-
munication network. Examples can be found, e.g., in automated traffic systems, underwater
communications for remotely controlled surveillance, rescue submarines and modern industrial
systems which combine industrial production with information and communication technology. A
fundamental problem in this context is to determine the minimal requirements on the communica-
tion network so that a given control objective can be achieved. In the simplest setup, this reduces
to the question about the smallest channel capacity, above which a system can be stabilized. For
linear control systems, it was shown by many authors under various different assumptions on the
components of the system, that the infimal channel capacity equals the logarithm of the open-
loop unstable determinant, which is known as the data-rate theorem (see [33] for a survey). The
fact that this value coincides with the (topological or measure-theoretic) entropy of the uncon-
trolled system led several researchers to the conclusion that methods from ergodic theory could
be useful to study more advanced setups involving nonlinear dynamics, more complicated network
topologies and also different control objectives, cf. [6, 7, 16, 22, 25, 29, 32, 38, 40, 41].

The paper at hand provides a contribution both to the theory of networked control and to the
hyperbolic theory of control systems in that it extends a result obtained for the invariance entropy
of uniformly hyperbolic control sets to a class of partially hyperbolic controlled invariant sets.
Invariance entropy is a quantity that measures the smallest channel capacity of a noiseless digital
channel above which a compact controlled invariant set can be made invariant by a controller that
receives state information through this channel. This quantity, which is defined in a similar fashion
as topological entropy of dynamical systems, was first introduced in [32] for discrete-time systems
under the name topological feedback entropy (using an open-cover definition), and extended to
continuous time in [9] (using a spanning-sets definitions). As the results exposed in [9, 12, 22]
show, invariance entropy is closely connected to dynamical quantities such as Lyapunov exponents
and escape rates. In particular, in [12] we provided a formula for the invariance entropy hinv(Q)
of a uniformly hyperbolic chain control set Q without center bundle, namely

hinv(Q) = inf
(u,x)∈L(Q)

lim sup
τ→∞

1

τ
log J+ϕτ,u(x) (1)

with J+ϕτ,u(x) denoting the unstable determinant of the spatial derivative of the transition map
ϕ(τ, x, u) = ϕτ,u(x) and

L(Q) = {(u, x) ∈ U ×M : ϕ(R, x, u) ⊂ Q},

where U is the set of admissible control functions. To prove the inequality ‘≥’ in (1), we only used
ideas from dynamical systems related to the computation of escape rates, cf. [39].

In this paper, we extend the lower estimate in (1) to a class of partially hyperbolic controlled
invariant sets Q with trivial dynamics (i.e., vanishing Lyapunov exponents) on the center bundle.
Under the additional assumptions that Q is isolated and that the u-fibers Q(u) := {x ∈ Q :
ϕ(R, x, u) ⊂ Q} depend lower semicontinuously on the control u (with the appropriate topology
on U), our main result shows that

hinv(Q) ≥ − sup
P
Ptop(ϕ|L(Q);− log J+ϕ1,u(x)). (2)

Here the supremum is taken over all shift-invariant Borel probability measures P on the base
space U of admissible control functions and Ptop(·; ·) denotes the topological pressure of the bundle
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random dynamical system (briefly, a bundle RDS ) that is obtained from the control flow restricted
to L(Q), when U is equipped with P . Observing that in the case of uniform hyperbolicity without
center bundle, the topological pressure above reduces to

Ptop(ϕ|L(Q);− logJ+ϕ1,u(x)) = − inf
µ: (prU )∗µ=P

suppµ⊂L(Q)

∫

U

log J+ϕ1,u(x)dµ(u, x),

the infimum taken over all invariant probability measures of the control flow that project to P
and are supported on L(Q), we are able to recover the lower bound in (1) as a special case. Here
we use that for a uniformly hyperbolic set without center bundle, the u-fibers of Q are finite (see
[23] for a proof), implying that the measure-theoretic entropy of the bundle RDS ϕ|L(Q) vanishes.

As in the uniformly hyperbolic case, examples to which our result can be applied, are provided
by invariant systems on flag manifolds on semisimple Lie groups. In the paper at hand, we only
discuss a special case, namely systems on projective space induced by bilinear systems on R

d,
while the more general case is studied in [15].

The paper is organized as follows. In Section 2, we precisely formulate our main result, recalling
all the concepts involved. The proof is carried out in Section 3 through a series of lemmas and
propositions. Section 4 provides a class of examples and Section 5 discusses the contents of the
result and relates it to other problems, e.g., submanifold stabilization. Finally, some technical
results of independent interest, used in the proof, are collected in Section 6 (Appendix).

Notation. We write N = {1, 2, 3, . . .} for the set of positive integers, Z for the set of all integers
and R for the set of real numbers. We also write K+ := {x ∈ K : x ≥ 0} for K ∈ {Z,R}. For
x > 0, log x denotes the natural logarithm of x. If V,W are vector spaces, we write Hom(V,W ) and
End(V ) for the spaces of homomorphisms from V to W and endomorphisms on V , respectively.

If M is a smooth manifold, we write TxM for the tangent space to M at x ∈M . If f :M → N is
differentiable, Df(x) : TxM → Tf(x)N denotes the derivative at x ∈M . If (M, g) is a Riemannian
manifold, we write | · | for the norm in each tangent space TxM , d(·, ·) for the geodesic distance
and vol(·) for the Riemannian volume measure on M , respectively. Moreover, expx denotes the
Riemannian exponential function.

If (X, d) is a metric space, we write Br(x) for the open ball of radius r > 0 centered at x ∈ X .
If ∅ 6= A ⊂ X and x ∈ X , we write dist(x,A) := infa∈A d(x, a). We let Nε(A) denote the closed
ε-neighborhood of A, i.e.,

Nε(A) := {x ∈ X : dist(x,A) ≤ ε} .
Furthermore, 1A stands for the indicator function of A and we write intA, clA and ∂A for the
interior, the closure and the boundary of A, respectively. We further define the diameter of A by
diamA := supx,y∈A d(x, y). By dH(A,B) we denote the Hausdorff distance between two nonempty
compact sets A,B ⊂ X . Finally, B(X) denotes the Borel-σ-algebra on X .

If µ is a Borel measure on X , we let suppµ ⊂ X denote its support, and we write f∗µ for the
push-forward of µ under a measurable map f : X → X .

2 Assumptions and statement of the main result

We consider a control-affine system

ẋ(t) = f0(x(t)) +

m∑

i=1

ui(t)fi(x(t)), u ∈ U ,

on a connected Riemannian manifold M of dimension d. We assume that the vector fields
f0, f1, . . . , fm are of class C2 and

U = {u : R → R
m : u measurable with u(t) ∈ U a.e.} ,
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where U ⊂ R
m is an infinite compact and convex set. We write ϕ(t, x, u) = ϕt,u(x) for the

trajectory through x ∈ M , corresponding to the control function u ∈ U . Furthermore, we denote
by θ : R × U → U , (t, u) 7→ θtu := u(· + t), the shift flow on U . With the weak∗-topology
of L∞(R,Rm) = L1(R,Rm)∗, U becomes a compact metrizable space and θ a continuous flow,
cf. [10]. We fix a metric dU on U , compatible with this topology.

Assuming w.l.o.g. that all trajectories are defined on R, the maps θ and ϕ define the control flow

Φ : R× (U ×M) → U ×M, Φt(u, x) = (θtu, ϕ(t, x, u)),

which is a continuous skew-product flow. In particular, ϕ satisfies the cocycle property

ϕ(t+ s, x, u) = ϕ(t, ϕ(s, x, u), θsu), ∀t, s ∈ R, x ∈M, u ∈ U .

From the assumptions it follows that ϕ is twice differentiable in x and that the first and second
derivatives depend continuously on (u, x), see [22, Thm. 1.1].

Recall that the invariance entropy is defined as follows. Let ∅ 6= K ⊂ Q ⊂ M , K compact, such
that for every x ∈ K there is u ∈ U with ϕ(R+, x, u) ⊂ Q. For τ > 0, a set S ⊂ U is called
(τ,K,Q)-spanning if for every x ∈ K there is u ∈ S with ϕ([0, τ ], x, u) ⊂ Q. Writing rinv(τ,K,Q)
for the smallest cardinality of such a set, the invariance entropy of (K,Q) is defined by

hinv(K,Q) := lim sup
τ→∞

1

τ
log rinv(τ,K,Q) ∈ [0,∞].

Throughout the paper, we consider a compact set Q ⊂M with the following properties:

(P1) Q is all-time controlled invariant, i.e., for every x ∈ Q there exists u ∈ U with ϕ(R, x, u) ⊂ Q.
We write

L(Q) := {(u, x) ∈ U ×M : ϕ(R, x, u) ⊂ Q}
for the lift of Q to U ×M and note that L(Q) is a compact Φ-invariant set.

(P2) For every (u, x) ∈ L(Q) there exists a decomposition

TxM = E+(u, x)⊕ E0−(u, x)

into two linear subspaces of constant dimensions such that

Dϕt,u(x)E
i(u, x) = Ei(Φt(u, x)) for all t ∈ R, (u, x) ∈ L(Q) and i ∈ {+, 0−},

and the following holds: there exists a constant λ > 0 such that for every ε > 0 there is
T > 0 with the following property. For all (u, x) ∈ L(Q) and t ≥ T ,

|Dϕt,u(x)v| ≥ eλt|v| if v ∈ E+(u, x),

|Dϕt,u(x)v| ≤ eεt|v| if v ∈ E0−(u, x).

(P3) The set-valued map, defined by

u 7→ Q(u) := {x ∈M : ϕ(R, x, u) ⊂ Q} ,

from the space U of control functions into the space of compact subsets of Q is lower semi-
continuous. We call Q(u) the u-fiber of Q.

(P4) The set Q is isolated, i.e., there exists a neighborhood N ⊂M of Q such that ϕ(R, x, u) ⊂ N
implies (u, x) ∈ L(Q) for any (u, x) ∈ U ×M .
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Observe that in (P3) we can assume w.l.o.g. that Q(u) 6= ∅ for all u ∈ U . Otherwise we replace
U with U∗ := {u ∈ U : Q(u) 6= ∅} in the whole proof, using that U∗ is closed and θ-invariant. In
Section 4 we will provide examples of sets Q satisfying all of the above assumptions.

Under these assumptions, we provide a lower bound on the invariance entropy hinv(K,Q) for
compact sets K ⊂ Q of positive volume.

To explain our result, we introduce the set MΦ1(L(Q)) of all Borel probability measures on L(Q),
invariant under the time-1 map Φ1 : U ×M → U ×M of the control flow. If µ ∈ MΦ1(L(Q)) and
P = (prU)∗µ is the projection of µ to U , then P is a Borel probability measure on U , invariant
under θ1. Observe that when U is endowed with P , ϕ can be regarded as a two-sided C2-random
dynamical system over the base (U ,B(U), P, θ1) (cf. [1, Def. 1.1.3]). In this case, the measure-
theoretic entropy hµ(ϕ) is defined by

hµ(ϕ) := sup
A

lim
n→∞

1

n

∫

U

Hµu

(n−1∨

i=0

ϕ−1
i,uA

)
dP (u), (3)

where the supremum is taken over all finite measurable partitions of M and {µu}u∈U is the P -
almost everywhere defined family of sample measures on M so that dµ(u, x) = dµu(x)dP (u) (see
also [1, Sec. 1.4] and [3, 42]).

For (u, x) ∈ L(Q) and t ∈ R, we write

J+ϕt,u(x) :=
∣∣detDϕt,u(x)|E+(u,x) : E

+(u, x) → E+(Φt(u, x))
∣∣ (4)

and note that the map (t, u, x) 7→ log J+ϕt,u(x) is a real-valued continuous additive cocycle over
the restriction of Φ to L(Q), i.e.,

log J+ϕt+s,u(x) = log J+ϕt,u(x) + log J+ϕs,θtu(ϕ(t, x, u)), ∀t, s ∈ R, (u, x) ∈ L(Q).

The continuity of this cocycle follows from the fact that the exponential separation of the subbun-
dles E+ and E0− implies the continuity of E+(·, ·) and E0−(·, ·) (see, e.g., [22, Lem. 6.4]).

Now we can formulate our result:

2.1 Theorem: Under the assumptions on Q formulated above, for every compact set K ⊂ Q
with vol(K) > 0 the invariance entropy satisfies

hinv(K,Q) ≥ inf
µ∈MΦ1 (L(Q))

(∫

L(Q)

log J+ϕ1,u(x)dµ(u, x) − hµ(ϕ)

)
. (5)

2.2 Remark: Observing that for a fixed θ1-invariant measure P on U , the quantity

sup
µ

(
hµ(ϕ)−

∫

L(Q)

log J+ϕ1,u(x)dµ(u, x)

)
,

the supremum taken over all Φ1-invariant measures µ with marginal P on U , equals the topo-
logical pressure of the random dynamical system ϕ over (U ,B(U), P, θ1) w.r.t. the observable
− logJ+ϕ1,u(x) by the variational principle for bundle RDS [42], we can also write (5) as

hinv(K,Q) ≥ − sup
P
Ptop(ϕ|L(Q);− logJ+ϕ1,u(x)).

3 Proof of the main result

We prove Theorem 2.1 through a series of lemmas and propositions. The whole proof is subdivided
into three subsections and proceeds along the following steps:
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(1) In Subsection 3.1, we use the lower semicontinuity assumption (P3) to derive a first estimate
on hinv(K,Q) in terms of a quantity which can be regarded as a uniform escape rate from
the ε-neighborhoods of the fibers Q(u), u ∈ U (for arbitrary ε). This estimate reads

hinv(K,Q) ≥ lim sup
t→∞

inf
u∈U

−1

t
log vol (Q(t, u, ε)) , (6)

where Q(t, u, ε) is the set of all initial states x ∈ M whose trajectories ϕ(s, x, u) under the
application of the control u stay ε-close to the shifted fiber Q(θsu) at each time s ∈ [0, t].
The proof is a modification of [12, Thm. 4.5], where the fibers were assumed to be singletons
(and hence, the assumption of lower semicontinuity was trivially satisfied).

(2) In Subsection 3.2, we use a version of the Bowen-Ruelle volume lemma [39] for skew-products
(proved in the Appendix) to show that the order of the lim sup and the infimum in (6) can
be interchanged under the limit for ε ↓ 0, leading to

hinv(K,Q) ≥ lim
ε↓0

inf
u∈U

lim sup
t→∞

−1

t
log vol (Q(t, u, ε)) . (7)

More precisely, we prove this for a time-discretized version of the control flow. The main idea
in the proof of (7) is to show that the mapping (t, u) 7→ log vol(Q(t, u, ε)) can be approxi-
mated by subadditive cocycles over the shift on U . For continuous subadditive cocycles it is
known that infima and limits in such expressions can be interchanged. Here we do not have
continuity of the approximating cocycles, but continuity of log vol(Q(t, u, ε)) with respect
to u, which suffices to carry out the proof. For the volume lemma used here, the partial
hyperbolicity assumption (P2) is essential. For the approximation result, also assumption
(P4) is needed.

(3) Finally, in Subsection 3.3 we show that the infimum over the controls u ∈ U can be replaced
by an infimum over the shift-invariant probability measures P on U , more precisely:

hinv(K,Q) ≥ lim
ε↓0

inf
P

lim sup
t→∞

−1

t

∫
log vol (Q(t, u, ε)) dP (u). (8)

The proof of (8) is based on ideas used in subadditive ergodic optimization. Observing that
the numbers

lim sup
t→∞

−1

t

∫
log vol (Q(t, u, ε)) dP (u)

are known as random escape rates in the theory of random dynamical systems, we can
apply techniques from the standard proof of the variational principle for pressure of random
dynamical systems to derive our main result from (8).

3.1 An estimate in terms of a uniform escape rate

We start with a simple observation.

3.1 Lemma: The map u 7→ Q(u) from U into the space of nonempty compact subsets of Q
is upper semicontinuous. Hence, by property (P3), this map is continuous with respect to the
Hausdorff metric.

Proof: Since Q is compact, it suffices to prove outer semicontinuity, i.e., for un → u in U and
xn ∈ Q(un) with xn → x we have to show that x ∈ Q(u). To this end, observe that the continuity
of ϕ(t, ·, ·) for every t ∈ R implies ϕ(t, x, u) = limn→∞ ϕ(t, xn, un). Since ϕ(t, xn, un) ∈ Q for
every n and Q is closed, ϕ(t, x, u) ∈ Q follows, implying that x ∈ Q(u). �
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We will now prove a generalization of the lower estimate for the invariance entropy in [12,
Thm. 4.5]. To this end, for arbitrary t > 0, u ∈ U and ε > 0 we introduce the set

Q(t, u, ε) := {x ∈M : dist(ϕ(s, x, u), Q(θsu)) ≤ ε, 0 ≤ s ≤ t} =
⋂

s∈[0,t]

ϕ−1
s,uNε(Q(θsu)).

The following proposition only uses property (P3) to derive a first lower bound on hinv(K,Q). In
particular, it holds if Q(u) is a singleton for every u ∈ U , since in this case u 7→ Q(u) is trivially
lower semicontinuous. For this case, the proposition was proved in [12].

3.2 Proposition: For every compact subset K ⊂ Q of positive volume and every ε > 0, the
invariance entropy satisfies

hinv(K,Q) ≥ lim sup
t→∞

inf
u∈U

−1

t
log vol (Q(t, u, ε)) . (9)

Proof: The proof proceeds in two steps.

Step 1. For each u ∈ U and τ > 0 we define the two sets

Q(u, τ) := {x ∈M : ϕ(t, x, u) ∈ Q, ∀t ∈ [0, τ ]}

and
Q±(u, τ) := {x ∈M : ϕ(t, x, u) ∈ Q, ∀t ∈ [−τ, τ ]} .

Precisely the same way as in [12, Thm. 4.5] (where the fibers Q(u) were assumed to be singletons),
we can prove that

Q±(u, τ) =
⋃

u∗
|[−τ,τ]

=u|[−τ,τ]

Q(u∗). (10)

Now let ε > 0 and u0 ∈ U . By continuity of u 7→ Q(u) in the Hausdorff metric, there exists a
neighborhood V of u0 so that

Q(v) ⊂ Nε/2(Q(u0)) and Q(u0) ⊂ Nε/2(Q(v)) for all v ∈ V. (11)

By definition of the weak∗-topology, we can choose this neighborhood of the form

V =

{
u ∈ U :

∣∣∣
∫

R

〈u(t)− u0(t), xi(t)〉dt
∣∣∣ < 1, 1 ≤ i ≤ k

}

for some x1, . . . , xk ∈ L1(R,Rm). We choose τ0 > 0 so that

∫

R\[−τ0,τ0]

|xi(t)|dt <
1

2diamU
, i = 1, . . . , k.

Now let u ∈ V1/2 := {u ∈ U : |
∫
R
〈u(t)− u0(t), xi(t)〉dt| < 1/2, 1 ≤ i ≤ k} and consider u∗ ∈ U

with u∗|[−τ0,τ0]
= u|[−τ0,τ0]. We have

∣∣∣∣
∫

R

〈u∗(t)− u(t), xi(t)〉dt
∣∣∣∣ ≤ diamU

∫

R\[−τ0,τ0]

|xi(t)|dt <
1

2
,

implying that for i = 1, . . . , k,

∣∣∣∣
∫

R

〈u∗(t)− u0(t), xi(t)〉dt
∣∣∣∣ ≤

∣∣∣∣
∫

R

〈u∗(t)− u(t), xi(t)〉dt
∣∣∣∣

+

∣∣∣∣
∫

R

〈u(t)− u0(t), xi(t)〉dt
∣∣∣∣ <

1

2
+

1

2
= 1.
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Hence, u∗ ∈ V and thus Q(u∗) ⊂ Nε/2(Q(u0)) by (11). We also have Q(u0) ⊂ Nε/2(Q(u)) by
V1/2 ⊂ V and (11). Hence, x ∈ Q(u∗) implies the existence of y ∈ Q(u0) with d(x, y) ≤ ε/2 and
z ∈ Q(u) with d(y, z) ≤ ε/2. This yields x ∈ Nε(Q(u)), so by (10),

Q±(u, τ0) ⊂ Nε(Q(u)) for all u ∈ V1/2.

Letting u0 range through U , the open sets V1/2 = V1/2(u0) cover U . By compactness, we can
choose a finite subcover. This implies the existence of τ0 > 0 with

Q±(u, τ0) ⊂ Nε(Q(u)) for all u ∈ U .

Step 2. Now consider the invariance entropy. Since the desired estimate becomes trivial if
hinv(K,Q) = ∞, we may assume that finite (τ,K,Q)-spanning sets exist for all τ > 0. If S
is a minimal (τ,K,Q)-spanning set, then

K ⊂
⋃

u∈S

Q(u, τ). (12)

The same arguments as used in [12, Thm. 4.5] show that for every ε > 0 there is τ > 0 so that for
all u ∈ U and t > 0,

ϕτ,u(Q(u, 2τ + t)) ⊂
⋂

s∈[0,t]

ϕ−1
s,θτu

Nε(Q(θs+τu)) = Q(t, θτu, ε).

Writing v := θτu, we thus obtain

vol(Q(u, 2τ + t)) ≤ vol
(
ϕ−1
τ,uQ(t, v, ε)

)
.

Since ϕ−1
τ,u does not influence the exponential behavior of the right-hand side as t → ∞ and (12)

implies that for a minimal (2τ + t,K,Q)-spanning set S2τ+t we have

0 < vol(K) ≤ rinv(2τ + t,K,Q) · max
u∈S2τ+t

vol(Q(u, 2τ + t)),

the desired estimate

hinv(K,Q) ≥ lim sup
t→∞

inf
u∈U

− 1

2τ + t
log vol (Q(t, u, ε)) = lim sup

t→∞
inf
u∈U

−1

t
log vol (Q(t, u, ε))

follows. �

3.2 Interchanging limit superior and infimum

Our goal in this subsection is to interchange the order of lim sup and infimum in the estimate (9).
To simplify matters, we will work with a time-discretized version of the control flow from now on.
We start with the following lemma.

3.3 Lemma: Fix t > 0, ε > 0 and r ∈ N. Consider r + 1 equi-distributed points 0 = s0 < s1 <
· · · < sr = t in [0, t] and define

Q(t, u, ε; r) :=
⋂

0≤i≤r

ϕ−1
si,uNε(Q(θsiu)).

Then the function u 7→ vol(Q(t, u, ε; r)) is continuous.

8



Proof: By Lemma 6.1, we have vol(∂Nε(Q(u))) = 0 for all u ∈ U , which we will use later. For
brevity, we write Ai(u) := Nε(Q(θsiu)). Then

vol(Q(t, u, ε; r)) =

∫

Nε(Q)

1A0(u)(x)1A1(u)(ϕs1,u(x)) · · ·1Ar(u)(ϕsr ,u(x))dx.

Again for brevity, we write Qε := Nε(Q) and fi(u, x) := 1Ai(u)(ϕsi,u(x)). We fix u ∈ U and prove
continuity of vol(Q(t, u, ε; r)) at u. To this end, first observe that for arbitrary ũ ∈ U we have

|vol(Q(t, u, ε; r))− vol(Q(t, ũ, ε; r))| ≤
∣∣∣
∫

Qε

(f0(u, x)f1(u, x) · · · fr(u, x)− f0(ũ, x)f1(u, x) · · · fr(u, x)) dx
∣∣∣

+
∣∣∣
∫

Qε

(f0(ũ, x)f1(u, x) · · · fr(u, x)− f0(ũ, x)f1(ũ, x)f2(u, x) · · · fr(u, x)) dx
∣∣∣

+ · · ·

+
∣∣∣
∫

Qε

(f0(ũ, x) · · · fr−1(ũ, x)fr(u, x)− f0(ũ, x) · · · fr(ũ, x)) dx
∣∣∣.

Now observe that we can estimate the above by

r∑

i=0

∫

Qε

|fi(u, x)− fi(ũ, x)|dx.

The integral

∫

Qε

|fi(u, x)− fi(ũ, x)|dx =

∫

Qε

∣∣1Ai(u)(ϕsi,u(x)) − 1Ai(ũ)(ϕsi,ũ(x))
∣∣ dx

is not larger than the volume of the symmetric set difference

[
ϕ−1
si,u(Ai(u))\ϕ−1

si,ũ
(Ai(ũ))

]
∪
[
ϕ−1
si,ũ

(Ai(ũ))\ϕ−1
si,u(Ai(u))

]
. (13)

We show that the volumes of these two sets become arbitrarily small as ũ→ u:

(i) We write the first term in (13) as

ϕ−1
si,u(Ai(u))\ϕ−1

si,ũ
(Ai(ũ)) = ϕ−1

si,u

(
Ai(u)\ϕsi,u(ϕ

−1
si,ũ

(Ai(ũ)))
)
.

Since u is fixed, it suffices to show that the volume of Ai(u)\ϕsi,u(ϕ
−1
si,ũ

(Ai(ũ))) becomes
small as the distance dU (ũ, u) becomes small. Using the notation Iρ(B) := {x ∈ intB :
dist(x, ∂B) ≥ ρ} for any subset B ⊂M , it is enough to show that

Ai(u)\ϕsi,u(ϕ
−1
si,ũ

(Ai(ũ))) ⊂ Ai(u)\Iρ(Ai(u))

for arbitrarily small ρ as ũ→ u. Here we use continuity of the measure and vol(∂Ai(u)) = 0.
The above inclusion is implied by

ϕsi,ũ ◦ ϕ−1
si,u(Iρ(Ai(u))) ⊂ Ai(ũ).

Take x ∈ Iρ(Ai(u)) and let y ∈ Q(θsiu) be a point that minimizes the distance d(x, y), i.e.,
d(x, y) = dist(x,Q(θsiu)). Let ỹ ∈ Q(θsi ũ) be chosen so that d(y, ỹ) ≤ dH(Q(θsi ũ), Q(θsiu)).
Then

d(ϕsi,ũ ◦ ϕ−1
si,u(x), ỹ) ≤ d(ϕsi,ũ ◦ ϕ−1

si,u(x), x) + d(x, y) + dH(Q(θsi ũ), Q(θsiu)).

9



If we can show that this sum becomes smaller than ε (independently of the choice of x) if
dU(ũ, u) is chosen small enough, we are done. The third term becomes small by continuity
of Q(·) and θ. The first term becomes small by the continuity properties of ϕ. Indeed,
ϕ(si, ·, ·) is uniformly continuous on an appropriately chosen compact set, showing that
d(ϕsi,ũ(ϕ

−1
si,u(x)), ϕsi ,u(ϕ

−1
si,u(x))) → 0 as ũ → u, independently of the choice of x. Now

x ∈ Iρ(Ai(u)) implies that the second term is smaller than and uniformly bounded away
from ε. This implies the result.

(ii) Consider now the second term in (13). Writing

ϕ−1
si,ũ

(Ai(ũ))\ϕ−1
si,u(Ai(u)) = ϕ−1

si,u

(
ϕsi,u ◦ ϕ−1

si,ũ
(Ai(ũ))\Ai(u)

)
,

we see that it suffices to prove that the volume of ϕsi,u ◦ ϕ−1
si,ũ

(Ai(ũ))\Ai(u) tends to zero
as ũ→ u. By the continuity properties of ϕ it follows that for any ρ > 0 we have

ϕsi,u ◦ ϕ−1
si,ũ

(Ai(ũ)) ⊂ Nρ(Ai(ũ)),

provided that dU (ũ, u) is sufficiently small. Hence,

ϕsi,u ◦ ϕ−1
si,ũ

(Ai(ũ))\Ai(u) ⊂ Nρ+ε(Q(θsi ũ))\Nε(Q(θsiu)).

From the Hausdorff convergence Q(θsi ũ) → Q(θsiu) it follows that Nρ+ε(Q(θsi ũ)) ⊂
N2ρ+ε(Q(θsiu)) for dU (ũ, u) sufficiently small. Hence,

ϕsi,u ◦ ϕ−1
si,ũ

(Ai(ũ))\Ai(u) ⊂ N2ρ+ε(Q(θsiu))\Nε(Q(θsiu)).

Now the volume of this set certainly tends to zero as ρ→ 0 (by continuity of the measure).

We have proved that u 7→ vol(Q(t, u, ε; r)) is continuous for any r ∈ N. �

3.4 Remark: It is easy to show, as a corollary, that also the function u 7→ vol(Q(t, u, ε)) is
continuous for fixed t, ε. However, we will not need this for our proof.

Since Q(t, u, ε) ⊂ Q(t, u, ε; r(t)) for any r(t) ∈ N, Proposition 3.2 immediately implies the following
corollary.

3.5 Corollary: For every ε > 0, the invariance entropy satisfies

hinv(K,Q) ≥ lim sup
N∋n→∞

inf
u∈U

− 1

n
log vol (Q(n− 1, u, ε;n− 1)) . (14)

We denote the set Q(n− 1, u, ε;n− 1) by Qd(n, u, ε) and study the properties of the functions

vε : N× U → R, vεn(u) := log vol(Qd(n, u, ε)), ε > 0.

From Lemma 3.3 we know that each vε is continuous. We would like to interchange the order of
the infimum and the limsup in (14). This would be possible if vε was a subadditive cocycle over
θ1 : U → U . In general, this is not the case. However, we can approximate vε by subadditive
cocycles, which we will describe in the following.

First observe that for any n ∈ N, u ∈ U and ε > 0, the set

Qd(n, u, ε) = {x ∈M : dist(ϕj,u(x), Q(θju)) ≤ ε, 0 ≤ j < n}

is closed and bounded, hence compact if ε is sufficiently small.

In the following, we will make use of a special version of the Bowen-Ruelle volume lemma. To
formulate this lemma, we introduce for n ∈ N, δ > 0 and (u, x) ∈ U ×M the set

Bn,u
δ (x) := {y ∈M : d(ϕ(j, x, u), ϕ(j, y, u)) ≤ δ, 0 ≤ j < n} , (15)
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which is called a Bowen-ball of order n and radius δ centered at x. We say that a set F ⊂ M
(n, u, δ)-spans another set K ⊂ M if the Bowen-balls Bn,u

δ (x), x ∈ F , form a cover of K. A set
E ⊂ M is (n, u, δ)-separated if for all x, y ∈ E with x 6= y, d(ϕ(j, x, u), ϕ(j, y, u)) > δ holds for
some j ∈ {0, 1, . . . , n− 1}.
The proof of the following lemma can be found in Subsection 6.2 of the Appendix.

3.6 Lemma: For all sufficiently small ε > 0 and δ0 > 0 the following holds. If u ∈ U , n ∈ N,
x ∈ Qd(n, u, ε) and δ ∈ (0, δ0], then

C−1
δ e−nζJ+ϕn,u(x)

−1 ≤ vol(Bn,u
δ (x)) ≤ Cδe

nζJ+ϕn,u(x)
−1,

where Cδ > 0 is a constant only depending on δ, ζ > 0 is some small number, and (u, x) 7→
J+ϕn,u(x), for each n ∈ N, is a continuous extension of the map (4) to a neighborhood of L(Q),
satisfying

J+ϕn+m,u(x) = J+ϕn,u(x) · J+ϕm,θnu(ϕ(n, x, u)),

whenever both sides of this equation are defined. Moreover, ζ can be chosen arbitrarily small in
dependence on ε and δ0.

Let A = (Aj)
∞
j=0 be a sequence so that Aj is an open cover of the compact set Nε(Q(θju)) (i.e.,

a collection of open sets in M whose union contains Nε(Q(θju))). We write

An :=

n−1∨

j=0

ϕ−1
j,u(Aj), n ∈ N.

This is the collection of all sets of the form

A0 ∩ ϕ−1
1,u(A1) ∩ . . . ∩ ϕ−1

n−1,u(An−1), Aj ∈ Aj .

Observe that An is an open cover of the compact set Qd(n, u, ε). We define

wε,A
n (u) := log inf

{
∑

A∈α

sup
x∈A

J+ϕn,u(x)
−1 : α is a finite subcover of An for Qd(n, u, ε)

}
. (16)

Moreover, we write A(n) for the shifted sequence An,An+1,An+2, . . ..

Now let α be a finite subcover of An for Qd(n, u, ε) and β a finite subcover of A(n)m for
Qd(m, θnu, ε). Then

∑

C∈α∨ϕ−1
n,u(β)

sup
z∈C

J+ϕn+m,u(z)
−1 =

∑

C∈α∨ϕ−1
n,u(β)

sup
z∈C

[
J+ϕn,u(z)

−1 · J+ϕm,θnu(ϕn,u(z))
−1
]

≤
∑

(A,B)∈α×β

[
sup
x∈A

J+ϕn,u(x)
−1
]
·
[
sup
y∈B

J+ϕm,θnu(y)
−1
]

=
[∑

A∈α

sup
x∈A

J+ϕn,u(x)
−1
]
·
[∑

B∈β

sup
y∈B

J+ϕm,θnu(y)
−1
]
.

Hence, if we take subcovers α and β so that the corresponding sums are close to the infimum, we
see that

wε,A
n+m(u) ≤ wε,A

n (u) + wε,A(n)
m (θnu). (17)

Here we use that α ∨ ϕ−1
n,u(β) is a subcover of An+m for Qd(n+m,u, ε).

For small δ > 0, we define
wε,δ

n (u) := wε,A(u)
n (u),

where A(u) is the unique sequence so that A(u)j consists of all (δ/2)-balls in M that have a
nonempty intersection with Nε(Q(θju)). Observe that then J+ϕn,u(x) in (16) is defined.
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3.7 Proposition: The functions wε,δ have the following properties:

(i) For all n,m ∈ N and u ∈ U ,

wε,δ
n+m(u) ≤ wε,δ

n (u) + wε,δ
m (θnu),

i.e., wε,δ is a subadditive cocycle over θ1 : U → U .

(ii) For all n ∈ N and u ∈ U it holds that

vεn(u) ≤ nζ + logCδ + wε,δ/2
n (u),

where Cδ and ζ are the constants in the Bowen-Ruelle volume lemma.

(iii) For every α > 0 there exists δ > 0 (independent of ε) so that

wε,δ/2
n (u)− n(α+ ζ)− logCδ/4 ≤ vε+δ/4

n (u)

for all u ∈ U and n ∈ N.

(iv) For every sufficiently small δ > 0 there exists N ∈ N such that for all u ∈ U and n > 2N ,

vε+δ
n (u) ≤ C(ε) + vεn−2N (θNu)

with a constant C(ε) ∈ R.

Proof: (i) This is immediately clear from (17).

(ii) Let A := A(u) and let E ⊂ Qd(n, u, ε) be a maximal (n, u, δ)-separated set. Then each member
of An contains at most one element of E. Indeed, if there were two such elements x1 and x2, then

d(ϕ(j, x1, u), ϕ(j, x2, u)) < δ for j = 0, 1, . . . , n− 1,

a contradiction. Hence, for every finite subcover α of An,

∑

x∈E

J+ϕn,u(x)
−1 ≤

∑

A∈α

sup
x∈A

J+ϕn,u(x)
−1.

Since every maximal (n, u, δ)-separated set is also (n, u, δ)-spanning, Lemma 3.6 implies

vεn(u) = log vol(Qd(n, u, ε)) ≤ log
∑

x∈E

Cδe
nζJ+ϕn,u(x)

−1 ≤ nζ + logCδ + wε,A
n (u).

(iii) For the given number α > 0 choose δ > 0 small enough so that

J+ϕ1,u(x1)

J+ϕ1,u(x2)
≤ eα (18)

for all x1, x2 in a compact neighborhood of Q satisfying d(x1, x2) ≤ δ and all u ∈ U . This is
possible by the uniform continuity of (u, x) 7→ J+ϕ1,u(x) on compact sets.

Let A := A(u) and consider a finite (n, u, δ/2)-spanning set F for Qd(n, u, ε), contained in
Qd(n, u, ε). For each z ∈ F consider sets Aj(z) ∈ Aj so that Bδ/2(ϕ(j, z, u)) = Aj(z) for
j = 0, 1, . . . , n− 1. Let

C(z) :=

n−1⋂

j=0

ϕ−1
j,u(Aj(z)) ∈ An.

The definition of C(z) together with (18) implies

sup
x∈C(z)

J+ϕn,u(x)
−1 ≤ enα · J+ϕn,u(z)

−1.
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Since the sets C(z), z ∈ F , form a finite subcover of An for Qd(n, u, ε),

wε,A
n (u) ≤ nα+ log

∑

z∈F

J+ϕn,u(z)
−1.

Since a maximal (n, u, δ/2)-separated set is also (n, u, δ/2)-spanning and the corresponding Bowen-
balls of radius δ/4 are disjoint and contained in Qd(n, u, ε+ δ/4), Lemma 3.6 implies

wε,A
n (u) ≤ n(α+ ζ) + logCδ/4 + vε+δ/4

n (u).

(iv) We claim that for sufficiently small δ > 0 the following holds: for every sufficiently small ε > 0
there exists N ∈ N so that for all u ∈ U and x ∈M it holds that

max
−N<j<N

dist(ϕ(j, x, u), Q(θju)) ≤ ε+ δ ⇒ dist(x,Q(u)) < ε. (19)

To prove this claim, suppose to the contrary that there exists ε > 0 so that for every N ∈ N there
are uN ∈ U and xN ∈M with

dist(ϕ(j, xN , uN), Q(θjuN)) ≤ ε+ δ for −N < j < N and dist(xN , Q(uN )) ≥ ε.

By compactness of U we may assume uN → u ∈ U and by compactness of small closed neighbor-
hoods of Q, we may assume xN → x ∈M .

For arbitrary j ∈ Z we have dist(ϕ(j, xN , uN), Q(θjuN )) ≤ ε+ δ whenever N > |j|. Since ϕ(j, ·, ·),
Q(·) and dist(·, ·) are continuous functions, this implies dist(ϕ(j, x, u), Q(θju)) ≤ ε+δ for all j ∈ Z.
For the same reason, dist(x,Q(u)) ≥ ε. By continuity of ϕ it follows that ϕ(R, x, u) is contained
in some ε̃-neighborhood of Q, where ε̃ tends to zero as ε+ δ tends to zero. Hence, if ε and δ are
small enough so that Nε̃(Q) is contained in an isolating neighborhood of Q, then Property (P4)
implies (u, x) ∈ L(Q), in contradiction to dist(x,Q(u)) ≥ ε.

Now choose N according to (19) for given ε, δ > 0 and pick x ∈ Qd(n, u, ε+ δ) for some n > 2N .
We want to show that

ϕN,u(x) ∈ Qd(n− 2N, θNu, ε),

which is equivalent to dist(ϕ(N + i, x, u), Q(θN+iu)) ≤ ε for 0 ≤ i < n − 2N . To show this, let
xi := ϕ(N + i, x, u) for 0 ≤ i < n− 2N and observe that

dist(ϕ(j, xi, θN+iu), Q(θjθN+iu)) = dist(ϕ(N + i+ j, x, u), Q(θN+i+ju)) ≤ ε+ δ

for−N < j < N , since 0 < N+i+j < N+(n−2N)+(N−1) = n−1. Hence, dist(xi, Q(θN+iu)) < ε
for 0 ≤ i < n−2N , implying ϕN,u(x) ∈ Qd(n−2N, θNu, ε). It follows that ϕN,u(Qd(n, u, ε+δ)) ⊂
Qd(n− 2N, θNu, ε), so

vε+δ
n (u) ≤ C + vεn−2N (θNu)

for the constant C := max(u,x) log | detDϕ−1
N,u(x)|, the maximum taken over U ×Nε(Q). �

3.8 Remark: Note that it is totally unclear if wε,δ is continuous or even measurable. Observe
that the properties of vεn are similar to those of an asymptotically subadditive cocycle, as defined
and studied in [18].

Observe that Lemma 6.2 in the Appendix can be applied to v := wε,δ : N × U → R, (n, u) 7→
wε,δ

n (u), and f = θ1. (To obtain a subadditive cocycle on Z+ ×X , one might define v0(u) :≡ 0.)
Indeed, by the preceding proposition, for all n ∈ N, choosing δ = δ(α) sufficiently small, we have

1

n
wε,δ

n (u) ≤ 1

n
vε+δ/2
n (u) + α+ ζ +

1

n
logCδ/2 ≤ 1

n
(Cδ/2 + vol(Nε+δ/2(Q))) + α+ ζ <∞. (20)
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Moreover, the definition of wε,δ implies that for an appropriately chosen compact neighborhood
V of Q,

1

n
wε,δ

n (u) ≥ 1

n
inf
{
log |α|+ log min

ϕj,u(x)∈V,

0≤j<n

J+ϕn,u(x)
−1 : α . . .

}

=
1

n
log min

ϕj,u(x)∈V,

0≤j<n

J+ϕn,u(x)
−1 +

1

n
inf {log |α| : α . . . }

≥ − log max
(x,u′)∈V×U

J+ϕ1,u′(x) > −∞.

The next proposition shows that the lim sup and the infimum in (9) can indeed be interchanged
if we additionally let ε become arbitrarily small.

3.9 Proposition: The invariance entropy satisfies

hinv(K,Q) ≥ − lim
ε↓0

sup
u∈U

lim inf
n→∞

1

n
log vol (Qd(n, u, ε)) .

Proof: As a consequence of Proposition 3.2, for sufficiently small ε > 0, we have

hinv(K,Q) ≥ − lim inf
n→∞

sup
u∈U

1

n
vεn(u). (21)

We define

S := sup
{
λ ∈ R : ∃uk ∈ U , nk → ∞ with λ = lim

k→∞

1

nk
vεnk

(uk)
}
.

This number is finite and independent of ε (as long as ε is sufficently small). Finiteness follows from
(20) and the inequality in Proposition 3.7(ii). By Proposition 3.7(iv), there exists N = N(δ) ∈ N

so that vεn(u) ≤ vε+δ
n (u) ≤ C + vεn−2N (θNu) for all u ∈ U and n > 2N . This easily implies the

independence of S on ε.

Fix α > 0 and choose δ = δ(α) > 0 according to Proposition 3.7(iii). Now consider a sequence
ρk ↓ 0 and sequences uk ∈ U , nk → ∞ so that

1

nk
wε,δ

nk
(uk) > S − ζ − ρk for all k ≥ 0,

which is possible by Proposition 3.7(ii). We put ρ̃k := 1/
√
nk. By Lemma 6.2, we find times

n∗
k < nk so that

1

l
wε,δ

l (θn∗
k
uk) > S − ζ − ρk − ρ̃k for 0 < l ≤ nk − n∗

k,

where nk − n∗
k ≥ √

nk/(2ω) and ω is defined as in (28). By Proposition 3.7(iii), this implies

1

l
v
ε+δ/2
l (θn∗

k
uk) > S − (2ζ + α)− ρk − ρ̃k −

1

l
logCδ/2.

We put
ũk := θn∗

k
uk, ñk := nk − n∗

k → ∞.

By compactness, we may assume that ũk converges to some ũ ∈ U . Fix n ∈ N and ρ > 0. Then,

for k large enough, n ≤ ñk and, by continuity of v
ε+δ/2
n ,

∣∣vε+δ/2
n (ũ)− vε+δ/2

n (ũk)
∣∣ < ρ.

We obtain

1

n
vε+δ/2
n (ũ) =

1

n
vε+δ/2
n (ũk) +

( 1
n
vε+δ/2
n (ũ)− 1

n
vε+δ/2
n (ũk)

)

> S − (2ζ + α)− ρk − ρ̃k − 1

n
logCδ/2 −

ρ

n
.
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This implies

lim inf
n→∞

1

n
vε+δ/2
n (ũ) ≥ S − (2ζ + α).

Now choose for each n > 0 some u∗n ∈ U with supu∈U v
ε
n(u)/n = vεn(u

∗
n)/n, which is possible, since

vεn is continuous. Then

lim inf
n→∞

sup
u∈U

1

n
vεn(u) = lim inf

n→∞

1

n
vεn(u

∗
n)

≤ S ≤ 2ζ + α+ lim inf
n→∞

1

n
vε+δ/2
n (ũ)

≤ 2ζ + α+ sup
u∈U

lim inf
n→∞

1

n
vε+δ/2
n (u)

≤ 2ζ + α+ sup
u∈U

lim inf
n→∞

1

n

(
C + vεn−2N (θNu)

)

= 2ζ + α+ sup
u∈U

lim inf
n→∞

1

n
vεn(u).

Since α was chosen arbitrarily, this shows that

lim inf
n→∞

sup
u∈U

1

n
vεn(u) ≤ 2ζ + sup

u∈U
lim inf
n→∞

1

n
vεn(u).

Now, as ε tends to zero, also ζ can be chosen arbitrarily small. Combining this with (21), the
proof is complete. �

3.3 Relation to random escape rates and proof of the main result

In the following, we use the notation MT for the set of all T -invariant Borel probability measures,
where T : X → X is a continuous map on a compact metric space.

3.10 Proposition: The invariance entropy satisfies

hinv(K,Q) ≥ − lim
ε↓0

sup
P∈Mθ1

lim inf
n→∞

1

n

∫
log vol (Qd(n, u, ε)) dP (u).

Proof: Pick an arbitrary u ∈ U and let

β := lim inf
n→∞

1

n
vεn(u).

Consider the sequence of Borel probability measures defined by

Pn :=
1

n

n−1∑

k=0

δθku.

Since U is compact, there exists a weak∗-limit point P of (Pn)n∈Z+ . With standard arguments,
one shows that P is θ1-invariant. We claim that

lim inf
m→∞

1

m

∫
vεmdP ≥ β, (22)

which obviously proves the assertion. To prove (22), fix α > 0 and choose δ = δ(α) according
to Proposition 3.7(iii). Then consider the following chain of identities and inequalities for an
arbitrary but fixed m ≥ 1:

β = lim inf
n→∞

1

n
vεn(u)
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≤ ζ + lim inf
n→∞

1

n
wε,δ/2

n (u)

≤ ζ + lim inf
n→∞

1

nm

n−m∑

i=0

wε,δ/2
m (θiu)

= ζ + lim inf
n→∞

1

nm

n−1∑

i=0

wε,δ/2
m (θiu)

≤ 2ζ + α+
logCδ/4

m
+ lim inf

n→∞

1

nm

n−1∑

i=0

vε+δ/4
m (θiu)

= 2ζ + α+
logCδ/4

m
+ lim inf

n→∞

1

m

∫
vε+δ/4
m dPn.

The second line follows from Proposition 3.7(ii) and the fifth from statement (iii) of the same

proposition. The fourth line uses that w
ε,δ/2
m is bounded on U (see (20)) and the last line just

uses the definition of Pn. It remains to show the third line. To this end, for each i in the range
0 ≤ i < m let us choose integers qi, ri such that n = i+ qim+ ri with qi ≥ 0 and 0 ≤ ri < m. We
have (see Lemma 6.3)

m−1∑

i=0

qi−1∑

j=0

wε,δ/2
m (θi+jmu) =

n−m∑

i=0

wε,δ/2
m (θiu).

Hence, using subadditivity (Proposition 3.7(i)), we find

mwε,δ/2
n (u) ≤

m−1∑

i=0

(
w

ε,δ/2
i (u) +

qi−1∑

j=0

wε,δ/2
m (θi+jmu) + wε,δ/2

ri (θi+qimu)
)

=

m−1∑

i=0

w
ε,δ/2
i (u) +

n−m∑

i=0

wε,δ/2
m (θiu) +

m−1∑

i=0

wε,δ/2
ri (θn−riu).

Dividing both sides by mn and taking the lim inf for n→ ∞ completes the proof of the third line
above. We have shown that for every α > 0 there exists δ > 0 such that for all m ≥ 1,

lim inf
n→∞

1

m

∫
vε+δ/4
m dPn ≥ β − (2ζ + α)− logCδ/4

m
,

implying (by continuity of v
ε+δ/4
m )

1

m

∫
vε+δ/4
m dP ≥ β − (2ζ + α)− logCδ/4

m
.

According to Proposition 3.7(iv) choose N ∈ N so that v
ε+δ/4
m (u) ≤ C+vεm−2N (θNu) for m > 2N ,

which yields
C

m
+

1

m

∫
vεm−2NdP ≥ β − (2ζ + α)− logCδ/4

m
,

where we use that P is θ1-invariant. Letting m → ∞ and subsequently α ↓ 0, with Proposition
3.9 we arrive at

hinv(K,Q) ≥ − lim
ε↓0

(
2ζ + sup

P∈Mθ1

lim inf
n→∞

1

n

∫
vεndP

)
.

Since ζ can be chosen arbitrarily small as ε tends to zero, the proof is complete. �

3.11 Remark: The main ideas in the above proof are taken from [31, Lem. A.6].
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Observe that the numbers

lim inf
n→∞

1

n

∫
log vol (Qd(n, u, ε)) dP (u)

are random escape rates (cf., e.g., [26]) and can be related to metric entropy and Lyapunov
exponents by standard techniques, which we will now do.

In the following, we regard the discretized control flow Φn : U × M → U × M , n ∈ Z, as a
smooth random dynamical system over the base (U ,B(U), P, θ1), where P is a θ1-invariant Borel
probability measure on U , as explained in Section 2. We will use the convention to denote θ1-
invariant measures on U by P and Φ1-invariant measures on U ×M by µ.

We can finally prove our main result (announced as Theorem 2.1 in Section 2):

3.12 Theorem: The invariance entropy satisfies

hinv(K,Q) ≥ inf
µ

(∫
log J+ϕ1,u(x)dµ(u, x) − hµ(ϕ)

)
,

where the infimum is taken over all Φ1-invariant measures µ with suppµ ⊂ L(Q).

Proof: Fix some P ∈ Mθ1 and a sufficiently small ε > 0. For every n ∈ N and u ∈ U let
En(u) ⊂ Qd(n, u, ε) be a maximal (n, u, δ)-separated set for some sufficiently small δ > 0. Then
En(u) also (n, u, ε)-spans Qd(n, u, ε) and hence, by the volume lemma,

vεn(u) ≤ log
∑

x∈En(u)

vol(Bn,u
δ (x)) ≤ logCδ + log

∑

x∈En(u)

enζ−log J+ϕn,u(x). (23)

We define sequences of probability measures on M by

ηun :=

∑
x∈En(u)

enζ−log J+ϕn,u(x)δx∑
x∈En(u)

enζ−log J+ϕn,u(x)
, n ∈ N, u ∈ U ,

and

νun :=
1

n

n−1∑

i=0

ϕ(−i, ·, u)−1
∗ ηθ−iu

n .

To obtain an invariant measure for the discretized control flow on U ×M with marginal P on U ,
we apply Lemma 6.4 (see Appendix) with Φ1 in place of Θ and random measures σn given by
dσn = dηundP (u). With the same arguments as used in the proof of the variational principle for
pressure of random dynamical systems (cf. [3, 42]) one can choose the sets En(u) such that ηun
depends measurably on u, i.e., such that σn is a random measure for each n. Then

1

n

n−1∑

i=0

(Φi)∗σn =
1

n

n−1∑

i=0

σn ◦ Φ−1
i ,

and hence (using that ϕ(i, ·, θ−iv) = ϕ(−i, ·, v)−1),

1

n

n−1∑

i=0

(Φi)∗σn(A) =
1

n

n−1∑

i=0

σn(Φ
−1
i (A))

=
1

n

n−1∑

i=0

∫

U

∫

M

1Φ−1
i (A)(u, x)dη

u
n(x)dP (u)

=
1

n

n−1∑

i=0

∫

U

∫

M

1A(θiu, ϕ(i, x, u))dη
u
n(x)dP (u)
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=
1

n

n−1∑

i=0

∫

U

∫

M

1A(v, ϕ(i, x, θ−iv))dη
θ−iv
n (x)dP (v)

=
1

n

n−1∑

i=0

∫

U

∫

M

1A(v, y)d
[
ϕ(i, ·, θ−iv)∗η

θ−iv
n

]
(y)dP (v)

=

∫

U

∫

M

1A(v, y)dν
v
n(y)dP (v).

Consequently, the measures νun , u ∈ U , are the sample measures of (1/n)
∑n−1

i=0 (Φi)∗σn, and
Lemma 6.4 shows that any limit point of this sequence is a Φ1-invariant measure with marginal
P . We fix such a limit point µ that is obtained from a subsequence (nj).

We can choose a finite measurable partition P = {P1, . . . , Pk} of M with diamP < δ and
PrMµ(∂Pi) = 0 for 1 ≤ i ≤ k (see, e.g., [21]). Since PrMµ(∂Pi) =

∫
µu(∂Pi)dP (u), we have

µu(∂Pi) = 0 P -a.s.

Put αn(u, x) := nζ − log J+ϕn,u(x) and S :=
∑

x∈En(u)
eαn(u,x). Since each element of

∨n−1
i=0 ϕ(i, ·, u)−1P contains at most one element of En(u), we obtain for P -almost every u ∈ U

that

Hηu
n

(
n−1∨

i=0

ϕ(i, ·, u)−1P
)

−
∫
(−αn(u, x))dη

u
n(x) = −

∑

x∈En(u)

eαn(u,x)

S
log

eαn(u,x)

S
= logS.

Using precisely the same arguments as in [3, Thm. 6.1], with (23) we can conclude that

1

n

∫
log

∑

x∈En(u)

eαn(u,x)dP (u) ≤ 1

n

∫
Hµu

(
n−1∨

i=0

ϕ(i, ·, u)−1P
)
dP (u) +

∫
α1dµ

for every n ∈ N. Taking the lim inf for n→ ∞ and using that hµ(ϕ;P) ≤ hµ(ϕ), we arrive at

lim inf
n→∞

1

n

∫
vεn(u)dP (u) ≤ hµ(ϕ)−

∫
log J+ϕ1,u(x)dµ(u, x) + ζ.

Since ζ can be chosen arbitrarily small as ε tends to zero, we end up with the desired estimate for
the invariance entropy. It only remains to show that suppµ ⊂ L(Q). To show this, observe that

suppµu ⊂ Nε(Q) for all u ∈ U .

Furthermore, we have the identities ϕ(n, ·, u)∗µu = µθnu for all n ∈ Z P -almost surely
(cf. [1, Thm. 1.4.5]), implying ϕ(n, suppµu, u) = suppµθnu. Since Q is isolated, this yields
suppµu ⊂ Q if ε is chosen sufficiently small, and hence suppµu ⊂ Q(u). Consequently,
µ(L(Q)) =

∫
µu(Q(u))dP (u) = 1, implying suppµ ⊂ L(Q). �

4 Examples

Examples for the application of our result can be found among invariant systems on flag manifolds
of noncompact semisimple Lie groups (i.e., systems induced by control-affine systems on the Lie
group whose drift and control vector fields are all either right- or left-invariant). Since the treat-
ment of such systems necessitates sophisticated tools from Lie theory, we do not include it in this
paper. Instead, we only consider a special subclass of such systems that can be described without
using Lie theory. Starting with a bilinear system

ẋ(t) =
(
A0 +

m∑

i=1

ui(t)Ai

)
x(t), u ∈ U , (24)

18



on R
d+1, we can study the system induced on the d-dimensional real projective space RPd. In the

case when trAi = 0 for i = 0, 1, . . . ,m, this corresponds to a right-invariant system on SL(d+1,R),
however, we can in fact do without this assumption.

The control flow Φt : U × R
d+1 → U × R

d+1, t ∈ R, of (24) can be regarded as a linear flow on
the trivial vector bundle U × R

d+1, hence it induces a flow on the projective bundle U × RP
d. It

is easy to see that this induced flow, which we denote by ΦP = (θ, ϕP), is the control flow of the
control-affine system on RP

d with vector fields f0, f1, . . . , fm, given by fi(Px) = DP(x)Aix, where
P : Rd+1\{0} → RP

d denotes the canonical projection.

Since the shift flow θ acting on the base U is chain transitive (cf. [10, Prop. 4.1.1]), we can apply
Selgrade’s theorem (cf. [10, Thm. 5.2.5]) and obtain a decomposition

U × R
d+1 = W1 ⊕ · · · ⊕Wr

into exponentially separated invariant subbundles, each of which corresponds to a chain recurrent
component on U × RP

d, and hence a chain control set on RP
d. (The chain control sets are the

projections of the chain recurrent components of the control flow to the state space, cf. [10].) The
chain recurrent component associated with W i is given by

L(Qi) =
{
(u,Px) ∈ U × RP

d : x 6= 0 and (u, x) ∈ W i
}
. (25)

The chain control sets Q1, . . . , Qr are the canonical projections of L(Q1), . . . , L(Qr) to RP
d. They

satisfy assumption (P1) of our main result by definition. Now we fix i ∈ {1, . . . , r} and put

L(Q) := L(Qi), V0 := W i, V+ := W1 ⊕ · · · ⊕W i−1, V− := W i+1 ⊕ · · · ⊕Wr,

where we assume that the exponentially separated subbundlesW i are ordered by increasing growth
rates. Then, for each (u,Px) ∈ L(Q), we put

E0(u,Px) := DP(x)W0(u), E±(u,Px) := DP(x)W±(u).

By [22, Prop. 7.8 and Prop. 7.9], we have the following result.

4.1 Proposition: The following assertions hold:

(i) E0(u,Px) and E±(u,Px) are well-defined linear subspaces of TPxRP
d. Their dimensions are

constant on L(Q) with

dimE0(u,Px) = rkV0 − 1, dimE±(u,Px) = rkV±.

(ii) For each (u,Px) ∈ L(Q), we have a direct sum decomposition

TPxRP
d = E−(u,Px)⊕ E0(u,Px)⊕ E+(u,Px).

(iii) The spaces E0(u,Px) and E±(u,Px) are the fibers of subbundles E0 → L(Q) and E± →
L(Q), and satisfy

DϕP

t,u(Px)E
i(u,Px) = Ei(ΦP

t (u,Px)), t ∈ R, i ∈ {−, 0,+}.

(iv) The restriction of the derivative DϕP

(·,·) to E
− is uniformly contracting and the corresponding

restriction to E+ is uniformly expanding. In particular, if rkV0 = 1, then Q is uniformly
hyperbolic without center bundle.

Hence, we can easily describe a class of chain control sets on RP
d which satisfy the partial hyper-

bolicity assumption (P2) of our main result with E0− := E0 ⊕ E−. These are precisely the chain
control sets with subexponential growth rates on E0. (A Lie-algebraic characterization in terms
of the so-called flag type of the control flow will be presented in [15].)

Now we show that each chain control Qi also satisfies the assumptions (P3) and (P4).
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4.2 Proposition: The following statements hold for the chain control set Q = Qi:

(i) The set-valued mapping u 7→ Q(u) is lower semicontinuous.

(ii) Q is isolated, i.e., there exists a neighborhood N ⊂ RP
d of Q so that ϕP(R,Px, u) ⊂ N

implies ϕP(R,Px, u) ⊂ Q for any (u,Px) ∈ U × RP
d.

Proof: (i) First notice that the sets Q(u) are all nonempty. In fact, we can write

Q(u) = PW i(u) =
{
Px ∈ RP

d : x ∈ W i(u)\{0}
}
. (26)

Indeed, if ϕP(R,Px, u) ⊂ Q, then (u,Px) ∈ L(Q) and (25) implies (u, x) ∈ W i, which is equivalent
to x ∈ W i(u). Conversely, if 0 6= x ∈ W i(u), then ϕt,u(x) ∈ W i(θtu) for all t ∈ R by invariance
of W i. This implies ϕP

t,u(Px) = Pϕt,u(x) ∈ PW i(θtu) ⊂ Qi, using (25) again. Now it suffices to
prove that u 7→ Q(u) is inner semicontinuous, since this mapping is compact-valued with values
in a compact metric space. Pick u ∈ U and Px ∈ Qi(u). We have to show that for any sequence
uk → u in U there are Pxk ∈ Qi(uk) with Pxk → Px. First note that x ∈ W i(u) by (26). Since
W i is a vector bundle, we find xk ∈ W i(uk) with xk → x. Hence, Pxk → Px and Pxk ∈ Qi(uk).

(ii) We use that the sets L(Q1), . . . , L(Qr) form a Morse decomposition for the control flow on
U × RP

d (since they are the chain recurrent components and r < ∞). We have Q = Qi =
πRPd(L(Qi)). Now consider some (u,Px) ∈ U × RP

d, not contained in a Morse set. Then the α-
and ω-limit sets α(u,Px) and ω(u,Px) are contained in some L(Qi1) and L(Qi2) with i1 6= i2,
respectively. Hence, their projections to RP

d are contained in the corresponding (disjoint) chain
control sets Qi1 and Qi2 . Consequently, if ϕ

P(R,Px, u) is contained in a neighborhood of Qi whose
closure intersects no other chain control set, then ϕP(R,Px, u) ⊂ Qi. �

Actually, for the systems on RP
d our lower bound simplifies, since the entropy term hµ(ϕ

P) always
vanishes.

4.3 Theorem: If Q = Qi is a chain control set on RP
d, which satisfies assumption (P2), then for

any K ⊂ Q of positive volume,

hinv(K,Q) ≥ inf
µ

∫
log J+ϕP

1,u(x)dµ(u, x) = inf
(u,x)∈L(Q)

lim sup
τ→∞

1

τ
log J+ϕP

τ,u(x). (27)

Proof: To show the inequality in (27), it suffices to prove that hµ(ϕ
P) = 0 for all µ. To this

end, observe that hµ(ϕ
P) is bounded from above by the topological entropy htop(ϕ

P) of the corre-
sponding bundle RDS on L(Q), following from the variational principle for bundle RDS (cf. [20,
Thm. 1.2.13]). We show that htop(ϕ

P) = 0 for each fixed invariant measure P on the base space U .
To this end, equip RP

d with the standard metric induced by the round metric on the unit sphere
in R

d+1. Consider two points Px,Py on the same fiber Q(u), u ∈ U . The fibers are projections
of linear subspaces by (26), hence they are totally geodesic submanifolds. Now take a shortest
geodesic γ : [0, 1] → Q(u) from Px to Py and let n ∈ N. Then

d(ϕP

n,u(Px), ϕ
P

n,u(Py)) ≤ length(ϕP

n,u ◦ γ) =
∫ 1

0

|DϕP

n,u(γ(t))γ̇(t)|dt

≤ sup
Pz∈Q(u), w∈TPzQ(u), |w|=1

|DϕP

n,u(Pz)w| · length(γ).

Now observe that length(γ) = d(Px,Py) and TPzQ(u) = E0(u,Pz). By assumption (P2) we can
thus choose n large enough (independently of u,Pz and w) so that |DϕP

n,u(Pz)w| ≤ eεn|w|. Hence,

d(ϕP

n,u(Px), ϕ
P

n,u(Py)) ≤ eεnd(Px,Py).

By standard methods, one shows that this implies htop(ϕ
P) ≤ dimQ(u) · ε, and since ε > 0 was

chosen arbitrarily, htop(ϕ
P) = 0 follows. The equality in (27) follows from the general theory of

continuous additive cocycles, see, e.g., [35]. �
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According to [12, 13], the lower bound in the above theorem coincides with the actual value of
hinv(K,Q) in the case when Q is a uniformly hyperbolic (without center bundle) chain control set
and the Lie algebra rank condition holds on intQ. In the more general case, when (P2) is satisfied,
it is very likely that we also have equality in (27), since the results of [12] (in the case when Q is
the closure of a control set) already imply

hinv(K,Q) ≤ inf
(u,x)

lim sup
τ→∞

1

τ
log J+ϕP

τ,u(x),

the infimum taken over all (u, x) ∈ L(Q) so that u ∈ intL∞U and ϕ(R+, x, u) contained in a
compact subset of intQ, cf. [12, Thm. 3.5].

5 Remarks, interpretation and further directions

Relation to submanifold stabilization. A problem, different from set-invariance, that seems
to be closely connected to the analysis in this paper is the stabilization of a control system to an
embedded submanifold of the state space. Traditionally, in control theory only the stabilization
to equilibrium points or periodic solutions is studied. However, there are important applications,
including synchronization, path following and pattern generation, where the desired control ob-
jective is actually the stabilization to a submanifold invariant under some constant control input.
The works [17, 27, 28, 30] studied feedback stabilization to submanifolds. So far, it seems that
stabilization to submanifolds has not been studied in a networked control setup, where the con-
troller only has quantized state information available. This first necessitates a precise definition
of the stabilizability to a submanifold via open-loop controls, which can be formulated as follows.

5.1 Definition: A control-affine system Σ is open-loop stabilizable to an embedded submanifold
S of its state space M if for every neighborhood N ⊂ M of S there is a neighborhood N ′ ⊂
N so that the following holds: For every x ∈ N ′ there is u ∈ U with ϕ(R+, x, u) ⊂ N and
dist(ϕ(t, x, u), S) → 0 as t→ ∞.

Observing that the fibers Q(u) of the chain control set can be submanifolds (which is the case in
the examples of the preceding section), the proof of our main result suggests that the following
conjecture holds.

5.2 Conjecture: Consider a control-affine system Σ with state spaceM and assume the following:

(i) There exists a compact embedded submanifold S ⊂ M , invariant under a constant control
function with value u∗ ∈ intU . (We let (φt)t∈R denote the flow associated with u∗.)

(ii) Σ is open-loop stabilizable to S.

(iii) There exists a Dφt-invariant decomposition

TxM = E0−(x) ⊕ E+(x), ∀x ∈ S.

(iv) There exists a constant λ > 0 such that for every ε > 0 there is T > 0 with the following
property. For all x ∈ S and t ≥ T ,

|Dφt(x)v| ≥ eλt|v| if v ∈ E+(x),

|Dφt(x)v| ≤ eεt|v| if v ∈ E0−(x).

Then the smallest data rate above which stabilization to S can be achieved by a controller receiving
state information over a noiseless digital channel, satisfies

R0 ≥ −Ptop((φ1)|S ;− logJ+φ1(x)).
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The assumption of lower semicontinuity. The assumption (P3) that the fiber map u 7→ Q(u)
is lower semicontinuous seems to be quite strong. In general, we do not see any reason why a par-
tially hyperbolic controlled invariant set or a chain control set should satisfy such an assumption.
Even in the uniformly hyperbolic case (with one-dimensional center bundle), shadowing techniques
can only show that u 7→ Q(u) is lower semicontinuous w.r.t. the L∞-topology on U . The assump-
tion of lower semicontinuity is needed though in the proof of Proposition 3.2, and to us it seems
that there is no way around it. Fortunately, the chain control sets of the systems on RP

d induced
by bilinear systems, and more general, of invariant systems on flag manifolds of semisimple Lie
groups, satisfy this assumption and we are still looking for a deeper reason or hidden mechanism
which causes the lower semicontinuity for these systems.

Topological pressure and SRB measures. The lower bound obtained for hinv(K,Q) is re-
lated to the topological pressure of random dynamical systems associated to the control flow. It
would, of course, be desirable to gain a better understanding of this bound, which suggests that
not only the instability of the dynamics on the set Q (measured by

∫
log J+ϕ1,udµ) is relevant for

the value of hinv(Q). In fact, it is clear that in the extremal case, when Q coincides with the state
space M , the invariance entropy is zero, no matter how unstable the dynamics on M is.

For a fixed invariant measure P on the base space U , and a fixed measure µ on U ×M , invariant
under Φ1, and projecting to P , observe that

hµ(ϕ)−
∫

L(Q)

log J+ϕ1,u(x)dµ(u, x) = 0

if and only if µ is an SRB measure for the random dynamical system arising by equipping U with
P and discretizing in time, cf. [20, Thm. 3.2.4]. Since, for any measure µ the inequality

hµ(ϕ)−
∫

L(Q)

log J+ϕ1,u(x)dµ(u, x) ≤ 0

holds (Ruelle’s inequality), the statement

sup
µ: (prU )∗=P

suppµ⊂L(Q)

(
hµ(ϕ)−

∫

L(Q)

log J+ϕ1,u(x)dµ(u, x)
)
= 0

is equivalent to the existence of an SRB measure µ for the corresponding random dynamical
system on the invariant set L(Q) (in case that the unstable bundle does not vanish). Hence, the
lower bound obtained for hinv(K,Q) is zero iff for every invariant measure P on U there exists an
associated SRB measure supported on L(Q).

Asymptotically subadditive cocycles. The proofs of Propositions 3.9 and 3.10 partially gen-
eralize known results for asymptotically subadditive cocycles (ASC), cf. [18, 5]. An ASC over a
continuous dynamical system T : X → X is a continuous map φ : Z+ ×X → R so that for every
ε > 0 there exists a continuous subadditive cocycle ψ : Z+ ×X → R over T with

lim sup
n→∞

1

n
sup
x∈X

|φn(x)− ψn(x)| ≤ ε.

Looking at Proposition 3.7, we see that the family (vεn)ε>0 has properties close to an ASC. Even
though the approximating subadditive cocycles wε,δ

n are not known to be continuous or even
measurable, and the approximation in the sense above is not exactly satisfied (only in the limit as
ε, δ ↓ 0), we can still prove some of the properties known for ASC such as the interchangeability of
lim inf and sup (Proposition 3.9) and the expression of the supremal growth rate as the supremal
ergodic average (Proposition 3.10).
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6 Appendix

6.1 Miscellaneous

The following lemma seems to be known, but we could not find a reference in the literature.

6.1 Lemma: Let M be a Riemannian manifold and K ⊂M a nonempty compact subset. Then
for every ε > 0, the boundary of Nε(K) has volume zero.

Proof: We give the proof for M = R
n with the Euclidean metric. The general case can be proved

by replacing straight lines with geodesics. Hence, let K ⊂ R
n be a nonempty compact set and

ε > 0. Take x ∈ ∂Nε(K) and fix a point y ∈ K such that dist(x,K) = ‖x− y‖ = ε. We claim that
the open ball Bε(y) is contained in Nε(K) and does not contain any point from ∂Nε(K). Indeed,
if z ∈ Bε(y), then dist(z,K) ≤ ‖z − y‖ < ε and all points w ∈ ∂Nε(K) satisfy dist(w,K) = ε
implying ‖w − y‖ ≥ ε. Let r ∈ (0, ε). Then the intersection Br(x) ∩ Bε(y) contains the ball
Br/2(tx+ (1− t)y) with t := 1− r/(2ε). Indeed, if w ∈ Br/2(tx+ (1− t)y), then

‖w − x‖ ≤ ‖w − tx− (1 − t)y‖+ ‖tx+ (1− t)y − x‖
<
r

2
+ (1− t)‖x− y‖ =

r

2
+

r

2ε
ε = r,

‖w − y‖ ≤ ‖w − tx− (1 − t)y‖+ ‖tx+ (1− t)y − y‖
<
r

2
+ t‖x− y‖ =

r

2
+
(
ε− r

2

)
= ε.

Hence, for all r ∈ (0, ε) we have

vol(Br(x) ∩ ∂Nε(K))

vol(Br(x))
≤ crn − c(r/2)n

crn
= 1− 2−n < 1.

This proves that the density d(x) = limr↓0 vol(Br(x)∩ ∂Nε(K))/vol(Br(x)) is less than one wher-
ever it exists on ∂Nε(K). Lebesgue’s density theorem asserts that d(x) = 1 at almost every point
of ∂Nε(K). This can only be the case if vol(∂Nε(K)) = 0. �

The next lemma is essentially taken from [19, Lem. 2.4].

6.2 Lemma: Let f : X → X be a map on some set X and v : Z+×X → R a subadditive cocycle
over f , i.e.,

vn+m(x) ≤ vn(x) + vm(fn(x)) for all x ∈ X, n,m ∈ Z+.

Additionally suppose that

ω := sup
(n,x)∈N×X

1

n
|vn(x)| <∞. (28)

Then for every x ∈ X , n ∈ N and ε ∈ (0, 2ω) there is a time 0 ≤ n1 < n with

1

k
vk(f

n1(x)) >
1

n
vn(x)− ε for all 0 < k ≤ n− n1.

Moreover, n− n1 ≥ (εn)/(2ω) → ∞ for n→ ∞.

Proof: We write σ := vn(x)/n and define

γ := min
0<k≤n

1

k
vk(x).

If γ ≥ σ− ε, the assertion follows with n1 = 0. For γ < σ− ε, observing that the minimum cannot
be attained at k = n, let

n1 := max
{
k ∈ (0, n) ∩ Z :

1

k
vk(x) ≤ σ − ε

}
,
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implying vn1(x)/n1 ≤ σ − ε. We obtain

ε ≤ 1

n
vn(x)−

1

n1
vn1(x) =

1

n
vn1+(n−n1)(x) −

1

n1
vn1(x)

≤ 1

n
(vn1(x) + vn−n1(f

n1(x))) − 1

n1
vn1(x)

=
1

n

(
−n− n1

n1
vn1(x) +

n− n1

n− n1
vn−n1(f

n1(x))

)

=
n− n1

n

(
1

n− n1
vn−n1(f

n1(x)) − 1

n1
vn1(x)

)
≤ 2ω

n− n1

n
.

This implies

n− n1 ≥ εn

2ω
→ ∞ for n→ ∞.

For 0 < k ≤ n− n1 we have vk+n1 (x)/(k + n1) > σ − ε and this yields

1

k
vk(f

n1(x)) ≥ 1

k
(vk+n1(x) − vn1(x))

>
1

k
((k + n1)(σ − ε)− n1(σ − ε)) = σ − ε,

completing the proof. �

The following lemma is used in [31, Lem. A.6].

6.3 Lemma: Let n > m be positive integers. For each i in the range 0 ≤ i < m choose integers
qi, ri such that n = i+ qim+ ri with qi ≥ 0 and 0 ≤ ri < m. Then

{0, 1, . . . , n−m} = {i+ jm : 0 ≤ i < m, 0 ≤ j < qi},

and all integers in the set on the right-hand side are uniquely parametrized by i and j.

Proof: It is clear that (i1, j1) 6= (i2, j2) implies i1 + j1m 6= i2 + j2m, since 0 ≤ i1, i2 < m. Hence,
it suffices to show that the two sets are equal. To this end, we first show that i + jm ≤ n −m,
whenever 0 ≤ i < m and 0 ≤ j < qi. Since j < qi, we have (j+1)m ≤ qim+ ri. Adding i on both
sides yields (i+ jm) +m ≤ n, or equivalently i+ jm ≤ n−m.

Conversely, let us show that every number l between 0 and n−m can be written as i+ jm with
0 ≤ i < m and 0 ≤ j < qi. To this end, let i, j be the unique nonnegative integers so that
l = i+ jm with 0 ≤ i < m. We need to show that j < qi. This is equivalent to

l = i+ jm < i+ qim = n− ri.

This inequality holds, because l < n− (m− 1) ≤ n− ri, since 0 ≤ ri < m. �

The next lemma is taken from [11, Thm. 4].

6.4 Lemma: Consider a measurable skew-product Θn : Ω ×M → Ω ×M (n ∈ Z), (ω, x) 7→
(θnω, ϕ(n, ω)x), where M is a compact metrizable space equipped with its Borel-σ-algebra and
(Ω,F , P ) is a probability space. We assume that θ preserves the measure P and that ϕ is con-
tinuous in x. Let (σn)n∈N be a family of random measures on Ω ×M , (tn)n∈N a sequence of
integer-valued random variables such that tn ≥ n almost surely. Put

γn :=
1

tn

tn−1∑

k=0

(Θk)∗σn.

Then any limit point γ∗ of (γn)n∈N is Θ-invariant, i.e., (Θn)∗γ
∗ = γ∗ for all n ∈ Z.
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6.2 Graph transform and volume estimates

In this subsection, we prove the volume lemma (Lemma 3.6). This is a straightforward adaptation
of the proof given in [39] for autonomous systems. The proof does not use any structure of the
base space U except for compactness and metrizability. In fact, the proof applies to arbitrary
skew-product flows with compact metrizable base space and a compact set Q satisfying the partial
hyperbolicity assumption (P2).

We will use the following notation: If L is a linear map between Euclidean spaces, we write
m(L) = min|x|=1 |Lx| for its conorm and ‖L‖ = max|x|=1 |Lx| for its norm. If i, j ∈ Z with i ≤ j,
we write [i : j] = [i, j]∩Z = {i, i+1, . . . , j}. We simply write d for the product metric on U ×M .
By Lip(·) we denote the Lipschitz constant of a map.

We first extend both E+ and E0− continuously to a compact neighborhood K of L(Q), without
requiring invariance of these extended bundles. We define the continuous function ξ : K → R,

ξ(u, x) := − log
∣∣detDϕ1,u(x)|E+(u,x)

∣∣.

Recall that we denote by λ > 0 the expansivity constant on E+ as required in (P2).

For r > 0 and (u, x) ∈ K we define

E+
r (u, x) :=

{
v ∈ E+(u, x) : |v| < r

}
, E0−

r (u, x) :=
{
v ∈ E0−(u, x) : |v| < r

}
,

Er(u, x) := E+
r (u, x)× E0−

r (u, x).

We fix some 0 < ε≪ λ. According to (P2), there exists N ∈ N such that for all (u, x) ∈ L(Q),

v ∈ E+(u, x) ⇒ |DϕN,u(x)v| ≥ eλN |v|,
v ∈ E0−(u, x) ⇒ |DϕN,u(x)v| ≤ eεN |v|.

We work with a time-discretized system in the following, hence we may assume N = 1. Thus,

m(Dϕ1,u(x)|E+(u,x)) ≥ eλ, ‖Dϕ1,u(x)|E0−(u,x)‖ ≤ eε, (u, x) ∈ L(Q). (29)

We fix an r > 0 small enough so that the following holds: If (u, x) ∈ K and Φ1(u, x) ∈ K, then

ϕ̃u,x : Er(u, x) → Tϕ(1,x,u)M, ϕ̃u,x := exp−1
ϕ(1,x,u) ◦ϕ1,u ◦ expx

makes sense. Using our assumption that the dimensions of E+ and E0− are constant, we put

p := dimE+ and q := dimE0−.

In the following, we identify E+(u, x) with R
p and E0−(u, x) with R

q.

For the rest of this subsection, we fix

0 < λ′ < λ and ε′ := 2ε.

The idea of the following lemma is to replace ϕ̃u,x for (u, x) ∈ K\L(Q) with a linear map Lu,x

which is CLip-close to ϕ̃u,x in a small neighborhood of 0 ∈ TxM and preserves E+ and E0−.

6.5 Lemma: For every τ > 0 there exist δ, r0 > 0 such that for all (u, x) ∈ K with the property

∃(v, y) ∈ L(Q) with d((u, x), (v, y)) ≤ δ and d(Φ1(u, x),Φ1(v, y)) ≤ δ (30)

it holds that
Lip(ϕ̃u,x − Lu,x)|Er0(u,x)

< τ,

where Lu,x ∈ End(Rp+q) is a linear map of the form Lu,x = L1
u,x ⊕ L2

u,x with L1
u,x ∈ End(Rp),

L2
u,x ∈ End(Rq) and

m(L1
u,x) ≥ eλ

′

, ‖L2
u,x‖ ≤ eε

′

.
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Proof: For the given τ > 0 we choose r′0 < r small enough so that

Lip(ϕ̃v,y − Dϕ̃v,y(0))|Er′0
(v,y) <

τ

3
for all (v, y) ∈ L(Q). (31)

Existence of such r′0 can be seen as follows. Writing

rv,y(w) := ϕ̃v,y(w)−Dϕ̃v,y(0)w,

we find that for w1, w2 ∈ Er(v, y),

|rv,y(w1)− rv,y(w2)| ≤ ‖Drv,y(ξ)‖ · |w1 − w2|

with a point ξ ∈ [w1, w2]. The map (v, y, ξ) 7→ ‖Drv,y(ξ)‖ is continuous and satisfies ‖Drv,y(0)‖ ≡
0. Hence, by uniform continuity on compact sets, we find the desired r′0.

Now choose δ small enough so that for any (u, x) ∈ K satisfying (30) with some (v, y) ∈ L(Q) we
can find linear isomorphisms h1 : TxM → TyM and h2 : Tϕ(1,x,u)M → Tϕ(1,y,v)M preserving E+

and E0− with max{Lip(h1),Lip(h−1
2 )} <

√
2. This is possible by uniform continuity of E+(·, ·)

and E0−(·, ·) on the compact set L(Q). Define

ϕ̂(u,x)→(v,y) := h−1
2 ◦ ϕ̃y,v ◦ h1, Lu,x := Dϕ̂(u,x)→(v,y)(0).

We have
ϕ̂(u,x)→(v,y) −Dϕ̂(u,x)→(v,y)(0) = h−1

2 ◦ (ϕ̃v,y −Dϕ̃(v,y)(0)) ◦ h1.
Hence, using (31), we can find 0 < r0 < r′0 such that

Lip
(
ϕ̂(u,x)→(v,y) −Dϕ̂(u,x)→(v,y)(0)

)
|Er0(u,x)

<
2τ

3
(32)

whenever d((u, x), (v, y)) ≤ δ and d(Φ1(u, x),Φ1(v, y)) ≤ δ.

The linear map Lu,x is of the form L1
u,x ⊕L2

u,x with respect to E+(u, x)⊕E0−(u, x) and satisfies

Lu,x = h−1
2 ◦Dϕ̃v,y(0) ◦ h1.

Hence, if δ is small enough, we can choose the Lipschitz constants of h1 and h−1
2 small enough to

obtain m(L1
u,x) ≥ eλ

′

and ‖L2
u,x‖ ≤ eε

′

, using (29). Finally, for δ small enough, d((u, x), (v, y)) ≤ δ
and d(Φ1(u, x),Φ1(v, y)) ≤ δ imply

Lip(ϕ̃u,x − ϕ̂(u,x)→(v,y))|Er0(u,x)
<
τ

3
, (33)

since E+ and E0− and also Dϕ̃·,·(·) are continuous. We end up with

Lip(ϕ̃u,x − Lu,x) ≤ Lip(ϕ̃u,x − ϕ̂(u,x)→(v,y))|Er0

+ Lip(ϕ̂(u,x)→(v,y) −Dϕ̂(u,x)→(v,y)(0))|Er0

(32),(33)
<

τ

3
+

2τ

3
= τ.

The proof is complete. �

Now we introduce some notation to describe the graph transform.

We write Rp(r) := {x ∈ R
p : |x| < r} and R(r) := Rp(r) × Rq(r). Let F : R(r) → R

p × R
q be a

map. The graph transform by F from R(r) to R(s), for which we write Γ = Γr,s(F ), is defined as
follows. Let g : Rp(r) → Rq(r). We say that Γg is well-defined if it is a function from Rp(s) to
Rq(s) satisfying

graph(Γg) = F (graph(g)) ∩R(s). (34)

If g is a C1-function, then graph(g) can be viewed as a submanifold of R(r) and we write
T (graph(g)) for its tangent bundle.
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6.6 Lemma: There exist τ, σ > 0 (depending on p, q, λ′, ε′) with the following property. Let r > 0
be arbitrary and let F : R(r) → R

p × R
q be a C1-diffeomorphism onto its image with F (0) = 0

and L̂ ∈ End(Rp+q) of the form L̂ = L̂1 ⊕ L̂2 with L̂1 ∈ End(Rp), L̂2 ∈ End(Rq) such that the
following conditions are satisfied:

Lip(F − L̂) < τ, m(L̂1) ≥ eε
′

, ‖L̂2‖ ≤ eλ
′

.

If g : Rp(r) → Rq(r) is a C1-map with |g(0)| ≤ r/2 and ‖Dg‖ ≤ σ,1 then Γg = Γr,reε′ (F )g is
well-defined with

|Γg(0)| ≤ r

2
e2ε

′

, ‖DΓg‖ ≤ σ, e−2ε′ ≤ | detDF|T (graph(g))|
| det L̂1|

≤ e2ε
′

.

Proof: In this proof, h will always denote an element of Hom(Rp,Rq). We first choose τ1 > 0

such that the following holds: For every L ∈ End(Rp+q), if ‖L− L̂‖ ≤ τ1 and ‖h‖ ≤ 1, then

e−ε′ ≤ | detL|graph(h)|
| det L̂|graph(h)|

≤ eε
′

. (35)

We choose σ > 0 such that ‖h‖ ≤ σ implies

e−ε′ ≤ | det L̂|graph(h)|
| det L̂1|

≤ eε
′

. (36)

It follows from standard graph transform estimates that given σ, λ′, ε′, there exists 0 < τ ≤ τ1
such that Lip(F − L̂) < τ implies that Γg exists and satisfies |Γg(0)| ≤ (r/2)e2ε

′

, ‖DΓg‖ ≤ σ.

Let y = (z, g(z)) ∈ graph(g), L := DF (y) and h := Dg(z). Then the following holds:

(i) Tygraph(g) = graph(h) (easy to see).

(ii) ‖L− L̂‖ = ‖DF (y)− L̂‖ ≤ Lip(F − L̂) < τ ≤ τ1.

(iii) ‖h‖ = ‖Dg(z)‖ ≤ σ by assumption.

Since
| detDF (y)|Ty(graph(g))|

| det L̂1|
=

| detL|graph(h)|
| det L̂|graph(h)|

· | det L̂|graph(h)|
| det L̂1|

,

the inequalities (35) and (36) yield

e−2ε′ ≤ | detDF (y)|Ty(graph(g))|
| det L̂1|

≤ e2ε
′

,

completing the proof. �

We will apply the above lemma to F := ϕ̃u,x with (u, x) ∈ K and L̂ = Lu,x as in Lemma 6.5. In
the following, let

Bn,u
ρ (x) := {y ∈M : d(ϕ(j, x, u), ϕ(j, y, u)) ≤ ρ, 0 ≤ j ≤ n} ,

which slightly differs from (15) without consequences on the validity of the volume lemma, however.

The following proposition is the adaptation of [39, Lem. 2] to our situation.

1By ‖Dg‖ ≤ σ, we mean ‖Dg(z)‖ ≤ σ for all z in the domain of g.
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6.7 Proposition: There exist a compact neighborhood K of L(Q) (possibly smaller than the
original K) and a constant ρ0 > 0 such that for each 0 < ρ ≤ ρ0 there is a constant Cρ ≥ 1 such
that

C−1
ρ e−4ε′ne

∑n
i=0 ξ(Φi(u,x)) ≤ vol(Bn,u

ρ (x)) ≤ Cρe
4ε′ne

∑n
i=0 ξ(Φi(u,x))

for all n ∈ N and (u, x) ∈ Kn :=
⋂n

i=0 Φ−i(K).

Proof: Let τ, σ > 0 be given by Lemma 6.6 and δ, r0 > 0 (depending on τ) by Lemma 6.5. Since
σ can be chosen arbitrarily small in Lemma 6.6, we may assume that 16σ < 1. Let

K :=
{
(u, x) ∈ U ×M : ∃(v, y) ∈ L(Q) s.t.

max{d((u, x), (v, y)), d(Φ1(u, x),Φ1(v, y))} ≤ δ
}
,

which we can assume to be contained in the original K (where E+ and E0− are defined).

For all sufficiently small ρ and (u, x) ∈ Kn we have the inclusion

Bn,u
ρ (x) ⊂ expx

{
ξ ∈ Rp(r0)×Rq

(r0
4

)
: ∀j ∈ [0 : n], ϕ̃j

u,x(ξ) ∈ Rp(r0)×Rq
(r0
4

)}

=: expx
(
Nn,u

r0 (x)
)
,

where ϕ̃j
u,x = ϕ̃Φj−1(u,x) ◦ · · · ◦ ϕ̃u,x (cf. [12, Lem. 4.2] for a detailed argument).

For w ∈ Rq(r0), denote by gw : Rp(r0) → Rq(r0) the constant function equal to w. Let

A :=
{
w ∈ Rq(r0/4) : ∀j ∈ [0 : n], graph(Γjgw) ⊂ Rp(r0)×Rq(r0/2)

}
,

where Γj = Γj ◦ · · · ◦ Γ1 and Γj = Γr0,r0eε
′ (ϕ̃Φj(u,x)). We claim that

Nn,u
r0 (x) ⊂

⋃

w∈A

(ϕ̃n
u,x)

−1graph(Γngw).

Let ξ = (ξp, ξq) ∈ Nn,u
r0 (x) and w := ξq ∈ Rq(r0/4). We have |gw(0)| ≤ r0/2 and ‖Dgw‖ = 0 < σ,

so by Lemma 6.6, Γgw is well-defined with ‖DΓgw‖ ≤ σ.

As ξ ∈ Nn,u
r0 (x), ϕ̃u,x(ξ) ∈ Rp(r0)×Rq(r0/4) implying |Γgw(0)| ≤ r0/4 (from (34)). As ‖DΓgw‖ ≤

σ < 1/8 (by the choice of σ), on Rp(r0) we have

|Γgw| ≤ |Γgw(0)|+ ‖DΓgw‖ · r0 ≤ r0
4

+
r0
8
<
r0
2
.

Hence, the image of Γgw, restricted to Rp(r0), is contained in Rq(r0). We conclude that Γgw

satisfies all the assumptions of Lemma 6.6, implying that Γ2gw is well-defined with ‖DΓ2gw‖ ≤ σ.

Iterating this process, we obtain that for every i ∈ [1 : n], Γigw is well-defined and |Γigw| < r0/2,
i.e., graph(Γigw) ⊂ Rp(r0) × Rq(r0/2). So w ∈ A and ξ ∈ (ϕ̃n

u,x)
−1graph(Γngw). (Observe that

every time we apply the graph transform, r0 gets multiplied with eε
′

. However, every time we can
restrict the domain of the resulting function again to Rp(r0).)

Let mp denote the p-dimensional Riemannian measure on any p-dimensional submanifold of a
tangent space of M . Then

mp

((
ϕ̃n
u,x

)−1
graph(Γngw)

)
≤ max

w∈A, z∈graphgw

∣∣det(Dϕ̃n
u,x)|Tzgraph(gw)

∣∣−1 ·mp(graph(Γ
ngw))

≤ e2ε
′n

n−1∏

i=0

∣∣detL1
Φi(u,x)

∣∣−1 ·mp(graph(Γ
ngw))

≤ e2ε
′n

n−1∏

i=0

∣∣detL1
Φi(u,x)

∣∣−1 · Crp0
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≤ Crp0e
4ε′n

n−1∏

i=0

∣∣∣det(Dϕ̃Φi(u,x))(0)|Rp

∣∣∣
−1

= Crp0e
4ε′n

n−1∏

i=0

∣∣detDϕ1,θiu(ϕ(i, x, u))|E+(Φi(u,x))

∣∣−1

= Crp0e
4ε′n

n−1∏

i=0

eξ(Φi(u,x)) = Crp0e
4ε′ne

∑n−1
i=0 ξ(Φi(u,x)).

Here the second and the fourth line follow from Lemma 6.6 (in the second case, the lemma is

applied with g = 0). Observe that the sets
(
ϕ̃n
u,x

)−1
graph(Γngw), w ∈ A, are pairwisely disjoint.

Integrating over A yields

mp+q

(
Nn,u

r0 (x)
)
≤ C′e4ε

′n
n−1∏

i=0

eξ(Φi(u,x))

for some constant C′ > 0 depending on r0 (here we use that the angle between the subspace E+

and E0− is bounded on K). Since the application of expx results in a volume distortion, which is
bounded over (u, x) ∈ K, and Bn,u

ρ (x) ⊂ expx(N
n,u
r0 (x)), the upper estimate follows. Analogous

arguments yield the lower estimate (cf. [39, Lem. 2]). �

Now we can conclude the proof of the volume lemma.

Proof: (of Lemma 3.6) We put ζ := 4ε′ = 8ε. Let η > 0 be chosen such that K in Proposition
6.7 contains the closed η-neighborhood of L(Q). Let n ∈ N and x ∈ Qd(n + 1, u, η) for some
u ∈ U , i.e., dist(ϕ(i, x, u), Q(θiu)) ≤ η for 0 ≤ i ≤ n. For each 0 ≤ i ≤ n choose yi ∈ M with
(θiu, yi) ∈ L(Q) and d(ϕ(i, x, u), yi) ≤ η. This yields Φi(u, x) ∈ K for 0 ≤ i ≤ n, so Proposition
6.7 implies

C−1
ρ e−4ε′ne

∑n−1
i=0 ξ(Φi(u,x)) ≤ vol(Bn,u

ρ (x)) ≤ Cρe
4ε′ne

∑n−1
i=0 ξ(Φi(u,x))

for 0 < ρ ≤ ρ0. Define the desired extension of J+ϕn,u(x) to K by

J+ϕn,u(x) :=

n−1∏

i=0

∣∣detDϕ1,θiu(ϕ(i, x, u))|E+(Φi(u,x))

∣∣ = e−
∑n−1

i=0 ξ(Φi(u,x)).

This extension satisfies multiplicativity by definition and thus the volume estimates are proved.2

As the proof shows, ε can be chosen arbitrarily small. By Lemma 6.6 then also τ and σ must
become small, and by Lemma 6.5 also δ and ρ0. �
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