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1 Introduction

Due to the development of computer technology, digital controllers are com-
monly implemented for continuous-time plants. We call such closed-loop sys-
tems sampled-data systems. In addition to their practical motivation, sampled-
data systems yield theoretically interesting problems related to the combina-
tion of both continuous-time and discrete-time dynamics, and various tech-
niques such as the lifting approach [5,52,54] and the frequency response oper-
ator approach [1, 15] have been also developed for the analysis and synthesis
of sampled-data finite-dimensional systems. Sampled-data control theory for
infinite-dimensional systems has been developed, e.g., in [18-20, 2528, 37—

,43]. Several specifically relevant studies will be cited below again. In this
paper, we study the problem of sampled-data output regulation for unsta-
ble well-posed systems. The main objective in our control problem is to find
finite-dimensional digital controllers achieving the output tracking of given
constant reference signals in the presence of external constant disturbances.
A theory for well-posed systems has been extensively developed; see, e.g., the
survey [15,50] and the book [14]. Well-posed systems allow unbounded control
and observation operators and provide a framework to formulate control prob-
lems for systems governed by partial differential equations with point control
and observation and by functional differential equations with delays in the
state, input, and output variables.

Our output regulation method is based on the internal model principle,
which was originally developed for finite-dimensional systems in [12] and was
later generalized for infinite-dimensional systems with finite-dimensional and
infinite-dimensional exosystems in [33-30, 53] and references therein. In par-
ticular, output regulation of nonsmooth periodic signals has been extensively
studied as repetitive control [17]. For regular systems, which is a subclass of
well-posed systems, the authors of [7,31,33,51] have provided design methods
of continuous-time controllers for robust output regulation. For stable well-
posed systems with finite-dimensional exosystems, low-gain controllers sug-
gested by the internal model principle have been constructed for the continuous-
time setup in [29,40] and for the sampled-data setup in [18-20, 28]. The dif-
ficulty of the problem we consider arises from the instability of well-posed
systems. If the system is unstable, then low-gain controllers cannot achieve
closed-loop stability. Ukai and Iwazumi [16] have developed a state-space-
based design method of finite-dimensional controllers for output regulation of
unstable continuous-time infinite-dimensional systems, by using residue mode
filters proposed in [42]. On the other hand, we employ a frequency-domain
technique based on coprime factorizations as in [16,22,23,28,29]. In particu-
lar, we extend a design method of stabilizing sampled-data controllers in [25]
to output regulation.

Let (A, B,C) and G be generating operators and a transfer function of
a well-posed system X, respectively. The operator A is the generator of a
strongly continuous semigroup T, which governs the dynamics of the system
without control. The operators B and C' are control and observation operators,
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respectively. We consider only infinite-dimensional systems that has finite-
dimensional input and output spaces with the same dimension. In other words,
the transfer function G is a square-matrix-valued function. The well-posed
system is connected with a discrete-time linear time-invariant controller Xy
through a zero-order hold H. and a generalized sampler S,, where 7 > 0 is a
sampling period. Let u,y be the input and output of the well-posed system X
and ug,yq be the input and output of the digital controller Xy, respectively.
The generalized sampler S, is written as

(Soy) (k) = /O Cw®ykr £ 0dt VkeZ,,

where the scalar weighting function w belongs to L*(0, ) and satisfies [ w(t)dt =
1. In well-posed systems, the output y is in L2, and hence the ideal sampling,
i.e., point evaluation does not make sense. The weighting function w should
be chosen so that the sampled-data system is detectable.

Using the zero-order hold 4., and the generalized sampler S, we consider

the sampled-data feedback of the form
u=Hryq +vig, ud = Yreflz, — Sry,

where vlg, and ytlz, are constant external reference and disturbance sig-
nals, respectively. Fig. 1 illustrates the sampled-data system we study. Since
the output y of well-posed systems belongs to L]20C7 the output y is not guar-
anteed to converge to yrer as t — oo. In this paper, we therefore consider the
convergence of the output in the “energy” sense, i.e., there exist constants
Ier > 0 and a < 0 such that

o))

z4(0)

for all initial states 2(0) € X of X and x4(0) € X4 of X4 and all v, y,er € CP,
where L2 is the L?-space weighted by the exponential function e~®f. The
above condition means that as t — 0o, the “energy” of the restricted tracking
error (Y — Yret)|[t,00) €Xponentially converges to zero. If we embed a smoothing
precompensator between the plant and the zero-order hold as proposed in [25],
then the output y exponentially converges to y,et in the usual sense under a
certain regularity assumption on initial states.

Before studying the sampled-data output regulation problem, we investi-
gate an output regulation problem for infinite-dimensional discrete-time sys-
tems. In the discrete-time setup, we propose a design method of finite-dimensional
controllers that achieve output regulation. Although in the sampled-data setup,
we consider only constant reference and disturbance signals, the proposed
method in the discrete-time setup allows reference and disturbance signals
that are finite superpositions of sinusoids. The construction of regulating con-
trollers consists of two steps: First we design stabilizing controllers with a free
parameter in H°°, using the techniques developed in [24,25]. Next we choose

||y - yref]lR+ ||Li S Fref <‘

+llvller + ”yrefHC”>
XxXq
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Fig. 1 Sampled-data system.

the free parameter so that the controller incorporates an internal model for out-
put regulation. The design problem of regulating controllers is reduced to the
Nevanlinna-Pick interpolation problem with both interior and boundary con-
ditions. In the reduced interpolation problem, interior conditions are required
for stabilization, whereas boundary conditions arise from output tracking and
disturbance rejection.

Our main result, Theorem 3.10, states that there exists a finite-dimensional
digital controller that achieves output regulation for constant reference and
disturbance signals if the following conditions are satisfied:

(i) The resolvent set of A contains 0.

(ii) det G(0) # 0.
(iii) The unstable part of the spectrum of A consists of finitely many eigenvalues
with finite multiplicities.
) The semigroup generated by the stable part of A is exponentially stable.
) The unstable part of (A, B, C) is controllable and observable.
(vi) For every nonzero integer ¢, 2¢mi/T does not belong to the spectrum of A.
) For every unstable eigenvalues A of A, [ w(t)e*dt # 0.

) For every unstable eigenvalues A, p of A and nonzero integer ¢, 7(A — p) #
20mi.
(ix) The multiplicities of all unstable eigenvalues of A are one.

The assumptions (iii)— (viii) are used for sampled-data stabilization in [25].
In fact, (iii)—(vii) are sufficient for the existence of sampled-data stabilizing
controllers, and further, (iii)—(viii) are necessary and sufficient in the single-
input and single-output case. In particular, (v)—(viii) is used to guarantee that
the unstable part of the sampled-data system is controllable and observable.
We place the assumptions (i) and (ii) for output regulation. The remaining
assumption (ix) is used to reduce the design problem of stabilizing controllers
to an interpolation problem of functions in the H°-space. In the multi-input
and multi-output case, the assumption (ix) makes it easy to obtain the as-
sociated interpolation conditions. We can remove (ix) in the single-input and
single-output case.

The paper is structured as follows. In Section 2, we study an output regu-
lation problem for infinite-dimensional discrete-time systems. In Section 3, we
obtain a sufficient condition for the existence of finite-dimensional sampled-
data regulating controllers for unstable well-posed systems with constant refer-
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ence and disturbance signals. In Section 4, we illustrate our results by applying
them to systems with state and output delays.

Notation and terminology

We denote by Z, and Ry the set of nonnegative integers and the set of
nonnegative real numbers, respectively. For a € R, we define C, := {s €
C :Res > a}, and for n > 0, E, := {z € C : |2] > n}. We also define
D:={ze€C:|z|]<1}and T:={z € C: |z]| = 1}. For a set 2 C C, its closure
is denoted by cl({2). For an arbitrary set {2y, the indicator function of 22 C (2
is denoted by 1. For a matrix M € CP*™ let us denote by M*, M, and M?>d
the conjugate transpose, the matrix with complex conjugate entries, and the
adjugate matrix of M, respectively.

Let X and Y be Banach spaces. Let £(X,Y) denote the space of all
bounded linear operators from X to Y. We set L(X) := L(X,X). An op-
erator T € L£(X) is said to be power stable if there exist I' > 1 and p € (0,1)
such that ||T%| z(x) < I'p" for every k € Z,. Let T = (Ty);>0 be a strongly
continuous semigroup on X . The exponential growth bound of T is denoted by
w(T), that is, w(T) := lims— o0 In || T¢||/t. We say that the strongly continuous
semigroup T is exponentially stable if w(T) < 0. For a linear operator A from
X to Y, let dom(A) denote the domain of A. The spectrum and resolvent set
of a linear operator A : dom(A) C X — X are denoted by o(A) and o(A),
respectively.

For o € R, we define the weighted L%-space L2 (R4, X) by L2(Ry, X) :=
{f Ry - X:e_of € L2(R4, X)}, where e_,(t) := e~ for t € R, with the
norm || f|lz2 := |le—af|lz2. The space of all functions from Z, to X is denoted
by F(Z4,X). Set fV (k) := f(k+1) for every k € Z and every f € F(Z;,X).
Let 2 = C,, 2 =E,, or 2 =D. Let H>*(§2,CP*™) denote the space of all
bounded holomorphic functions from 2 to CP*™. The norm of H> ({2, CP*™)
is given by ||@||oo := sup,cp [|P(s)||. We write H*(£2) for H*(£2,C).

2 Discrete-time output regulation

In this section, we construct finite-dimensional controllers for the robust out-
put regulation of infinite-dimensional discrete-time systems. Before proceeding
to technical details, we describe the overview of this section. A fundamen-
tal assumption throughout this paper is that an infinite-dimensional plant
can be decomposed into a finite-dimensional unstable part and an infinite-
dimensional stable part. To avoid spill-over effects [3], we cannot ignore the
infinite-dimensional stable part completely in the design of stabilizing con-
trollers. However, it has been shown in [24,25] that if the infinite-dimensional
stable part is appropriately approximated by a finite-dimensional stable sys-
tem, then we can design finite-dimensional stabilizing controllers. Now one
may ask the following question for the problem of output regulation:
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By such an approzimation-based method, can we always construct sta-
bilizing controllers that incorporate an internal model?

To stabilize the plant, the approximation error should be small. However, it
is possible that if the approximation error is smaller than a certain threshold,
then we cannot design stabilizing controllers with internal models by using the
finite-dimensional approximating system. We will show that such a situation
does not occur under certain assumptions on the plant. The proof is based on
two key facts: First, controllers incorporate internal models if and only if their
free parameters in H*°(E;, CP*P) satisfy certain interpolation conditions on
the boundary T. Second, the boundary Nevanlinna-Pick interpolation problem
(see Problem A.7 in the appendix for details) is always solvable.

In Section 2.1, we formulate the problem of robust output regulation and
recall the concept of p-copy internal models. In Section 2.2, we introduce as-
sumptions of the plant and provide the main result of this section, Theorem 2.5.
We provide the proof of this theorem in Sections 2.3 and 2.4. In particular,
Sections 2.3 is devoted to preliminary lemmas for the multi-input and the
multi-output case. Section 2.3 may be skipped by the readers interested only
in the single-input and single-output case.

2.1 Control objective

In this section, we consider the following infinite-dimensional discrete-time
system:

zV (k) = Az(k) + Bu(k), z(0)=2"€ X (2.1a)
y(k) = Cx(k) + Du(k), (2.1b)

where the state space X is a separable complex Hilbert space, A € L(X), B €
L(CP X)), C € L(X,CP), and D € CP*P. We use a strictly causal controller

zy (k) = Pxa(k) + Qua(k), za(0) =25 € Xq (2.2a)
ya(k) = Rxa(k), (2.2b)

where the state space X4 is a complex Hilbert space, P € L(Xy), Q €
L(CP,Xq), and R € L(Xq,CP). The control objective is that the output y
tracks a given reference signal y,or in the presence of an external disturbance
signal v. The reference and disturbance signals ¥, and v are assumed to be
generated by an exosystem of the form

€V (k) = S¢(k),  £0)=¢"eCn (2.3a)
o(k) = EE(k) (2.3b)
yref(k) = Fg(k)7 (23(3)

where EF € CP*"™ F € CP*™ and

S := diag(e®,...,e") with 61,...,6, € [0,2) distinct.
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The input u of the plant and the input ugq of the controller are given by
u(k) = ya(k) +v(k), ua(k) = yret (k) — y(k) =: e(k).

We can write the dynamics of the closed-loop system as

2y (k) = Acze(k) + Bol(k), z0(0) = 22 (2.4a)
e(k:> = Ceme(k) + Deg(k)v (24b)
where (k) = [;j((k]g)} z) = ng’ and
A BR BE
Ao = [QC P- QDR] » Be= [Q(F - DE)} (2:5)
C.:=—[C DR], D,=F-DE. (2.5b)

For the controller in (2.2) represented by the operators (P, @, R), we con-
sider a set of perturbed plants and exosystems O(P, @), R) defined as follows.

Definition 2.1 (Set of perturbed plants and exosystems) For given
operators P € L(X4), Q € L(C?,Xy), and R € L(Xq,CP), O(P,Q, R) is the
set of all (A, B, C,D, E,F) satisfying the following two conditions:

1. A e LX), B e L(C?,X), C € L(X,CP), D € CP*?, E € CP*", and
Fecrrm, B
2. The perturbed operator A defined by
A BR
—QC P-QDR

e -

18 power stable.

If A. is power stable, the conditions above are satisfied for any bounded
perturbations of sufficiently small norms.
In this section, we study a robust output regulation problem.

Problem 2.2 (Robust output regulation for discrete-time systems)
Given the plant (2.1) and the exosystem (2.3), find a controller (2.2) satisfying
the following properties:

Stability: The operator A, is power stable.
Tracking: There exist M, > 0 and p. € (0,1) such that for every initial state
20 € X, 2% € Xq, and £ € C", the tracking error e satisfies

il viete) e

Robustness: If the operators (A, B,C, D, E, F) are changed to (A, B,C,D,E,F) €
O(P,Q, R), then the above tracking condition still holds.

MMWsméQ

| +K0Ww> Vkez,.
XXXd
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Before proceeding to the construction of finite-dimensional regulating con-
trollers, we recall the internal model principle. In [35], a p-copy internal model
has been introduced for continuous-time systems. The discrete-time counter-
part has appeared in Section IV.B of [34].

Definition 2.3 (Definition 6.1 in [35]) A controller (2.2) is said to incor-
porate a p-copy internal model of the exosystem (2.3) if

dimker(e’ T — P) > p Ve e {l,...,n}. (2.6)

Theorem 2.4 (Theorem IV.5 in [34]) Suppose that A, is power stable.
The controller (2.2) incorporates a p-copy internal model of the exosystem
(2.3) if and only if it is a solution of Problem 2.2.

2.2 Output regulation by a finite-dimensional controller

Throughout this section, we impose the following assumptions:

(al) e € g(A) for every £ € {1,...,n}.

(a2) det G(e'%) #£ 0 for every £ € {1,...,n}.

(a3) There exist subspaces X and X~ of X such that dim X* < oo and
X=XtoX".

(ad) AXT C Xt and AX™ C X™.

Let us denote the projection operator from X to X+ by II, and define

At = Alys, BYi=IIB, C*:=Cl|x:
AT :=A|x-, B :=(I-0)B, C™ :=C|x-.

We place the remaining assumptions.

(a5) o(A) N cl(E1) consists of finitely many eigenvalues with finite algebraic
multiplicities, o(AT) = o(A4) N cl(Ey), and there exists 79 € (0,1) such
that 0(A7) = a(A) N (C\ cl(E,,)).

(a6) (AT, BT, CT) is controllable and observable.

(a7) The zeros of det(zI — A™) are simple.

We place the assumptions (al) and (a2) for robust output regulation.
The assumptions (a3)—(a6) are used for stabilization of infinite-dimensional
discrete-time systems; see, e.g., [24]. We will show in Lemma 2.7 below that the
assumption (a7) guarantees that dimker(A — A™) = 1 for every A € C satisfy-
ing det(A]—AT) = 0. This allows us to reduce the design problem of stabilizing
controllers to the problem of finding functions in H*°(E;, CP*P) that satisfy el-
ementary interpolation conditions, which will be shown in Lemma 2.10. In the
single-input and single-output case p = 1, we can remove (a7) as mentioned
at the end of this section. This is because it is much easier to translate stabi-
lization into interpolation in the scalar-valued case than in the matrix-valued
case.
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Under (ad) and (ab), we fix n € (19, 1) and define the transfer function G
of the plant (2.1) by

G(2)=C(zI-A)"'B+D VzeE,noA).
We can decompose G into
G(2) =G (2)+ G (2) Vz e E, No(4),
where
GY(2):=CT(zI —A")'B", G (2):=C (2I-A")"'B +D (2.7)

and G~ € H*(E,,CP*P). By (a6), the unstable part GT of the plant has no
unstable pole-zero cancellations. There exist N, Dy with rational entries in
H®(E;,CP*P) such that

G'=D;'N,

and N4, D are left coprime over the sets of rational functions in H*(E;, CP*P).
Choose such N, , D, arbitrarily, and let x1,..., xr be the zeros of det D in
cl(E;). Together with (a6) and (a7), Lemma A.7.39 of [10] shows that these
zeros are equal to the eigenvalues of AT and that the orders of the zeros are
one.

The objective of this section is to prove the following theorem construc-
tively:

Theorem 2.5 Assume that (al)—(a7) hold. There exists a finite-dimensional
controller (2.2) that is a solution of the robust output requlation problem, Prob-
lem 2.2.

2.3 Preliminary lemmas

Before proceeding to the proof of Theorem 2.5, we show three preliminary
results, all of which are used for the multi-input and multi-output case p > 1.
Hence the readers who are interested only in the single-input and single-output

case p = 1 can skip this subsection.
The first lemma provides an upper bound on the norm of inverse matrices.

Lemma 2.6 Let VW € CP*P. If V is invertible and if
IV lgoxe - [V = Wlleoxr < 1,

then W is also invertible and

I s < IV ler> |
= TV s -1V = Wlere
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Proof Since
1 = V™ Wlero < IV lewxr - IV = Wllewxr <1,

it follows that V~'W and hence W are invertible.
Using the identity

viewlt=viw-vyw!
we obtain
V= =W lewxn < IV e - IV = Wllewsr - [[W T leoxo.
This yields
W= lersr < IV lewen + IV = W lgox
S IV erso + 11V lerso - IV = Wllerso - [W ™ |goxo.
Thus, we obtain the desired inequality (2.8). O

The second preliminary result characterizes adjugate matrices.

Lemma 2.7 For a region 2 C C, consider a holomorphic function A : 2 —
CP*P. Suppose that zg € £2 is a simple zero of det A. Then dimker A(zp) = 1.
Furthermore, if a nonzero vector 1 € CP satisfies ker A(zp)* = {a) : a € C},
then there exist an,. .., € C such that ap # 0 for some £ € {1,...,p} and
A*(z0) can be written as

a”
AMi(z)=| . (2.9)

op*
Proof Suppose, to get a contradiction, that dimker A(zy) > 2. There exist
nonzero vectors ¥1,1s € CP such that 1q,1- are linearly independent and
A(zo)1 = 0, A(z9)1p2 = 0. Let eq,...,e, be the standard basis of the p-
dimensional Euclidean space. There exists an invertible matrix U € CP*P such

that ¢, = Ue; and 99 = Ues. Let us denote by A, the ¢th column vector of
the product AU. Then

Ay(z0) = A(z0)Uep = A(zo)tpe =0 Ve e {1,2}.

Since each element of AU is holomorphic, there exist vector-valued functions
Ay and Ay with each entry holomorphic such that A;(z) = (z — 29) A1 (2) and
AQ( ) = (Z — Zo)AQ( ) Thus,

det A(2) = det(A(2)U) det U™!
= (2= 20)%det [Ay() Do) My(e) o Apls)] detU,

which contradicts that zg is a simple zero.



Sampled-data Output Regulation of Unstable Well-posed Systems 11

To prove the second assertion, we employ Cramer’s rule
AAM = AMNA = det A-T. (2.10)

We obtain

Aadj (ZQ)A(Z()) = det A(Z())I =0.
Since ker A(zp)* = {a1) : o € C}, it follows that all the row vectors of A2 (zq)
can be written as atp* for some o € C. Thus (2.9) holds.

Finally, let us show the existence of a nonzero coefficient ay. By contradic-
tion, assume that oy = 0 in (2.9) for every £ € {1,...,p}. Then A*li(z)) = 0.
Since A*¥ and det A are holomorphic, then there exist holomorphic functions
F and f such that

AMi(5) = (s — 20)F, det A(s) = (s — 20) f. (2.11)

Since zp is a simple zero of det A, it follows that f(zg) # 0. Substituting (2.11)
to Cramer’s rule (2.10), we obtain

AF = fI.

It follows that
0 =19"A(20)F(20) = f(20)¥",
which contradicts f(z9) # 0 and ¥ # 0. O

The third preliminary lemma provides a stabilizable and detectable real-
ization of the series interconnection of two finite-dimensional systems.

Lemma 2.8 For ¢ € {1,2}, consider the matriz pair (Py,Q¢, Ry, S¢) with
appropriate dimensions and define the transfer function

Kg(z) = Rz(ZI — Pg)_ng + Sy.

Assume that o(P1)No(Py)Ncl(Ey) = 0. Assume also that Kq(X) is full column
rank for every A € o(Pa)Ncl(Eqy) and that Ko(N) is full row rank for every A €
o(P1)Ncl(Eqy). If (Pr, Qe, Ry, Se) is stabilizable and detectable for £ € {1,2},
then the realization of K1Ko given by

P R S.
([ 01 Q}b 2:| , [Qé2 2:| s [Rl SlRQ] s 5152> (2.12)

is stabilizable and detectable.

Proof Tt is well known that (2.12) is a realization of K1Kj; see, e.g., Section
3.6 of [56]. It suffices to show that the realization (2.12) is stabilizable and
detectable.

Assume, to reach a contradiction, that the realization (2.12) is not stabi-
lizable. Then there exist an eigenvalue A € o(P;) U o(P) with |[A| > 1 and
vectors 11, 1o such that

I R e | vy BTN R Sl R
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For the case A € o(P,), we obtain A € o(P;) by the assumption o(P;) N
o(Py) Necl(Eq) = 0, and hence 11 = 0 from ¢} (Al — P;) = 0. Therefore,

V(M = P2) =0, 3Q2=0.

Using the stabilizability of (Ps, Q2), we find ¢9 = 0. This is a contradiction.
Suppose next that A € o(Py). Then AI — P; is invertible by the assumption
o(P1)No(Py)Ncl(Ey) = 0. Therefore,

b3 = iQ1Ray(M — Po) ™. (2.13)

We obtain
B QK(N) = Q1 (Ra(M — Py) "' Qo + S) = [0 5] [Qggf?] —0.

Since Ko () is full row rank, it follows that 7@ = 0. Together with 7 (Al —
Py) =0, this implies 1)1 = 0 by the stabilizability of (P, Q7). Hence 12 = 0 by
(2.13). This is a contradiction. Thus, the realization (2.12) is stabilizable. The
detectability of the realization (2.12) can be obtained in a similar way. O

2.4 Proof of Theorem 2.5

Let us start to prove Theorem 2.5, by using Lemmas 2.6-2.8. To construct
finite-dimensional regulating controllers, we approximate the infinite-dimensional
stable part G~ in (2.7) by a rational function. In the next result, the approx-
imation error is used to characterize the norm of a certain matrix, which will
appear in interpolation conditions on the boundary T.

Lemma 2.9 Assume that (al)—(a7) hold. Define
6% := max {||(D4+G) " (") || pup : £ €{1,...,n}}. (2.14)
For every rational function R € H™ (B, CP*P) satisfying

1

IG™ —RllgeE) < s5mmn———>
0= 25 DL || e (k1)

(2.15)

we obtain
[(Ng +DiR) ()| oy <20°  VLE{L,...,n}. (2.16)

Proof The assumption (al) yields det D (%) # 0 for every ¢ € {1,...,n},
which together with (a2) implies that §* is well defined. Since

G=G"+G =D 'N, +G",
we have from (2.14) that

(N4 +D4G7) (e[| = [[D+G) (™) |y < 67



Sampled-data Output Regulation of Unstable Well-posed Systems 13

for every ¢ € {1,...,n}. Moreover, for every ¢ € {1,...,n},

| HD+(61:9“)||CWP <Dyl ey
HG_(ewZ) - R(ewz)H(Cpo < ||G_ - R||H°°(E1)

Thus we conclude from Lemma 2.6 and (2.15) that for every ¢ € {1,...,n},
the matrix (N, + D, R)(e?) is invertible and satisfies

H(N+ +D+R)_1(ei9£)||(c;n><p
< [Ny +DyG7) ()| oy
T 1 |(Ng + DG ) (€) [ conr D4l () - IGT = Rl ooy

< 207,

which is the desired inequality. O

For the rational functions N, ,D_, which are left coprime over the sets
of rational functions in H*°(E;, CP*P), there exists a strictly proper rational
function Yy € H*(E;,CP*P) and a rational function Z; € H>(E,,CP*P)
such that the Bézout identity

N,Y,+D,Z, =1 (2.17)

holds; see, e.g., Lemma 5.2.9 of [47] and its proof. We provide interpolation
conditions that such a rational function Y, € H*(E;, CP*P) satisfies, as in
Theorem IV.3 of [19]. To that purpose, we see from Lemma 2.7 and (a7) that,
for every r € {1,...,7'}, there exists a nonzero vector 1, € CP such that
ker D (x,)* = {at), : a € C}.

Lemma 2.10 Suppose that (al)—(a7) are satisfied. A rational function Y €
H>(E,,CP*P) is strictly proper and satisfies the Bézout identity (2.17) for
some rational function Zy € H™(E;, CP*P) if and only if the interpolation
conditions

Y+(OO) =0, w:N+(XT)Y+(XT) = 'l/}: Vr e {17 s aT} (218)

hold. Moreover, if the latter part of the interpolation conditions (2.18) holds,
then a rational function

_ DY DN, Y,

Z, :
+ detD.

(2.19)

satisfies Zy € H*®(E1,CP*P) and the Bézout idendity (2.17).

Proof Tt is clear that the strict properness of Y is equivalent to Y, (o0) = 0.
Suppose that rational functions Y,Z; € H*®(E;, CP*P) satisfy the Bézout
identity (2.17). Using Cramer’s rule for D, we obtain

DY =D(N,Y, +D,Z,) =D3N,Y, +detDy -Zy. (2.20)
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For every r € {1,...,71'}, we obtain det D (x,) = 0 and hence

DY (xr) = (DN Y 4) ().

The second statement of Lemma 2.7 shows that ¥ N (x,) Y1 (x,) = ) for
every r € {1,...,T}.

Conversely, suppose that a rational function Y, € H(E;, CP*P) sat-
isfies the interpolation conditions (2.18). To show that the Bézout identity
(2.17) holds for some rational function Z, € H(E;,CP*P), it suffices to
prove that Z defined by (2.19) satisfies the Bézout identity (2.17) and Z, €
H>(E,,CP*P).

Using Cramer’s rule for D, we find that Z, satisfies the Bézout identity
(2.17). By way of contradiction, assume that Z, ¢ H*(E;,CP*P). Let the
(j, O)th entry Z%° of Z satisfy Z7;* ¢ H>(E;). By definition, Z%" is rational.
Using again Cramer’s rule for D, we derive

detDy -Zy = D3Y(I — N, Y, ) € H®(E;,CP*P).

Since a rational function det D, is not strictly proper by Theorem 4.3.12
of [47], it follows that ij is proper. Therefore, there exists a pole of the

rational function ZZ;Z in cl(E;) that is equal to a zero x,, of det D . Since x,
is a simple zero, it follows that

(det Dy - Z%°) (xry) # 0. (2.21)

However, by the latter part of the interpolation conditions (2.18) and Lemma 2.7,
we obtain

(det D, - Z+)(Xro) = Di-dj (XT'O)(I - (N+Y+)(X7'o)) =0.
This contradicts (2.21). O
Set M >0 as in

M > inf {||Y||go(m,) : Y4 € H®(Eq,CP*?) is rational and satisfies (2.18)}.
(2.22)
Since there always exists a rational function Y4 € H*(E;, CP*P) satisfying
the interpolation conditions (2.18), the right side of (2.22) belongs to R...
The boundary interpolation conditions in Lemma 2.11 below is used for
the incorporation of a p-copy internal model.

Lemma 2.11 Assume that (al)—(a7) hold, and define 6* > 0 by (2.14). For
every rational function R € H™(Ey, CP*P) satisfying (2.16), there exist a
strictly proper rational function Y € H®(Ey, CP*P) and a rational function
Z, € H*(E,CP*P) such that Y satisfies the interpolation conditions

Y. (e") = (N, + D R) )  W={1,...,n} (2.23a)
Y/ (e) = —(NL + D R) () (D (") (2.23b)
+ (N4 + DLR) (€”)(N; + DLR)H(e))  we={1,...,n},
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the norm condition
1Y 4l ey < max {267, M}, (2.24)
and the Bézout identity (2.17) hold.

Proof Lemma 2.10 shows that a rational function Y, € H*(E,,CP*?) is
strictly proper and satisfies the Bézout identity (2.17) for some rational func-
tion Zy € H*(E;, CP*P) if and only if the interpolation conditions (2.18) hold.
Hence the problem of finding the desired Y,Z; € H*®(E,,CP*P) is equiv-
alent to that of finding a rational function Y € H®(E;,CP*P) satisfying
the interior interpolation conditions (2.18), the boundary interpolation condi-
tions (2.23), and the norm condition (2.24), which is called the Nevanlinna-
Pick interpolation problem with both interior and boundary conditions; see
Appendix A for details. This interpolation problem is solvable if R satisfies
(2.16). Once we obtain a solution Y, € H*>(E;,CP*P) of the interpolation
problem, Z, € H>®(E;,CP*P) defined by (2.19) satisfies the Bézout identity
(2.17). O

Lemma 2.12 Assume that (al)—(a7) hold. Suppose that a rational function
R € H>(E,,CP*P) satisfies (2.16). Let a strictly proper rational function
Y, € H*(E;,C?*?) and a proper rational function Z, € H>(E,,CP*P)
satisfy the interpolation conditions (2.23) and the Bézout identity (2.17). Then
the following results hold:

(a) Y4 and Z, — RY 4 are right coprime over the set of rational functions in
H>(E,).
(b) The rational function defined by
K:==Y,(Z, —-RY,)! (2.25)
1s strictly proper and satisfies
1

K=Y, (I-(N;+D,R)Y;) D,. (2.26)

(c) There exists a rational function Z, € H*(Ey, C**P) such that

(Z —RY,)(2) = [[ (= — %) - 2 (2) (2.27a)
=1
0.

det Z (e'%) # (2.27b)
Proof (a) By the Bézout identity (2.17),
N+ +D,R)Y, + D (Zy —RY,) =1

Hence Y and Z4 —RY, are right coprime over the sets of rational functions
in H*(E,).



16 Masashi Wakaiki, Hideki Sano

(b) Since Y(00) = 0, it follows from the Bézout identity (2.17) that
Z(c0) is invertible. Therefore, K(co) = 0 and K is strictly proper. The
Bézout identity (2.17) also yields

Z,-RY, =D;'(I-N,Y,)-RY, =D'(I - (N; +D;R)Y,).
(2.28)

Therefore, we obtain (2.26).
(c) To show the existence of a rational function Z, € H*>(E,, CP*P) sat-
isfying (2.27), it suffices to prove

(Zy —RY,)(e") =0 Ve {l,...,n} (2.29)
and (Zy — RY,)'(e"%) is invertible for all £ € {1,...,n}. We immediately
obtain (2.29) from (2.23a) and (2.28). We also have

(Zy —RY ) () = (D7) (e”)(I — (N} + DyR)Y ) (¢”)
for every ¢ € {1,...,n}. The interpolation condition (2.23b) yields
(I-(Ny +DiR)Y,) (%) =Dy ()  vie{l,...,n}.

Thus, (Z, —RY ) (") =1 for all £ € {1,...,n}. This completes the proof.
O

For §* in (2.14) and M in (2.22), define
My = max {20*, M} . (2.30)

The following lemma provides a sufficient condition for the robust output
regulation problem to be solvable.

Lemma 2.13 Assume that (al)—(a7) hold. Choose a rational function R €
H>(E,,CP*P) so that

1

IGT —Rllug=E) < 77—
() My ||D o || 5o (2y)

(2.31)

Let a strictly proper rational function Yy € H*(Eq, CP*P) and a proper ratio-
nal function Zy € H*(E;, CP*P) satisfy the interpolation conditions (2.23),
the norm condition (2.24), and the Bézout identity (2.17). Then there exists a
realization (P, Q, R) of the rational function K defined by (2.25) such that the
controller (2.2) with this realization (P,Q, R) is a solution of Problem 2.2.

Proof Let a rational function R € H*(E;, CP*P) satisfy (2.31). Since

1 1
< b
MDDyl goe@,y — 20*[|D || ree ey)

Lemma 2.9 shows that R satisfies (2.16).
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Due to Theorem 2.4, it is enough to prove that there exists a realization
(P,Q, R) of the rational function K defined by (2.25) such that A, defined by
(2.5) is power stable and (2.6) holds.

Let us first find a stabilizable and detectable realization (P, @, R) of K sat-
isfying (2.6). In the single-input and single-output case p = 1, Lemma A.7.39
of [10] directly shows that a minimal realization (P, @, R) of K satisfies (2.6).
For the multi-input and multi-output case p > 1, we decompose K and then
use Lemma 2.8. Fix a € (—1,1), and let a strictly proper rational function
Y, € H*(E;,CP*P) and a proper rational function Z, € H*(E;, CP*?) sat-
isfy the interpolation conditions (2.23), the norm condition (2.24), and the
Bézout identity (2.17). Choose a rational function Z, € H>(E,,CP*P) satis-
fying (2.27). Define

Ki(2) = [[ . Kao(2):=Yi(2)((z— a)"Zs(2)) .

a1
z — e
=1

(2.32)

Then K = K1K2.
For every £ € {1,...,n}, let ¢, € C be the residue of [[j_, i ab

e’
z = €. Using the identity matrix I with dimension p, we define

I
P = diag(eiell,...,ew"f), Qr:= ||, R := [cll cnI] , S1:=1.
I
(2.33)
Then (P1,Q1, R1,51) is a minimal realization of K;, and
dimker(eT —P))>p Ve {l,...,n}. (2.34)

Let (P2, Q2, R2, S2) be a minimal realization of K. Since K is strictly proper,
it follows that S = 0. In addition, the realizations (P, Q1, R1,.S1) and (Pz, Q2, Ra, S2)
satisfy the conditions in Lemma 2.8. By (a) of Lemma 2.12, Y and (z—a)"Z
are right coprime. Lemma A.7.39 of [10] shows that every ¢ € {1,...,n} satis-
fies €% & o(P) by (2.27b). Hence o(P1) N o (P2) Ncl(E;) = (. By definition,
det K1 () # 0 for every A € o(P2) Ncl(E;). Since the interpolation condition
(2.23a) implies that Y (¢%%¢) is invertible for every ¢ € {1,...,n}, it follows
that det Ko(\) # 0 for every A € o(Py) Ncl(Ey) = {e%, ..., e }. Therefore,
Lemma 2.8 shows that the realization (P,Q, R) of K = K K5 in the form
(2.12) is stabilizable and detectable. By (2.34), (2.6) is satisfied.

We can see the power stability of A, from the same argument as in the
proofs of Theorem 7 in [24] and Theorem 9 in [25]. Using (2.31) and || Y 4[| groe (&, ) <
M, we derive

IDH(G™ —R)Y g < IDylla=e) - 1GT = Rllmeo ) - 1Y+ llmee )
<1

Therefore U := (D1 G~ + N)Y; + D, (Z; — RY ) satisfies
U= Illg=E,) = ID+(GT = R)Y 4 ||g(m,) <1,
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which yields U, U~ € H*(E;, CP*P). Since
(I+GK)'=(Z; -RY;)U'D,, G=D'(N;+D,G"),
it follows that
{1 - K} - {1 ~K(I+GK)'G K(I+GK)!
G I ~ | -(I+GK)"'G (I+GK)™!

[ I-Y,UY(N,.+D,G") Y.U'D,
~ |-(Z, -RY,)U (N, +D,G") (Z, —RY,)U"'D,

€ H*°(E, C?P*?p),

A routine calculation similar to that for the finite-dimensional case in Lemma 5.3
of [56] shows that for the transfer functions G of the plant (2.1) and K of the

controller (2.2),
I 0l[1 -K]7'[I o
D I||G I D I

is the transfer function of the system

(5 oL o] 5 1)

Hence Theorem 2 of [24] shows that A, is power stable if

B ([ 8e)  es

is stabilizable and detectable, respectively, which is equivalent to the sta-
bilizablity and detectablility of (A, B,C) and (P,Q, R). These properties of
(A, B,C) follow from (a6), and we have already proved that (P, @, R) is sta-
bilizable and detectable. This completes the proof. a

We are now in a position to prove Theorem 2.5.

Proof (of Theorem 2.5) Due to Lemma 2.13, it remains to show the existence
of a rational function R € H*(E;, CP*?) satisfying (2.31).

Since G~ € H>(E,,, CP*P) for some n € (0,1), it follows that the Taylor
expansion of G~ at oo,

G (») = Z Gz,
j=0

converges uniformly in Eq, i.e.,

N—o0 LcR,

N
lim sup ||G™(2) — z Gz = 0.
7=0 CpXxp

Thus (2.31) holds with
N
R (2):= Z Gz
3=0

for all sufficiently large N € N. O
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We summarize the proposed method for the construction of finite-dimensional
regulating controllers. The problem of finding rational functions in the steps
2 and 5 of the procedure below is called the Nevanlinna-Pick interpolation
problem; see Appendix A for details.

Design procedure of controllers

1. Obtain a left-coprime factorization Dj_lNJr of a rational function G over
the set of rational functions in H> (E,).

2. Find M > 0 satisfying (2.22).

Set My > 0 as in (2.30).

4. Find a rational function R € H*>(E;, CP*P) satisfying the norm condition
(2.31).

5. Find a rational function Y4 € H*(E;, CP*P) satisfying the interpolation
conditions (2.18), (2.23) and the norm condition [[Y | ge,) < M.

6. Define a rational function Z, € H*(E;, CP*?) by (2.19).

7. Calculate a rational function 2+ € H>°(E,,CP*P) satisfying (2.27).

8. Define the minimal realization (P;, @1, R1,S1) as in (2.33) and compute a
minimal realization (Pz, Q2, R2) of Ky defined by (2.32).

9. Calculate a realization (2.12), which is a realization of a regulating con-
troller.

©w

In the single-input and single-output case p = 1, we can remove the as-
sumption (a7) and the redundant steps 6-8 in the above design procedure. To
see this, let the multiplicity of the zeros x1, ..., xr in cl(E;) of det(s] — A™)
be J. € N for r € {1,...,7}. If My > 0 is sufficiently large, then there exists
a rational function Y, € H*(E;) satisfying the interpolation conditions

1

Y, (0)=0, Y (xp)= o—— 2.18a
+(0) o) = N0 (218'a)

) -1 ! (-0 0
Y (x,) = § < NUD ()Y (xr 2.18'b

forallr € {1,...,7},je{l,...,J.} and

0 1 /
Y+(€ e) == (223)

= Ny (e) + Dy () R(e)

forall £ € {1,...,n} and the norm condition [|Y ¢ || ge,) < Mi. See, e.g., [30]
for an algorithm to compute a rational function Y, € H®(E;) satisfying
these interpolation and norm conditions. For a rational function R € H*(E,)
satisfying (2.31),

" 1-(NL+D,R)Y,
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is strictly proper, has a pole at z = €% for all £ € {1,...,n}, and satisfies
-1
1 —-K
{G 1 } € H®(E,,C**?),

As commented in the proof of Lemma 2.13, we see from Lemma A.7.39 of [10]
that a minimal realization (P,Q,R) of K satisfies (2.6). Thus, (P,Q, R) is
a realization of a regulating controller. Since this result can be obtained by
a slight modification of the argument for the multi-input multi-output case
p > 1, we omit the details for the sake of brevity.

3 Sampled-data output regulation for constant reference and
disturbance signals

In this section, we investigate sampled-data robust output regulation for un-
stable well-posed systems with constant reference and disturbance signals. To
this end, we employ the results for discrete-time systems developed in Sec-
tion 2. However, there remains two issues to be solved:

— What conditions are required for the original continuous-time system in
order to guarantee the conditions (al)—(aT7) of the discretized system?

— Does output regulation at sampling instants imply continuous-time output
requlation?

The main difficulty of the first problem is to obtain the relationship between
the transfer function G(s) of the original continuous-time system and the
transfer function G, (z) of the discretized system with sampling period 7 >
0. We here show that G, (1) = G(0). This equality allows us to check the
assumption (a2), det G,(1) # 0, by using only G(s). For exponentially stable
well-posed systems, G, (1) = G(0) has been proved in Proposition 4.3 of [25]
and Proposition 3.1 of [20]. We extend these results to systems whose unstable
part is finite-dimensional. The point of the proof is to decompose G(s) into
the unstable part GT(s) and the stable part G™(s).

For the second issue, we first prove that the output has the limit as t — oo
in the “energy” sense. Next, we show that this limit coincides the value of the
constant reference signal if output regulation at sampling instants is achieved.
We further prove that if a smoothing precompensator is embedded between
the zero-order hold and the plant, then the output exponentially converges
to the constant reference signal in the usual sense under a certain regularity
condition on the initial states.

In Section 3.1, we recall briefly some facts on well-posed continuous-time
systems. In Section 3.2, we introduce sampled-data systems and formulate
the problem of sampled-data robust output regulation for constant reference
and disturbance signals. We place assumptions on the original continuous-time
systems in Section 3.3 and reduce them to the assumptions (al)—(a7) on the
discretized system in Section 3.4. Finally, Section 3.5 is devoted to solving the
sampled-data output regulation problem.
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3.1 Preliminaries on well-posed systems

We provide brief preliminaries on well-posed linear systems and refer the read-
ers to the surveys [45,50] and the book [44] for more details. As a plant, we
consider a well-posed system X with state space X, input space CP, and out-
put space CP, generating operators (A, B, C), transfer function G, and input-
output operator G. Here X is a separable complex Hilbert space with norm
||l and A is the generator of a strongly continuous semigroup T = (T});>0 on
X. The spaces X; and X _; are the interpolation and extrapolation spaces as-
sociated with T, respectively. For A € o(A), the space X; is defined as dom(A)
endowed with the norm ||C||1 := ||(A — A)(||, and X_; is the completion of X
with respect to the norm ||¢||-1 := ||(A — A)~!(||. Different choices of A lead
to equivalent norms on X; and X_;. The semigroup T restricts to a strongly
continuous semigroup on X, and the generator of the restricted semigroup
is the part of A in X;. Similarly, T can be uniquely extended to a strongly
continuous semigroup on X_1, and the generator of the extended semigroup
is an extension of A with domain X. The restriction and extension of T have
the same exponential growth bound as the original semigroup T. We denote
the restrictions and extensions of T and A by the same symbols. We refer the
reader to Section IL.5 of [11] and Section 2.10 of [45] for more details on the
interpolation and extrapolation spaces.

We place the following conditions for the system node (A, B,C, G) to be
well posed:

— The operator B satisfies B € £(CP,X_4) and is an admissible control
operator for T, that is, for every t > 0, there exists b; > 0 such that

— The operator C satisfies C € £(X;,CP) and is an admissible observation
operator for T, that is, for every ¢ > 0, there exists ¢; > 0 such that

t
/ T, Bu(s)ds| < billullzon  Vu € L2([0,8,CP).
0

t 1/2
([eTcitas)  <alel  woex.
0

— The transfer function G : C,,(py — CP*? satisfies
G(s) = G(A) =—(s = AN)C(s] —A) " (A= A)"'B Vs,A€ Cy(r) (3.1)
and G € H*(C,, CP*P) for every o > w(T).

The transfer function G may have an analytic extension to a half plane
C, with o < w(T). If it exists, we say that G is holomorphic (meromorphic)
on C, and use the same symbol G for an analytic extension to a larger right
half plane. For every o > w(T), the input-output operator G : L% (R, CP) —
L} (Ry,CP) satisfies G € L(LZ(R,CP), L2(R,,CP)) and

(£(Gu)(s)) = G(s)(L(w))(s) Vs € C,, Vu € LE(Ry,CP),
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where £ denotes the Laplace transform.
The A-extension C4 of C is defined by

- ; _ -1
CAC = SHLlor’réeRC’s(sI A)7 ¢
with domain dom(C,) consisting of those ¢ € X for which the limit exists. For
every ¢ € X, we obtain T:( € dom(C},) for a.e. t > 0. By the admissibility of
C, for every t > 0, there exists ¢; > 0 such that

t 1/2
< / cATscnépds) <eldl Wex.
0

If we define the operator ¥ : X — L2 (R,,CP) by

loc
(TC)(t) := CpTC V(e X, ae. t >0,

then ¥ satisfies ¥ € L(X,L2(R4,CP)) for every a > w(T). The Laplace
transform of &( is given by C(sI — A)~I( for every ( € X and every s € Co()-

Fix A € Cy (1) arbitrarily. Let x and y denote, respectively, the state and
output functions of the well-posed system X with the initial condition x(0) =
2% € X and the input function u € L (R4, CP). The state z and the output
y satisfy

z(t) = Tya® + /t T;_sBu(s)ds vt >0, (3.2)
0
2(t) — (M — A)~1Bu(t) € dom(Cy) for a.e. t > 0, and
z(t) = Ax(t) + Bul(t), z(0)=2"€ X aet>0 (3.3a)
y(t) = Ca(z(t) — (A — A)""'Bu(t)) + G(Mu(t) ae.t >0, (3.3b)

where the differential equation (3.3a) is interpreted on X_;. We have from
(3.2) and (3.3b) that for every u € L} _(R;,CP) and a.e. t > 0, the input-
output operator G satisfies

(Gu)(t) = Cy (/0 T;_sBu(s)ds — (A — A)lBu(t)> +GNu(t). (3.4)

3.2 Closed-loop system and control objective

Let 7 > 0 denote the sampling period. The zero-order hold operator H, :
F(Z4,CP) — L2 (R, CP) is defined by

loc
(H- f)(kT +t) == f(k) Vt € 10,7), Vk € Z.

The generalized sampling operator S, : L (R4, CP) — F(Z,CP) is defined
by

(Sr9)(k) == /OT w(t)g(kT + t)dt Vk e Zy,



Sampled-data Output Regulation of Unstable Well-posed Systems 23

where the scalar weighting function w satisfies w € L?(0,7) and

/OT w(t)dt = 1.

The outputs of well-posed systems are in LZ ., and hence the above type of

generalized sampling is reasonable. Note that controllers connected to the
sampler above need to be strictly causal, i.e., have no feedforward term.

We connect the continuous-time system (3.3) and the discrete-time con-
troller (2.2) via the following sampled-data feedback law:

U= H'ryd + ’U]l]R+a Uq = yrcf]lZ+ - S‘rya

where yrotlz, and vlg, with g € CP and v € CP are the constant reference
and disturbance signals, respectively. These signals are constant, but their
values ¥y, and v are unknown when we design controllers. The dynamics of
the sampled-data system is given by

&= Ax + B(Hrya +vig, ), z(0)=2"€ X (3.5a)
y=Cy (m — (M =A™ 'B(Hyq + v]lR+)) + G(\)(Hrya +vig,) (3.5b)
l’dv = Pxgq + Q(yref]lz+ -8, ), J}d(O) = xg € Xq (3.5C)
Ya = Rxq. (3.5d)

We define the exponential stability of this sampled-data system.

Definition 3.1 (Exponential stability) The sampled-data system (3.5) is
exponentially stable if there exist I' > 1 and v > 0 such that

Hﬂkrﬂ)”‘ < [ o=ttt [xo]
a(k) XxXq Ta

Vk € Zy, Vt€[0,7), Vz¥ € X, V2§ € Xq, Vyrer,v € CP.

+ ||yref||(Cp + ||U||([jp> (36)

‘XXXd

We consider a set of perturbed plants Og(P, @, R) defined as follows.

Definition 3.2 (Set of perturbed plants) For given operators P € L(X4),
Q € L(CP, Xy), and R € L(Xq4,CP), Os(P,Q, R) is the set of system nodes
(A, B,C, G) satisfying the following two conditions:

1. The operators (g,é, 5) and the transfer function G generate a well-posed
system with state space X, input space CP, and output space CP.

2. The perturbed sampled-data system, in which the system node (A, B,C, G)
is changed to (ﬁ, E, C~', (~3‘r), is exponentially stable.

In this section, we study the following sampled-data robust output regula-
tion problem.

Problem 3.3 (Robust output regulation for sampled-data systems)
Find a controller (2.2) such that the following three properties hold for the
sampled-data system (3.5):
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Stability: The sampled-data system (3.5) is exponentially stable.
Tracking: There exist Ief > 0 and o < 0 such that

xO
9= el 1z < e (H Bl e+t ) @)

V2 € X, Vab € X4, Yyrer,v € CP.

‘XXXd

Robustness: If the system node (A,B,C,G) is changed to (A‘,E,é,é) €
Os(P,Q, R), then the above tracking property still holds.

3.3 Assumptions on well-posed systems

In what follows, we impose several assumptions on the well-posed system (3.3).

(b1) 0 € o(A).

(b2) det G(0) # 0.

(b3) There exists € > 0 such that o(A) N cl(C_;) consists of finitely many
isolated eigenvalues of A with finite algebraic multiplicities.

Under the assumption (b3), we obtain the following spectral decomposition
of X for A; see, e.g., Lemma 2.5.7 of [10] or Proposition IV.1.16 of [11]. There
exists a rectifiable, closed, simple curve @ in C enclosing an open set that
contains o(A) N cl(Co) in its interior and o(A) N (C\ cl(Cyp)) in its exterior.
The operator .

. -1
= @(SI A) " ds (3.8)
is a projection on X. Define X := IIX and X~ := (I — II)X. Then X =
XT® X, dimXT < oo, and X+ C X;. The subspaces X+ and X~ are
T;-invariant for all £ > 0.
Define

A+ Z:Alx+7 T;r = Tt‘X‘H A= A|X1ﬂX—u T; = Tt‘X—.

Then
g(AT) =a(A)Ncl(Cy), (A7) =0c(A)N ((C \ cl((CO)),

and T+ := (T} );>0 and T~ := (T; )i>0 are strongly continuous semigroups
on XT and X~ with generators AT and A~, respectively. The projection
operator IT on X can be extended to a projection I7_yon X_q,and I1_1X_1 =
IIX = X+. We define

Bt :=0.B, C":=C|x+, B :=(I-1_-41)B, C =C|x,nx--

We can uniquely extend the semigroup T; to a strongly continuous semigroup
on (X7)_1, and the generator of the extended semigroup is an extension of
A~ . The same symbols T, and A~ will be used to denote the extensions. Note
that we can identity (X~)_; and (X_1)” := (I — II_1)X_1 as mentioned in
the footnote 2 on p. 1357 of [27].

We are now in a position to formulate the remaining assumptions.
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4) The strongly continuous semigroup T~ = (T} );>¢ is exponentially stable.
5) (A%, BT,CT) is controllable and observable.

6) 2¢rmi/T & o(AT) for every £ € Z \ {0}.

7) [y w(t)erdt £ 0 for every A € o(AT).

8) T(A — p) # 24mi for every A\, € o(A™) and for every £ € Z \ {0}.

9) The zeros of det(s] — A™) are simple.

As in the discrete-time case, we assume (bl) and (b2) for output regula-
tion. For the design of regulating controllers, we place the assumption (b9)
but can remove it in the single-input and single-output case p = 1, as com-
mented in Section 2. Proposition 5 and Theorem 9 of [25] show that for the
existence of stabilizing controllers, the conditions (b3)—(b7) are sufficient, and
the conditions (b3)—(b8) are necessary and sufficient in the case p = 1.

Define the input-output operator G of the finite-dimensional system (A*, BT, CT)
by

t
(GTu)(t) := /0 C+6A+(f’_s)B+u(s)ds vt >0, Yu € L} (R;,CP).

and define G~ := G — GT. We use the following result on the decomposition
of the output:

Lemma 3.4 (Lemma 4.2 in [27]) Assume that (b3) holds. There exists a
well-posed system X~ with generating operator (A~, B~,C™) and input-output
operator G~. For every x° € X and every u € L2 (R, ,CP), the output y of

loc
the well-posed system (3.3) can be written in the form

y(t) = CTx(t) + (C7) ATy (I — Iz + (G u)(t) ae. t>0.  (3.9)
The A-extension of C~ satisfies

(CT)a¢=Cxc V(¢ € dom ((C_)A) =dom(Cy)NX". (3.10)

3.4 Properties of discretized systems

To employ the discrete-time result developed in Section 2, we here convert the
sampled-data system to a discretized system and then obtain the properties
of the discretized system.

First, we recall the discrete-time dynamics of the plant combined with the
zero-order hold and the sampler. Define

A =T, € L(X).

By the admissibility of B, the operator B, : L%([0,7],C?) — X defined by

B,g:= / T;Bg(t —t)dt  Yg € L*([0,7],CP)
0
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satisfies B, € L(L?([0,7],CP), X). Similarly, by the admissibility of C, the
operator C; : X — CP defined by

C.C :=/ w(t)CAT(dt V(e X
0
satisfies C;; € L(X,CP). We define the operator D, : L*([0,7],CP) — CP by
Drg= [ wGodr Vg e L0,
0

which satisfies D, € £(L?([0, 7], C?),CP). For simplicity of notation , we set

B := B- (Y1), Dstp:=D(¢1,) Vo €CP

Lemma 3.5 (Lemma 2 of [25]) Let u = H,f + g, where f € F(Z4+,CP)
and g € L% (R4, CP), and let 2° € X. Set x(t) as in (3.2). Then

z((k+1)7) = Ara(k7) + B, f(k) + B;Lyrg
(Sey)(k) = Cra(kr) + Do f(k) + DrLirg,

where Ly,g € L?([0,7],CP) is defined by (Lr,g)(t) = g(kT+t) for allt € [0,7].

Remark 3.6 Throughout this section, we exploit the discretized system in
Lemma 3.5. Another approach for the analysis and synthesis of sampled-data
systems is to lift the plant and then apply a discrete-time technique for the
lifted discrete-time plant. This lifting approach is well established for finite-
dimensional systems and has the advantage that one can treat the intersample
behavior of sampled-data systems in a unified, time-invariant fashion; see, e.g.,
[5,52,54]. There are two major reasons why we do not use the lifting approach
in this study. First, our problem, output regulation for constant reference and
disturbance signals, is so simple that we do not need to analyze intersample
behaviors of sampled-data systems by the lifting approach. Second, the transfer
function of the lifted system is an operator-valued function, and hence the
discrete-time results developed in Section 2 is not applicable. This is because,
to apply the Nevanlinna-Pick interpolation problem, we consider in Section 2
discrete-time systems whose transfer function is matrix-valued.

We provide two lemmas on the discretized system. These lemmas will be
used to guarantee that the assumptions (al)—(a7) introduced in Section 2 are
satisfied for the discretized system.

Define

AT =TH = A, |x+, Bf:=10B,, C:=0C|x+

T

AT =T  =A;|x-, B =(I-1INB,, C  :=C;|x-

T

and D} : L*([0,7],CP) — CP by

Dig:= /OT w(t)(GTg)(t)dt Vg € L*([0, 7], CP).
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For ¢ € CP, we also set
Biv = B (Wly,), Biti= Br (Wlp.). Div:= Df(¥lp.).

Let n € (eW(Tf), 1). On E,; No(A,), we define the transfer function G, of the
discretized system by

G, (2):=C (21 — A,)"'B, + D,. (3.11)
The first lemma provides a property of the resolvent set of A,.

Lemma 3.7 If (bl), (b3), (b4), and (b6) hold, then 1 € o(A;).

Proof Since Xt and X~ are A.-invariant, it is enough to show that 1 €
o(AT)No(A;). By (bl), we obtain 0 € o(A™"). Together with (b6), this yields
2ni/T & o(AT) for every £ € Z. By the spectral mapping theorem,

o’(e”ﬁ) =emo(A7), (3.12)

Therefore, 1 ¢ U(GTA+) = o(AT). On the other hand, (b4) leads to the power
stability of A7, and hence 1 € 9(A;). This completes the proof O

The second lemma gives a relationship between the transfer functions of
the original continuous-time system and the discretized system. This result
will be used to verify the assumption (a2) on the discretized system as well as
to obtain ¢* in (2.14).

Lemma 3.8 If (bl), (b3), and (b4) hold, then G.(1) = G(0).
Proof Define

Gt(s):=Ct(sI - AT)™'B*, G (s) := G(s) — G4(s).
Clearly, GT is the transfer function of a finite-dimensional system with gener-
ating matrices (A%, BT, C7T) and input-output operator G*. By Lemma 3.4,
G~ is the transfer function of the exponentially stable well-posed system with

generating operators (A=, B~,C~) and input-output operator G~.
We first show that

G 0)yY = -CHAT) !Bty + Dy Wi € CP, (3.13)
where AT is invertible by (b1). Since if g(t) = ¢ € C?, then
(GTg)(t) = CH (™" = D)(AT) ' BTy,
it follows from [ w(t)dt = 1 that
DY =CH(AT) BTy — CH(AT) !Bty Wy € CP.

Thus, (3.13) holds.
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Since T~ is exponentially stable by (b4), A~ is boundedly invertible. Next
we shall prove that

G (00 =-C-(A) 'B Y+ Dyp— Dty WipeCP. (3.14)

By definition,
Deg-Dig= [ w@ g vge L)),
0

Similarly to (3.4), we obtain

(G7g)(t) = (C7)a (/0 T, B g(t — s)ds + (A_)_IB_Q(t)> + G (0)g(t)
Vg € LE (R, ,CP), a.e. t >0,

Using
t
/ T,B ¢ds=T; (A7) 'B —(A")"'B™yp Vi ecCP,
0
and [ w(t)dt =1, we obtain

/0 " w(t) (G (61 0.00)) (6)dt = / " w(t)(C) ATy (A7) B dt + G (0
for every ¢ € CP. By (3.10),

Dyp—Div = | w(t)CaTy(A7) "' B~ dt + G~ (0)
0

=C7(A)'B Y+ G (00 Vi eCP,

and (3.14) holds.
By definition

G, () = CF (21 — AF) ' Bf ¢ + O (2 — A7) "By v+ Dy

for every ¢ € CP and every z € E, N p(A,) with n € (e”’(Tf), 1). Combining
(3.13), (3.14), and

Bi = (AF — DAY BYY, Brg= (A7 —D(A7)' By e,
we obtain

G (1) =CF(I - AN)T'Bfy+C- (I - A7) ' B¢+ D)
= —CHAN)'BYy = Co (A7) "'B ¢ + Dy
= (G7(0) = D)¢ + (G7(0) = D + DI )i + Dy
=GH0)Y+ G (0)p =G((0)Y Vi € CP.

Thus we obtain G.(1) = G(0). O
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3.5 Output regulation by a finite-dimensional digital controller

Using Theorem 2.5, here we present two results on sampled-data output regu-
lation for constant reference and disturbance signals. First, we show that the
output converges to the constant reference signal in the “energy” sense. Next,
we consider sampled-data systems with smoothing precompensators. The out-
put of such a sampled-data system is continuous under a certain regularity
condition on the initial states. Hence we can prove that the output exponen-
tially converges to the constant reference signal in the usual sense.

The following lemma, which is a part of Proposition 3 in [25], connects the
power stability of the discretized system and the exponential stability of the
sampled-data system.

Lemma 3.9 (Proposition 3 in [25]) The sampled-data system (3.5) is ex-
ponentially stable if and only if the operator Ao defined by

A B:R
A = _QC, P-QD.R (3.15)
is power stable.

Theorem 3.10 Assume that (b1)—(b9) hold. There exists a finite-dimensional
controller (2.2) that is a solution of Problem 3.3.

Proof One can say that the constant reference and disturbance signals yyef, v €
CP are generated from the exosystem (2.3) with S = 1:

EV(k)=¢€k), £0)=¢"€C (3.16a)
v(k) = E¢(k) (3.16b)
yref(k) = Fg(k) (316(3)

for some unknown constant matrices £ € CP*! and F € CP*!. Since
u=Hryq +vig,
Lemma 3.5 yields the following closed-loop dynamics at sampling instants:

'rev(k') = Aexe(k) + Begoa Ie(o) = 332 (3.173,)
e(k) = Coze(k) + Dot°, (3.17h)

where e(k) = s — (S:0) (8 (8) o= [P0 o= [

za(k) d] , A is defined by
(3.15), and

B.E

B, := |:Q(F - DTE):| , Coi=— [C’T DTR] , Do:=F—D,E. (3.18)

To employ the discrete-time result, Theorem 2.5, we first show that the as-
sumptions in Theorem 2.5 are satisfied for the discrete-time plant (4., B, Cr, D).
By Lemmas 3.7 and 3.8, we find that
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(al’) 1€ o(Ar);
(a2") det G,(1) # 0.

The assumption (b3) implies that

(a3') There exist subspaces X and X~ with dim X' < oo such that X =
XtoX-.

(ady A, XT C Xt and A, X~ C X~

By (b3)—(b8), the following conditions hold:

(ab") a(A;) Ncl(E;) consists of finitely many eigenvalues with finite algebraic
multiplicities, o(A}) = o(A;) Ncl(Ey), and there exists n € (0,1) such
that o(A;) = o(A;) N (C\ cl(E,)).

(a6") (AFf, Bf,CT) is controllable and observable.

Here we used Proposition 5 and Theorem 9 in [25] to see that (A6’) holds.
Finally we find from (b8), (b9), and the spectral mapping theorem (3.12) that

(a7’) The zeros of det(zI — A]) are simple.

Thus, Theorem 2.5 shows the existence of a finite-dimensional controller that
is a solution of the robust output regulation problem, Problem 2.2, for the
discrete-time plant (A, B, C;, D) and the exosystem (3.16). The power sta-
bility of A, is equivalent to the exponential stability (3.6) by Lemma 3.9.

We next show that the tracking property holds. Let z° € X, xg e Xq,
and yrer, v € CP be given. Since A, is power stable, it follows that (I — A.) is
invertible. By (3.17a),

x (k) — (I — Ae)ilBego = Aewe(k) + (I — (I — Ae)il)Befo
= Ae(xe(k) - (I - Ae)_lBego) Vk € Z-i-'

Using again the power stability of A,, we find that there exist I7 > 0 and
p € (0,1) such that

e (k) = (I = Ae) ™ Be&® | xxxa < 1o (|22]1x x xg + [9retllco +lvlcr ). (3.19)

Define

xOO

{x ] = (I — A) 1B, u™® := Ra +v.

d

As shown in the proof of Theorem 10 in [25], we have from the assumptions
(b3), (b4), and (b6) that

Az + Bu™ =0 (3.20)
and .

2 =Tw>+ | T;Bu>ds Yt € [0, 7].
0

Since

t
(kT +t) = Tra(kT) Jr/o T,B(Rzq(k) +v)ds Yt e [0,7], Vk € Zy4,
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together with the admissibility of B (or Lemma 2.2 of [20]), (3.19) implies that
there exists I5 > 0 such that

t
e(kr + 8) — 2% < Tl - [a(kr) — ] + H/ T, BR(a(k) — 25°)ds
0

< Dop* (||l xxxa + et ller + [lvllce)

for all ¢t € [0,7] and all k¥ € Z,. Using (3.19) again, we have that for Iy :=
I1RIIT,

[ulkt +t) = u™|lo, < Tap* (|2l xxxa + [gretllcr + [lvllce)

for all ¢ € [0, 7] and all k € Z,. Therefore, there exist Iy > 0 and «; < 0 such
that

o — 2T, [lr2, + lu = u®Lr, rz < Da(lladl xxxa + [Yretllcr + [0]lcr)-
(3.21)
Define

2= (I —Mz>, 2°:=I-Mm2° y>*:=G (0)u™+CtIIz™.

Recall that the output y can be written in the form (3.9). Then we obtain

y(t) =y, = y1(t) + y2(t) + ys(t) a.e. t>0, (3.22)
where

y1:= (CT)AT 2> + G (u™1g, ) — G~ (0)u™1g,

Y2 := (C7)AT (2% —2°) + G~ (u— u™1g,)

Yz ‘= C+H(.’L‘ — xoo]lR+).
By (3.20),

A 2® + B u>® = (I —-1I_1)(Az> + Bu™) = 0.
Since (3.1) yields

LG (™1g,) — G (0)u™1g, )(s) = wum
=0 (s — A7) 1A' BTu™
for every s € Cg, the Laplace transform of y; satisfies
Ly)(s)=C (sI — A7) M A ) (A 2®+ B u®)=0 VseC.

The uniqueness of the Laplace transform (see, e.g., Theorem 1.7.3 in [2]) yields

y1(t) =0 a.e. t > 0. (3.23)
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By the exponential stability of T, and the admissibility of C'~, there exists
I5 > 0 and as < 0 such that

ly2llzz, < Ts(ll2® — 2| + lu — u™1r, |2z )- (3.24)
By definition, there exists I's > 0 such that
2] < s (lyretler + [[vllcr)- (3.25)
In terms of y3, we obtain
lysllza, < NICTHcexer) - o — 2> Tr, Iz, - (3.26)

Combining (3.23)-(3.26) with (3.22), we have that there exists I7 > 0 and
ag = max{oy, @z} < 0 such that

ly =y 1w, |2z, < Ir(ll2llxxxa + [vllce + lyretllce), (3.27)

which yields
/ Hy(kT—i—t)—yooHép dt — 0 (k — o0).
0

Since [ w(t)dt = 1, it follows that

1(Sry) (k) =y ller < /OT lw(®)(y(kT +1) —y>)|crdt

< \// lw(t)|2dt - \// ly(kr +t) — y>||2,dt — 0
0 0

as k — oo. Therefore, the sampled output S,y converges to y°.

On the other hand, the tracking property and the robustness property
with respect to exosystems of the discretized system implies that for every
Yrets U € CP, (S;y) (k) = yret as k — co. This means that ¥y = yet. Thus, the
tracking property is obtained from (3.27).

Finally, we prove the robustness property. Let (P,Q, R) be the realiza-
tion of the controller (2.2) and (A, B,C,G) be the perturbed system node
in Og(P,Q, R). Define the operator A, as in (3.15) by using (A, B,C, é) By
assumption, the perturbed sampled-data system is exponentially stable. Using
Lemma 3.9, we find that A, is power stable. Hence Theorem 2.4 shows that
for every yref, v € CP, the sampled output S,y of the perturbed plant satisfies
limg 00 (S74) (k) = yref. In the argument to obtain (3.27), we used only the
well-posedness of the system node (A, B, C, G), the power stability of A, the
assumptions (b3), (b4), and (b6). The perturbed system node (Z,E, C, (~}) is
well posed by assumption. The power stability of A, has been already proved.
By Proposition 3 and Theorem 9 in [25], the assumptions (b3), (b4}, and (b6)
hold for (K, E, 5, (~}) Hence, repeating the argument as above, we obtain the
tracking property of the perturbed sampled-data system. a
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Fig. 2 Sampled-data system with precompensator.

Remark 3.11 Asseen in the proof of Theorem 3.10, the states x(t) and zq4(k)
exponentially converge to z°° and z3°, respectively, where

] [1-A, B:R - Brv
| |-QC; I—-P+QD.R Q(Yret — Drv) |~
Since the output y may not be continuous, Theorem 3.10 does not guar-

antee that y(t) — yer as t — oo. To address this issue, we use a smoothing
stable precompensator X, of the form

ip = —axp +up, xp(0) =2 € CP, (3.28)

where a > 0. Consider the sampled-data system consisting of the digital con-
troller (2.2), the well-posed plant (3.3), the precompensator (3.28), and the
feedback law

U= Tp, up = Hrya +vlg,, Uud = Yretlz, — Sry.

Fig. 2 illustrates the sampled-data system with a precompensator.

The new plant b5 , which is the interconnection of the plant X and the
precompensator X, is a well-posed system with state space X := X x C?,
input space CP, and output space CP. The generating operators (E, E, 6') of
5 are given by

~ A B . ~ x

A= {O —af} with dom(A4) := { LCJ € X xCP: Az + Bz, € X}

= 0 ~lz _1 T ~

B:= L} , C [ ] =C(z— (M —A) " Bxp)+ G\)zp V [ ] € dom(A),
Zp Zp

where A € g(A). The transfer function G of X is G(s) := G(s)/(s + a).

Theorem 3.12 If the assumptions (b1)—(b9) hold, then there exists a finite-
dimensional controller (2.2) that is a solution of Problem 3.3 in the context
of the interconnected plant 58 Furthermore, if a controller in the form (2.2)
satisfies the stability property and the tracking property in Problem 3.3 for
the interconnected plant X, then the following convergence property holds: Let
xg € Xq and v,yret € CP be arbitrary and let the initial states z° € X and
29 € CP be such that Ty, (Az® + Bx)) € X for some tg > 0. Then there exist
a function y. : Ry — C? and a constant o < 0 such that
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1. y. coincides with the output y off for a.e. t > 0, is continuous on [tg, 00),
and satisfies

lim (yc(t) - yref)e_at = 0;

t—o0

2. « is independent of ¥ € X, ;vg € Cr, 29 € Xq, and yyer, v € CP.

Proof Due to Theorem 3.10, the first assertion follows if the assumptions (b1)—
(b9) are satisfied in the context of the interconnected plant ¥. Among these
assumptions, (b3)—(b7) hold in the context of ¥ by Proposition 5 and the
proof of Theorem 11 in [25]. By the definition of A and G, the remaining
assumptions (b1), (b2), (b8), and (b9) hold in the context of .

We prove the second assertion. Define the operator A, as in (3.15) by using
the interconnected plant z. By Lemma 3.9, the stability property implies the
power stability of A.. By Proposition 3 and Theorems 9 and 10 in [25], the
assumptions (b3), (b4), and (b6) hold in the context of both ¥ and X.

Let 23 € X4 and v,yer € CP be given, and let to > 0, 2° € X, and
29 € CP be such that Ty, (Az® + Bal) € X. It can be shown as in the proof

of Theorem 3.10 that there exist z> € X, z7° € CP, xy® € Xq, I> 0, and
p € (0,1) such that

[e(kr +8) = 2| + |lzp(kT + 1) — 27(lcr + [[za(k) — 237 x4 (3.29)
< T" (2l + ll28ller + 12§11 xy + lpretllcr + [[vlice) ¥t € [0,7), VE € Zy.
Similarly to (3.20), we obtain

A Bm] + B(Ra +v) = 0. (3.30)
p

Using the projection IT on X given in (3.8), we define
=1 —Mz>, 2% :=1-Ma2", y>:=G (0 + C x>
Lemma 3.4 yields
y(t) —y™ e, =yi(t) +y2(t) +y3(t)  ae t =0,
where

y1 = (C7)AT 2> + G~ (2 71g, ) — G (0)z 1k,
Yo := (C7)AT (2% — 2°) + G~ (zp, — g, )
y3 == CTII(z — 2®1g,).

We can show that y;(¢) = 0 for a.e. ¢ > 0 in the same way as in the proof
of Theorem 3.10. In fact, using (3.30), we obtain

Am2® 4+ B 2 = (I — IT_1)(Ax™ + BaZ) = 0. (3.31)
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By (3.1),

LG (21, ) — G (0)21g, )(s) = wmf

=C (sl —A")""(A7)'B7ay
for every s € Cy. Hence the Laplace transform of y; is given by
Ly)(s) =C (sI—A") " (A") (A2 + B a7) =0  VseCy.

Thus we obtain y;(¢) = 0 for a.e. £ > 0.

We next investigate continuity and convergence of ys. By Proposition 2.1
of [27], if

T, (A7 (2% —2%°)+ B~ () —a°)) € X~ (3.32)

and if z, — x°1g, € L3 (Ry,CP) with &, € L3 (Ry,CP) for some fy €
(w(T7),0), then there exists a function y, c : Ry — CP such that ys . coincides
with y for a.e. t > 0, is continuous on [tg, 00), and satisfies lim;_, y27c(t)€7ﬁ2t =
0.

Since Ty, (Az® 4+ BzY) € X by assumption, it follows that

T, (A"z2 + B*xg) =T, (- IT_,) (A2 + ng) e X.
This together with (3.31) yields (3.32).

Let us show that z, — 2°1r, € L%z (R4,CP) and %, € L%Q (R4, CP) for
some P2 € (w(T7),0). Recall that

Tp = —axp + H,Rrq + vig, .

Since (3.30) yields
—azy’ + Rrg” +v =0,

it follows that
ip = —a(ry — 2 Ir, ) + Ho R(va — 2317, ).

By (3.29), there exists fy € (w(T™),0) such that z, — 2 °1g, € L3 (Ry,CP)
and ip, € L3, (Ry,CP).

Since z is continuous, it follows that ys is also continuous. Invoking (3.29),
we have that limy o y3(t)e 73t = 0 for some B3 < 0. Thus y. := yo.c + y3 +
y>1g, coincides y almost everywhere in R, is continuous on [tg,00), and
limy s o0 (Y () — y™)e™ 2t = 0 for o := max{fa, 3} < 0. By construction, « is
independent of z° € X, xg e Cr, :L‘g € Xq, and yef, v € CP.

Finally, we prove that y,.f = y°°. Since fOT w(t)dt = 1, it follows that, for
every k € Z, with kT > t,

[(Sry) (k) =y < /OT [[w(®)(Ye (kT + 1) = 4>)|lcrdt

< VTllwllzz o) max (lye(kr +1) = y>cr.
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Therefore, limg o0 (Sry) (k) = y°°. On the other hand, from the tracking prop-
erty, it follows that ||y — yrerlr, [|z2 < 00. Hence

1(Sy) (k) = yeetllcr < /T [w(®)(y(kT + 1) = Yrer) || codt

0
<\// |w<t>|2dt-\/ | lothr 40— st > 0
0 0

as k — o0o. Thus, yef = y°°. This completes the proof. a

4 Application to delay systems

In this section, we study sampled-data output regulation for systems with state
and output delays. This illustrates Theorem 3.10 and the design procedure of
finite-dimensional regulating controllers in Section 2. For delay systems, the
problem of output regulation has been investigated in [8,13,55] and the ref-
erence therein. Recently, the solvability of the output regulation problem for
delay systems with infinite-dimensional state spaces has been characterized by
the associated regulator equations in [32]. In the studies above, continuous-
time output regulation is considered, whereas we here study sampled-data
output regulation for delay systems, focusing on constant reference and dis-
turbance signals.

First, the delay system we consider and its state-space representation are
introduced. Next, in Section 4.1, we decompose delay systems into a finite-
dimensional unstable part and an infinite-dimensional stable part, and then
approximate the infinite-dimensional stable part by a finite-dimensional sys-
tem for the design of regulating controllers. In Section 4.2, we finally present a
numerical example to illustrate the proposed design method. Throughout this
section, we use the same notation as in Section 3. R N

For ¢, € N, let hy > hq_1 > --- > hy >0 and hy > hg > hg—1 > --- >
h1 > 0. Consider the following delay system:

q

At) = Aoz(t) + > Ajz(t — hy) +bu(t), t>0 (4.1a)

y(t) =D coz(t—he), t>0 (4.1b)
=1

2(0) = 2°, z(0) =w(0), 0¢€[—hy0l, (4.1¢)

where z(t) € C™, u(t),y(t) € C are the state, the input, and the output of
the system, respectively, 4; € C**" b € C"™™! ¢, € C*" for every j €
{0,...,q} and for every £ € {1,...,q}, 2° € C", and w € LQ([—hq,OL(C”). In
(4.1), hq,...,hy and ﬁl, . ,/f\lg represent the state delay and the output delay,
respectively. We assume that the input u satisfies u € L2 (R.).

loc
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The state space of the delay system (4.1) is given by X = C"®L?([—hg,0],C")
with the standard inner product:

(Liﬂ ’ [éj) = (¢, G2)en + (@1, @2) L2(—ny0)-

The generating operators (A, B, C) of the delay system (4.1) are given by
A[€] = [ mipmton)
dw

w a0

with domain
dom(A4) = { [é] eC" ®W"?([~hg,0],C") : w(0) = C}
and

Bs—ﬁﬂ Vs e C

(] _v - ¢
c [w = aw(~h) V| leX.
=1
The transfer function of the delay system (4.1) is given by
q

q
Ze h”ceA 1y, where A(s) :=sI — Ag — ZAje_hfs.
(=1 —

The derivation of the generating operators and the transfer function of delay

systems can be found, e.g., in Chapters 2—4 of [10] (for the case without output

delays). One can see from Lemma 2.4.3 in [10] that C is admissible. Hence,

Theorem 5.1 in [9] implies that the delay system (4.1) defines a well-posed

system. See, e.g, [0, 14] for the well-posedness of more general delay systems.
Let T be the strongly continuous semigroup generating A, and define

[ﬁ(ﬂ = 2(t) = T(t)a" + / Tt = 5)Bu(s)ds, o= H (4.2)
wa(t)] T = ; , =15l .
It is shown in Example 3.1.9 of [10] that z1(¢t) = 2(¢t) and z2(t) = 2(t + )
hold for all ¢ > 0, where z is the solution of (4.1). Furthermore, z is absolutely
continuous on [0,00); see, e.g., Theorem 2.4.1 in [10]. Hence x(t) € X; for
every t > hg, and y is (absolutely) continuous on [ﬁq, o0). For completeness,
we show in Appendix B that y(t) = Cpz(t) for a.e. t > 0.

The output y of this delay system exponentially converges to a constant
reference signal without a precompensator. In fact, once we construct a con-
troller that is a solution of Problem 3.3, z(¢) exponentially converges to some
2z € C™; see, e.g, Remark 3.11. Since y is continuous on [/h\q, o0), we have
from the argument in the last paragraph of the proof of Theorem 3.12 that

y(t) also exponentially converges t0 Yrer = Y g 02>
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4.1 Decomposition of delay systems into stable and unstable parts

By Theorem 2.4.6 of [10], all elements of o(A) are the eigenvalues of A with
finite multiplicities, and

o(A) = {s € C:detA(s) = 0}.

For every € € R, o(A4) Ncl(C_;) consists of finitely many isolated eigenvalues
of A. Hence the assumption (b3) in Section 3.3 holds. We place the following
assumption on the eigenvalues of A in cl(Cy).

Assumption 4.1 The zeros, v1,...,Yn, of det A in cl(Cy) are simple.

Using Lemma 2.7, we find that dimker A(y,,,) = 1 for every m € {1,..., N}
under Assumption 4.1. By Theorem 2.4.6 and Corollary 2.4.7 of [10], the or-
der and the multiplicity of the eigenvalues v1,...,vyx of A are both one. For
m € {1,..., N}, let nonzero vectors ¢, vy, € C" satisty A(ym)sm = 0 and
A(F,,) Vm = 0, respectively. By Theorem 2.4.6 and Lemma 2.4.9 of [10], the
eigenvector ¢,, of A corresponding to the eigenvalue ~,, and the eigenvector
Y of A* corresponding to the eigenvalue 7, are given by

G = |: o :| ) Y 1= ; l q Vni (43)

—mhy Z2Ri 0L g ’
WmSm dm j:16 mey =, A]l/m

where @, () := e’? ¥ (0) := eI for every 6 € [~hg, 0] and

q
dm = (§m7 Vm)(cn + Z hje_"/mhj (Ajgm’ Vm)([jn.

j=1

By definition, ¢,, and ¢, satisfy (¢m,¥m) =1 for every m € {1,...,N}. In
addition, since

it follows that (¢.,,1;) = 0if m # j.

Let @ be a rectifiable, closed, simple curve @ in C enclosing an open set
that contains o(A)Ncl(Co) in its interior and o(A)N (C\cl(Cy)) in its exterior.
The spectral projection II corresponding to o(A) N (C\ cl(Cy)) is defined by

1

Iz = — [ (s — A) 'ads,
21 &

which, by Lemma 2.5.7 of [10], satisfies

N

Oz =Y (2,9%m)dm  VreX. (4.4)

m=1
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Hence
N
X+ ::HX:{Zsquﬁm:sme(C Vme{l,...,N}}
m=1
and for s,s1,...,sy € C, the operators AT, BT, C*, and T defined as in

Section 3.3 satisfy

N
AT (Z sm¢m> Z Sm Y Brm

m=1

(b V)
B+8:82%C”¢m
1 m

v N
C+ <Z sm¢m> = Z Sm Zei’ymhlclgm

m=1 m=1 =1
N N
T (Z Smbm | = Z Sme™™td, Wt > 0.
m=1 m=1
We obtain
Yok
G Ct(sl —AY)™'B* ~
(6= CP eI - AT BT = 3
where R
K (b, Vm o i _"’mﬁecﬂ
m m ZZ m
Furthermore, as shown in b. of the proof of Theorem 5.2.12 of [10], T~ is
exponentially stable. Therefore the assumption (b4) in Section 3.3 is satisfied.
Since for every s, s1,...,sy € C, the operators (A}, Bf, C) defined as in
Section 3.4 satisfy
N N
A;L (Z 3m¢m> = Z Sme’ym‘rd)
m=1 m=1
N
b, U )cn €Y7 — 1
B+ — ( s ¥'m m
m sz:; dm Ym ¢
N N r q R
Cr (Z smq/)m) = Z sm/ w(t)e”mtdtZe_"’mh‘ZCgcm,
m=1 m=1 0 /=1
it follows that
N e
Gt CH(zl — AN 'Bf = -
() = CF (=] — A7) >
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where
e'YnLT — 1 T
QU 1= nmi/ w(t)e™tdt.
Tm 0
As in Example on pp. 1221-1223 of [25], one can construct the approxi-

mation R of GZ = G, — G} as follows. Define the input-output map G :
leoc(R‘i‘) - LIQOC(R+) by

@00 =3 / gy,
m=1 0

whose transfer function is given by GT. Similarly, we denote by G : F(Z,) —
F(Zy) the discrete-time input-output operator associated with the transfer
function Gt:

N k—
(GE)R) =D am Y P07 £ (0),

m=1 £=0

_

A routine calculation shows that

N

-1 4

S,.Gt"H, =G+ E Rm(im)l, where 8, := / w(t)ermtdt.
m 0

m=1

This yields

N
-1
STGHT:G7T+Z'<%(%”)

I+85.G H,.

m=1

Note that S;GH. is the discrete-time input-output operator associated with
the transfer function G... Then we obtain

G; =G, -G} =

m=1

where H. is the transfer function of the discrete-time input-output operator
S;G~H,. Choose a rational function R € H>°(E;) as a constant function

N
K (Bm — 1)
R(z) = Z _
m=1 Tm
A simple calculation gives
1Ml cq2(zs),L2@®e)) = VT IS-ll 22 @) 2zy)) = lwllL20,7)-

Noting that the transfer function G~ = G — G of an exponentially stable
well-posed system satisfies G~ € H>®(Cyp), we obtain

1GT = Rlla=@,) = [Hellme @) < VTlwlzzo.m) - 1G™ I (cy)-
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Thus, if
1

wllz2(0,7) - D+l oo (my)

G |z (co) = IG — GT || (o) < Jiih , (4.5)

then we can design a regulating controller, where M; > 0 is defined as in
(2.30) and N4 /Dy is a coprime factorization of G over the set of rational
functions in € H*(E,).

4.2 Numerical simulation

In what follows, we consider the case g =¢g=1 49 =4, =02,b=1,¢; = 1,
hi=1,h =01, 7 =2, w(t) = 1/2. We first show that

g(s):=s—Ag— Aje M =5-0.2-0.2e""°

has only one zero in cl(Cp) in a way similar to Example 5.2.13 of [10]. Define
g1(s) == s —1 and g2(s) := 0.8 — 0.2e~*. For every s € Cy satisfying |s| > 2,
we obtain [g1(s)| > |s] —1 > 1 and |g2(s)| < 0.8 + 0.2]e~*| < 1. Therefore,
lg1(s)| > |g2(s)| for every s € Cy with |s| > 2. On the other hand, for every
weR, |g1(iw)]? =1+ w? and |g2(iw)|? = 0.68 — 0.32 cosw. Hence

|g1(iw)| > |g2(iw)] Yw e R. (4.6)

Rouche’s theorem shows that g and g = ¢g; + g2 have the same number of
zeros in Cy, where each zero is counted as many times as its multiplicity. Thus,
¢ has only one simple zero in Cy. Moreover, (4.6) yields

lg(iw)| = [g1(iw)] = lg2(iw)[ >0 w€R,

and hence g has no zeros on the imaginary axis. Since g(s) is negative at s = 0
and positive at s = 400, it follows that the zero of g in cl(Cyp) is real. Thus,
the generator A has only an eigenvalue at s = v ~ 0.3421 in cl(Cyp), and the
assumption (b1) in Section 3.3 is satisfied.

The transfer function of the delay system (4.1) is given by

e—hls
G(S) s — Ag — Aje—his '
Since . 5
G(O):m:—i#(l

it follows that the assumption (b2) in Section 3.3 holds.
By (4.3), the eigenvectors ¢ of A and 1) of A* corresponding to the eigen-
value v are given by

1 1 1
(b = |:w'y:| ) w = E |:Ale'yh1/w’y:| )
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where @, (0) := €?? for every 0 € [~h1,0] and d := 1+ Ajhje=?"1. Then ¢
and ¢ satisfy (¢,v) = 1. It follows from (4.4) that the projection IT is given
by

HOx = (z,9)¢ Vo € X.

Hence, XT =IIX = {s¢: s € C}. For s € C,
A*(50) =16, Bts=10, C*(sg)=sc
and
T/ (s¢) =se’¢ YVt >0.

In the previous subsection, we have showed that the assumptions (b3) and
(b4) in Section 3.3 hold. The assumptions (b5)—(b9) are clearly satisfied. The
transfer function of the unstable part of G is given by

—vh1
GT(s) = r where k1= <
s—7 d
Similarly, the transfer function of the unstable part of G, is
YT 1 [T
Gl(z) = L, where « := x5 / w(t)erdt.
z—er v Jo
Define
o z—er
N = D = h = 0.9.
+(2) 2 —a’ +(2) —a where a

Then N, /D, is a coprime factorization of G} over the set of rational func-
tions in H*°(E,). Using Lemma 3.8, we obtain

1 B 1 (I —a)(Ao+ Ay)
D (1)G.(1)| |DL(1)G(0)| e —1 '

v =|

There exists a rational function Y € H*(E,) satisfying interpolation condi-
tions (2.18) and the norm condition ||Y || ge(g,) <1 =: M.
Choose a rational function R € H*(E) as a constant function

R(2) = H(B’Y_l), where (3 := /OTw(t)evtdt,

and let us next show that (4.5) is satisfied. A numerical computation shows
that
|G — GF||gee(cy) = suﬂg |G (iw) — GT (iw)] < 0.1.
we

Define
My :==max {26, M} =M = 1.
Since [|w||z2(0,r) = 1/4/7 for the case w(t) = 1/7, it follows that
1 B 1
VTMi||w| 20,0 D4 [y MilDy |l e ey

~ 0.1018,
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Fig. 3 Time response of y with yyer = 1.

0 50 100 150
Time

Fig. 4 Time response of u with y.of = 1.

and hence (4.5) is satisfied.
Define a rational function Y, € H*(E;) by
0.7712z — 0.7602
Y =
&)= T s
which satisfies the interpolation conditions (2.18), (2.23) and the norm condi-

tion [|'Y || gee(g,) < Mi. By the construction used in the proof of Theorem 2.5,
a minimal realization of the digital controller

(Y. D,)(2) 0.7712z — 0.7602

K (&) = TN, 7D R)(2)Y. (5] ~ 22— 048142 — 05186
is a solution of Problem 3.3.

Figs. 3 and 4 illustrate the time responses of the output y and the input
u, respectively. The initial states of the plant and the controller are chosen
as 2 = 2, w(d) = 2, and 2 = [O 0]*, respectively. The reference and
disturbance signals are given by v = 1 and v € {—1,0, 1}, respectively.

5 Conclusion

We have studied the sampled-data output regulation problem for infinite-
dimensional systems with constant reference and disturbance signals. Our



44 Masashi Wakaiki, Hideki Sano

main contribution is to obtain a sufficient condition for this control prob-
lem to be solvable with a finite-dimensional controller. To this end, we have
proposed a design method of finite-dimensional controllers for the robust out-
put regulation of infinite-dimensional discrete-time systems. In the controller
design, the discrete-time output regulation problem has been reduced to the
Nevanlinna-Pick interpolation problem. We have also applied the obtained re-
sults to systems with state and output delays. In future work on sampled-data
output regulation, we are planning to design generalized hold functions for
infinite-dimensional systems with general reference and disturbance signals.

A Nevanlinna-Pick interpolation problem

In this section, we obtain a necessary and sufficient condition for the solv-
ability of the interpolation problem to which we reduce the design problem
of regulating controllers. In the process, we also show how to construct a so-
lution of the interpolation problem. Although we consider H*(E;, CP*?) in
Section 2, the standard theory of the Nevanlinna-Pick interpolation problem
uses H°°(DD,CP*?). Hence, it is convenient to map E; to I via the bilinear
transformation p : E; - D: 2z~ 1/z.

In Section A.1, we recall basic facts on the Nevanlinna-Pick interpolation
problem only with conditions on the interior D. Section A.2 is devoted to
solving the Nevanlinna-Pick interpolation problem with conditions on both
the interior D and the boundary T. As in [30,48], we transform this problem
into the Nevanlinna-Pick interpolation problem only with conditions on the
boundary T, which is always solvable.

A.1 Interpolation problem only with interior conditions

First we consider interpolation problems only with interior interpolation con-
ditions.

Problem A.1 (Chapter 18 in [4], Section IT in [21]) Suppose that ay, ..., a, €
D are distinct. Let vector pairs (¢,m¢) € CP x CY satisfy

l€ellcr > IImellca Ve e{l,...,n}. (A1)
Find ® € H* (D, CP*?) such that ||P|| ey < 1 and
Ed(ag)=n;  Ve{l,...,n}.
We call this problem the Newvanlinna-Pick interpolation problem with n

interpolation data (a, &, n¢)}—,- The solvability of Problem A.1 can be char-
acterized by the so-called Pick matrix.
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Theorem A.2 (Theorem 18.2.3 in [4], Theorem 2 in [21]) Consider
Problem A.1. Define the Pick matriz P by

Py Py, e
P= : © |, where Pjg:= M Vi, L e {l,...,n}.
: : 1—oaj;a,
Pn,l e Pn,n
Problem A.1 is solvable if and only if P is positive definite.

Let us next introduce an algorithm to construct a solution of Problem A.1.
To this end, define

B:={E € CP*: ||E||crxa < 1}.

Let I, and I, be the identity matrix with dimension p and g, respectively. For
a matrix F € B, define

A(E) := (I, - EE*)™Y% B(E):= —(I, — EE*)"'/?E (A.2a)
C(E) := —(I, - E*E)"Y?E*, D(E):= (I, - E*E)~"/? (A.2b)
where M~1/2 denotes the inverse of the Hermitian square root of a positive
definite matrix M. Define the maps Ug and Vg by
Ug:CP xC?— CP: (&n) — A(E) + B(E)n
Vg :CP xC?— C?: (&n)— C(E)+ D(E)n.

The mapping T in the lemma below is useful for solving Problem A.1.
Lemma A.3 (Lemma 6.5.10 in [47]) For a matriz E € B, define the ma-
trices A(E), B(E), C(E), and D(E) by (A.2). The mapping

Ty:B— B: X — (A(E)X + B(E))(C(E)X + D(E)) ™" (A.3)
is well-defined and bijective.

A routine calculation shows that the inverse of T is given by

_ -1
T5(Y) = (A(E) - YC(E)) " (YD(E) - B(E))
— (A(E)Y — B(E)) (= C(E)Y + D(E)) . (A.4)
Lemma A.4 (Lemma 1 in [21]) Consider Problem A.1 with n interpolation
data (e, &e,me)yy. Set E = &ni/&1l|2, and define A(E), B(E), C(E), and
D(E) as in (A.2). Define also v :=Ug(&1,m) and

leal z2—ay 0 x
n(z) = d @ Tme T F0 ki (A.5)
z ifag =0 v

n

Problem A.1 with n interpolation data (ag, &, m0)}—, s solvable if and only if
Problem A.1 with n — 1 interpolation data

(e X () Ug(&e,me), Ve (€esme)) (A.6)
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is solvable. Moreover, if ®,_1 is a solution of the problem with n — 1 interpo-
lation data given in (A.6), then

G, =T p (XB,_1) = (A(E)X®,_1 — B(E))(~ C(E)X®,_, + D(E)) "
(A7)

is a solution @, of the original problem with n interpolation data (o, &, me)j— -

The iterative algorithm derived from Lemma A.4 is called the Schur-
Nevanlinna algorithm. Lemma A.4 also shows that if the problem is solvable,
then there exist always solutions whose elements are rational functions.

Note that v given in Lemma A .4 is nonzero. In fact, since ||£1]|ce > ||m1/ca,
it follows that

2
AE) 'w=¢& —Enp =& — ||Zi”|gq & #0,
Cr

and hence v # 0. Furthermore, the matrix X defined by (A.5) satisfies X (\)~! =
X(\)* for all A € T and || X (2)]|cexr < 1 for all z € D.

A.2 Interpolation problem with both interior and boundary conditions

We next study interpolation problems with both interior and boundary con-
ditions.

Problem A.5 Suppose that aq,...,a, €D and A1,..., Ay € T are distinct.
Consider vector pairs (§¢,m¢) € CP x C? for £ € {1,...,n} and matrices
F;,G; € CP*4 for j € {1,...,m}, and suppose that

I€ellce > ||mellca Vee{l,...,n} (A.8a)
| Fjllcpxa <1 Vi e{l,...,m}. (A.8b)

Find a rational function & € H* (D, CP*9) such that ||®| g m) <1 and

& P(ap) =m; Vee{l,...,n} (A.9a)
@(/\]) = Fj, QS/(/\j) = Gj Vj e {1, . ,m}. (Agb)

Problem A.5 is called the Nevanlinna-Pick interpolation problem with inte-
rior interpolation data (ae, §e,1e)j—, and boundary interpolation data (\;, Fj, G;)7TL,.
The scalar-valued case p = ¢ = 1 with more general interpolation conditions
has been studied in [30].
The following theorem implies that the solvability of Problem A.5 depends
only on its interior interpolation data.

Theorem A.6 Problem A.5 with interior interpolation data (cuw,&e,ne)j—y
and boundary interpolation data (A, F}, Gj)gnzl 1s solvable if and only if Prob-
lem A.1 with interpolation data (cg,&p,me)}_, is solvable.

To solve Problem A.5, we transform it to the following problem with bound-
ary conditions only:
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Problem A.7 Suppose that \i,...,\,, € T are distinct. Consider matrices
F;,G; € CP*9 for j € {1,...,m}, and suppose that

|Ejllcrxe <1 Vje{l,...,m}. (A.10)
Find a rational function & € H> (D, CP*9) such that ||®| g m) <1 and
D(Nj) =F;, D'(N) =G, Vie{l,...,m}.

This problem is referred to as the boundary Nevanlinna-Pick interpolation
problem with interpolation data (X\;, Fj, G;)7.;. The condition (A.10) is neces-
sary for the solvability for Problem A.7, and the lemma below shows that the
condition (A.10) is also sufficient. We can prove the sufficiency by extending
the Schur-Nevanlinna algorithm in Lemma A.4.

Lemma A.8 Problem A.7 is always solvable.

Proof Consider Problem A.7 with interpolation data (A;, Fj, G;)7.;. We first
find m — 1 interpolation data such that if Problem A.7 with these m —1 data is
solvable, then the original problem with m interpolation data (\;, F, Gj);-”:l
is also solvable. To that purpose, we extend the technique developed in [30]
for the scalar-valued case.

Define A := A(Fy), B := B(F}), C := C(Fy), and D := D(F}) as in (A.2).
For € > 0, set

L i z — )\1
M (146 = Az
Fy o= eM(I, — FFy) " Y2Gy (I, — FrFy)~ Y2

Ke(2)

and
Fim— L7 (F;)
J Iie(/\j) F\ 5
~ 1 ~ _ KL(N) o
G; = A— kN F;C)G,;(CF; + D)™ ! — 2=/ [,
J K/e()\j)( (]) J ) J( J ) KE(A]) J

for j € {2,...,m}. Let us show that there exists ¢ > 0 such that
|Fjllcrea <1 Vje{l,...,m}. (A.11)
By definition,

(2 = F P2

[Fillcrxa < €llGhllgoxa - ||(1p — FLFy) Y2 | caxa>

||(CP><P :

and hence if

1

< O (A12
il G =B P [T Fr ) Py 12
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then ||Fy||cexs < 1. Let j € {2,...,m} be given. We obtain

€

| Fllcpxa < (1 + _> | Tr, (F;)||coxa- (A.13)
|)‘] /\1|

Since F; € B, it follows that || T, (F;)|cexe < 1 by Lemma A.3. If we choose

€ > 0 so that

1
e< min ||\ —A |(_1)>’ (A.14)
7i=2,..., m( J ! ||TF1(FJ')H(CPX‘1

then ||ﬁj\|CPXq < 1 for every j € {2,...,m}. Thus, we obtain the desired
inequality (A.11) for € > 0 satisfying (A.12) and (A.14).

Assume that there exists a rational solution ¥,,_; € H*(D,CP*?) such
that

[ @1l ey <1 (A.15a)
U 1 (\)=F;  Vie{l,...,m} (A.15b)
) =G, Vie{2,...,m} (A.15¢)

We shall show that ¥,,, := Tgll(melpm_l) is a solution of the original problem
with m interpolation data (A;, Fj, G;)7",. By definition, ¥, is rational. Since
l|Kell ooy < 1 and ||y, —1|| oo () < 1, it follows that

Ke(2)Wm—_1(2) € B Vz € cl(D).

Together with this, Lemma A.3 yields ¥,,, € H>(D,CP*9) and ||¥p, | o m) <
1.

We now prove that ¥, satisfies the interpolation conditions ¥, (A;) = Fj
and ¥, (\;) = G, for every j € {1,...,m}. For the case j = 1, ke(A\1) =0
yields

Uy (A1) = Ti! (e(A1)¥m—1(M1)) = Fi.
By (A.4), we obtain
(A= k¥ —1C),, = KWy 1D — B,
which implies
(kW | + KW 1) (CPpy 4 D) = (A — kB, 1O (A.16)

Therefore,
(A1) =K. (\M)ATLE(CFL + D).

Since
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it follows that x.(A1) = 1/(eA1). Using
ATV = (I, - B F)Y?, CF + D = (I, - FfFy)Y/?,

we derive ¥, (A1) = G1.
For j € {2,...,m}, we have by the definition of F; that,

U (Nj) = T (ke (V) Ey) = T (T, (Fy)) = F.
Using (A.16) again, we obtain
keG4 KL F; = (A = ke(\) F;,C)#, (A (CF; + D)~
By the definition of éj, we find that
. (Nj) =G Vi e{2,...,m}.

Thus @,, is a solution of the original problem with m interpolation conditions.

If we apply this procedure again to the resulting interpolation problem, i.e.,
the problem of finding a rational solution ¥,,_; € H> (D, CP*?) such that the
conditions given in (A.15) hold, then the interpolation condition at z = Ay is
removed. Therefore, Problem A.7 with m interpolation data can be reduced to
Problem A.7 with m — 1 interpolation data. Continuing in this way, we finally
obtain Problem A.7 with no interpolation conditions, which always admits a
solution. Thus Problem A.7 is always solvable. a

By Lemmas A.4 and A.8, we obtain a proof of Theorem A.6.

Proof (of Theorem A.G) The necessity is straightforward. We prove the suf-
ficiency. To this end, it is enough to show that the following problem always
has a solution:

Problem A.9 Assume that Problem A.1 with n interior interpolation data
(awg,&0,me)j—y is solvable and that || Fj||cexa < 1 for every j € {1,...,m}. Find
a solution of Problem A.5 with n interior interpolation data (cw,&e,me)y—, and
m boundary interpolation data (A\;, Fj, G)7Ly.

Suppose that Problem A.1 with n interior interpolation data (v, &, ne)7_;
is solvable. Define the matrix E and the function X as in Lemma A.4. Then
this lemma shows that Problem A.1 with n — 1 interior interpolation data

(e, X () Ug(&e:me), Ve (€e,me)) (A.17)

is solvable. Set A := A(E), B := B(F), C := C(E), and D := D(E) as in
(A.2). For j € {1,...,m}, define also

Fyi= X(\) ' T2 4(F)
Gj = X(\) A+ FC)'Gi(—CX(\)F; + D) = X(\) X' (\) F.
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Since X (A\;)~! = X(\;)* forevery j € {1,...,m}, we obtain | X (\;) ™ !|cox» =
1 and hence ||ﬁj||(cpx,1 < 1 for every j € {1,...,m}. Suppose that &,,_1 is a
solution of Problem A.5 with n — 1 interior interpolation data given in (A.17)
and m boundary interpolation data ()\;, ﬁj, (A}'j);’l:l Then @, :=T_g(XP,_1)
is a solution of Problem A.5 with n interior interpolation data (ayg,&e, ne)7-;
and m boundary interpolation data (A;, Fj, G;)jL;. In fact, Lemma A.4 shows
that &, satisfies || @, ooy < 1 and Py (ay) = n; for every £ € {1,...,n}.
It remains to show that the boundary conditions hold. We obtain

®,(\) =T p(XO\)E) =T_g(T-L(F)) =F;  Vje{l,...,m}.
By the definition of T g, we obtain
&, (~CX®,_1 + D) = (AX®,,_; — B),

and hence
P (-CXP,1+ D)= (A+&,0)(XP,_1)".

This yields
@, (\j) = (A+ F;C)(X(\)G; + X (\)E))(~CX(\)F; + D)™ = Gj.

Thus, we can reduce Problem A.9 with n interior data to that with n — 1
interior data. Continuing in this way, we reduce Problem A.5 to Problem A.7,
which is always solvable by Lemma A.8. This completes the proof. O

In the construction of regulating controllers in Section 2, a rational function
Y € H*(E;, CP*P) needs to satisfy the interpolation condition Y (co0) = 0.
Its counterpart in H*°(ID, CP*P) under the transformation ¢ : E; — D : 2 —
1/z is given by the interpolation condition (Y 0@ ~1)(0) = 0. Such a condition
is excluded in Problem A.5, but we can easily incorporate it into the problem.

Corollary A.10 Suppose that aq,...,a, € D\ {0} and A1,..., A\, € T are
distinct. Consider vector pairs (&g,m,) € CP x C? for £ € {1,...,n} and matri-
ces Fj,G; € CP*4 for j € {1,...,m}, and suppose that the norm conditions
(A.8) are satisfied. Then the following three statements are equivalent:

1) There exists a rational function @ € H>® (D, CP*1
®(0) = 0, and the interpolation conditions (A.9a
2) There exists a rational function ® € H> (D, CP*1?
&(0) = 0, and the interpolation conditions (A.9a
3) The Pick matriz P defined by

~—

such that [|P|| oy < 1,
and (A.9b) hold.

such that ||P|| gee iy < 1,
hold.

—

P1,1 Pl, _
. ! @ & — mine
1 —aja

P= , where Pjj := Vi le{l,...,n}

Pn,l Pn,n

1s positive definite.
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Proof By a straightforward calculation, we have the following fact: A ratio-
nal function @ € H*(D,CP*?) satisfies the conditions of 1) if and only if
®(z) := ®(2)/z is a solution of Problem A.5 with the interior interpolation
data (o, @e€e,me)7—, and the boundary interpolation data (A, Fj/A;, G/ ; —
Fj/A3)7,. This fact together with Theorem A.6 shows that 1) is true if and
only if Problem A.1 with the interpolation data (o, e, 1¢)}_; is solvable.
Hence, we obtain 1) < 3) by Theorem A.2. Using the fact mentioned above
again, we obtain 1) < 2). This completes the proof. O

Remark A.11 Suppose that the interpolation data have conjugate symmetry
in Problem A.5. In other words, suppose that both (a,&,7) and (@, €,7) are
in its interior interpolation data and that (A, F,G) and (X, F,G) are in its
boundary interpolation data. If the interpolation problem is solvable, then
there exists a solution that is a rational function with real coefficients. In fact,
for every rational function @, there uniquely exist rational functions @ and
@ with real coefficients such that ® = & + i®;. If a rational function @ is a
solution of the interpolation problem, then one can easily prove that its real
part @5 is also a solution.

Remark A.12 Let A € T. For a vector pair (£,7) € CP x CY, define a matrix
F =& /I€lEs- If |€llce > |Inllce, then ||F||coxa < 1. Further, if a rational
function ¥ € H>(D,CP*9) satisfies ¥(A) = F, then £&*¥(A) = n*. In this
way, we can transform the tangential interpolation condition £*¥(\) = n* to
the matrix-valued interpolation condition ¥(A) = F. This transformation is
used in the design procedure of regulating controllers in Section 2 if unstable
eigenvalues of A lie on the boundary T. Moreover, the above observation and
Theorem A.6 indicate that for A\ € T and (§,n) € CP x C? with ||€||cr >
Inllce, boundary interpolation conditions of the form £*W(\) = n* can be also
ignored when we determine the solvability of the Nevanlinna-Pick interpolation
problem.

B A-extension of output operator of delay systems

Consider the delay system (4.1), and define = as in (4.2). The objective of this
section is to show for a.e. t > 0,

> ezt —hy) = Caz(t). (B.1)
(=1

Since z(t) € X, for every t > hy and since Cx¢ = C( for every ¢ € Xy, it
suffices to show (B.1) a.e. on [0, hq). For simplicity of notation, we consider

the case ¢ = 1 and define h := hy and ¢ := ¢;.
By Lemma 2.4.5 of [10], there exists s > 0 such that

(sT — A)ta(t) = [i;gﬂ Vs > s, Vt € [0, hy),
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where
0
ai(t) == A(s)"H | 2(t) + Z/ e 3OTh) ALz (t + 6)db

(92(1))(0) := e*?g1(t) — /9 eSOt +v)dy VO € [~hy,0].
0

Hence for every s > sg and every t € [0, h,), we obtain

~

sc ¢ /};-91 t) /A € (TL U)Z(t I/)dl/
( 0 .

lim sA(s)™' =1 and =z € L'((—hg hy),C"),

s—00,s€ER

Since

Lebesgue’s dominated convergence theorem implies that in the case h= 0,

_ R
lim  sc <e_8h'gl (t) —|—/ e sV 5t — V)dV)
0

s—00,s€ER

q

0
— i -1 —s(0+h;) g .
= s%loloITlseR scA(s) 2(t) + E 1 /7}1‘ e Ajz(t+6)do

1= J

= cz(t) Vt € [0, hg).

Thus, we obtain cz(t — h) = Cyz(t) for every t € [0, hq) if h=0.
In the case h € (0, hq), we obtain

lim se g (t) =0  Vt€[0,hy).

s—o00,s€ER

Since B € L(U, X), it follows that z(t) € dom(C,) for a.e. t > 0 and
Caz(t)= lim Cs(sI — A) " 'z(t)

s—00,s€ER

h
= lim s/ e st — v)dy a.e. t >0, (B.2)
0

s—00,s€ER

where ¢ := cz. For each n € N, define

h ~
fu(t) == n/o e "t — v)dy Vt € [0, hy).

We will show that there exists a subsequence { f,,, : £ € N} such that lim_, o fn, (t) =
¢(t—h) for a.e. t € [0, hy). Together with (B.2), this yields ¢(t — h) = Caz(¢)
for a.e. t € [0, hy) in the case h € (0, hy).
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Let s > sg. Define

h ~
o(s) == s/ ey =1 — e hs,

0

Since ¢ € L' (—hg, hy), it follows from Fubini’s theorem that

hq
J,
hq
S/
0

_hs N 5(h v) t— h t— ditdv.
mu<hm+gA A C(t— ) — C(t — v)|dtdv

Choose € > 0 arbitrarily. By the strong continuity of the left translation
semigroup on L'(—hy, hy) (see, e.g., Example 1.5.4 in [11]), there exists &y €

(0, ﬁ) such that

a);
R
tf fs/ —s(h—v) —v)dv

(1— ()t —h) dt+s// G0t — By — C(t — )| dvdt

dt

hq =R .
/ C(t—h)—Ct—h+o)dt<e Vo€ l0,d).
0

Therefore,

h ~ hq ~
s[ eﬂ“”/ [t =) =t —v)|dtdv < e(1 —e™") <.
h—8o 0

Since

h—éo R hq N
—s(h—v) _ _ _
5/0 e /0 |C(t —h) — ((t — v)|dtdv

< 20¢lpr =gy (€70 — 7",

it follows that there exists s; > sy such that for every s > s,

R h—56 R hy R
eithCHLl(—hq,hq) <e, 5/0 675(}17”)/0 |C(t —h) = C(t —v)|dtdv < e.

Hence we obtain

hq
/0

Since € > 0 was arbitrary, we have that lim, . ||C(- — h) — fullLro,n,) = 0.
Then there exists a subsequence {f,, : £ € N} such that limy_,o fpn,(t) =
¢(t ,ﬁ) for a.e. t € [0, hy); see, e.g., Theorem 3.12 in [41]. This completes the
proof. O

o
C(t—h)— s/ e st — v)dy|dt < 3e.
0
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