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Abstract

In this paper, we introduce a weak maximum principle-based approach to input-to-state stability (ISS) analysis for certain nonlinear partial
differential equations (PDEs) with boundary disturbances. Based on the weak maximum principle, a classical result on the maximum estimate
of solutions to linear parabolic PDEs has been extended, which enables the ISS analysis for certain nonlinear parabolic PDEs with boundary
disturbances. To illustrate the application of this method, we establish ISS estimates for a linear reaction-diffusion PDE and a generalized
Ginzburg-Landau equation with mixed boundary disturbances. Compared to some existing methods, the scheme proposed in this paper
involves less intensive computations and can be applied to the ISS analysis for a wide class of nonlinear PDEs with boundary disturbances.
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1 Introduction

Originally introduced by Sontag in the late 1980’s for finite-dimensional systems, input-to-state stability (ISS) is one of the
central notions in the modern theory of nonlinear robust control. It aims at ensuring that disturbances can only induce, in
the worst case, a proportional perturbation on the amplitude of the system trajectory. It has been shown that the ISS is
an important tool for describing the robust stability property of infinite dimensional systems governed by partial differen-
tial equations (PDEs), and considerable efforts on the study of this subject have been reported in the recent years, see, e.g.,
[2,3,4,5,6,18,27,28,29,30,31,32,34,37,40].

It is worth noting that the extension of the notion of ISS to PDEs with respect to (w.r.t.) distributed in-domain disturbances
seems to be straightforward, while the investigation on the ISS properties w.r.t. boundary disturbances is much more challeng-
ing. The main difficulty lies in the fact that when the disturbances act on the boundaries, the considered systems will usually
be governed PDEs with unbounded control operators, which represents an obstacle in the establishment of ISS.

To tackle this issue, different solutions have been developed recently for ISS analysis of PDEs with boundary disturbances,
including:

(i) the semigroup and admissibility methods for the ISS of linear parabolic PDEs [9,10,11,12,13], or certain semilinear
parabolic PDEs [35] inspired by [42];

(ii) the approach of spectral decomposition and finite-difference scheme for the ISS of parabolic PDEs governed by Sturm-
Liouville operators [14,15,16,17,19];

(iii) the Riesz-spectral approach for ISS of Riesz-spectral systems [22,23];
(iv) the monotonicity-based method for the ISS of nonlinear parabolic PDEs with Dirichlet boundary disturbances [33];
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(v) the method of De Giorgi iteration for the ISS w.r.t boundary disturbances of nonlinear parabolic PDEs with Dirichlet
boundary disturbances [41,43];

(vi) variations of Sobolev embedding inequalities for the ISS of linear or nonlinear PDEs with certain Robin boundary
disturbances [40,42,43,44];

(vii) the application of the maximum principle for the ISS of certain specific parabolic PDEs with linear boundary conditions
[45].

The methods in (i) can be used to conduct ISS analysis for certain linear or nonlinear parabolic PDEs (or other types of infinite
dimensional systems), e.g., parabolic diagonal systems. The techniques in the category (ii)-(iii) are effective for linear PDEs
over 1-dimensional spatial domains. Whereas, these approaches may involve heavy computations for PDEs on multidimen-
sional spatial domains or nonlinear PDEs. It should be mentioned that the methods in the categories (iv)-(vi) can be applied to
the establishment of ISS properties for certain nonlinear PDEs with boundary disturbances, or over multidimensional spatial
domains. However, none of them can be used to deal with PDEs with boundary conditions as the one given in (30b) or (31b)
of this paper. Despite a rapid progress in the study of the ISS for infinite-dimensional systems, how to establish ISS properties
by the Lyapunov method for nonlinear systems with different boundary disturbances is still an open research problem.

This paper presents a weak maximum principle-based approach, which was originally proposed in [45], for the ISS analysis
of a class of nonlinear parabolic PDEs with different type of boundary disturbances. We will show that, combining with
the weak maximum principle-based approach, the Lyapunov method can still be used to establish ISS estimates for certain
nonlinear parabolic PDEs with different type of boundary disturbances. It should be noted that the weak maximum principle
was originally used to establish maximum estimates for solutions to elliptic PDEs and has been extensively applied to regularity
theory of evolutional PDEs (see, e.g., [38]). However, the classical method of the weak maximum principle cannot be directly
applied to the ISS analysis for PDE systems. For this reason, we have developed in this work a new estimate for solutions to
linear parabolic PDEs (see (11) and Remark 4). The application of this method is further illustrated in Section 4 through the
establishment of ISS for linear parabolic PDEs and generalized Ginzburg-Landau equations, with mixed boundary disturbances,
respectively. It is noticed that the weak maximum principle was also used in [33] to obtain a comparison principle and to
establish ISS estimates for monotone parabolic PDEs with Dirichlet boundary disturbances. Different from [33], the weak
maximum principle used in this paper and [45] is for establishing the maximum estimates of the solutions to parabolic PDEs
as a crucial step in ISS analysis for nonlinear parabolic PDEs with different types of boundary disturbances. An advantage of
the weak maximum principle-based ISS analysis is that it involves much less computations compared to the aforementioned
methods. Moreover, it allows dealing with PDEs with more generic types of boundary disturbances.

1.0.0.1 Notation In this paper, R+ denotes the set of positive real numbers, R≥0 := {0} ∪R+, and R≤0 := R \ R+.

Let K = {γ : R≥0 → R≥0| γ(0) = 0, γ is continuous, strictly increasing}; K∞ = {θ ∈ K| lim
s→∞

θ(s) = ∞}; L = {γ :

R≥0 → R≥0| γ is continuous, strictly decreasing, lim
s→∞

γ(s) = 0}; KL = {µ : R≥0 × R≥0 → R≥0| µ ∈ K, ∀t ∈ R≥0, and

µ(s, ·) ∈ L, ∀s ∈ R+}.

For any T > 0, let QT = (0, 1)× (0, T ) and ∂pQT be the parabolic boundary of QT , i.e., ∂pQT = ({0, 1}× (0, T ))∪ ([0, 1]×
{0}).

2 Problem setting and main result

We consider a class of nonlinear parabolic PDEs with Robin boundary disturbances of the form:

ut − auxx + bux + cu+ h(u) = f(x, t), (x, t) ∈ (0, 1)× R+, (1a)

α0u(0, t)− β0ux(0, t) = d0(t), t ∈ R+, (1b)

α1u(1, t) + β1ux(1, t) = d1(t), t ∈ R+, (1c)

u(x, 0) = φ(x), x ∈ (0, 1), (1d)

where a ∈ R+, b, c ∈ R, h is a nonlinear term in the equation, f and d0, d1 are disturbances distributed over the domain (0, 1)
and on the boundaries x = 0, 1, φ is the initial value, and αi, βi(i = 0, 1) are nonnegative constants.

For the sake of technical development of the scheme proposed in this paper, we always suppose that

f ∈ C2([0, 1]× R≥0), d0, d1 ∈ C2(R≥0), φ ∈ C2([0, 1]),
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a ∈ R+, b, c ∈ R with
b2

4a
+ c > 0,

αi, βi ∈ R≥0 with αi + βi > 0, i = 0, 1.

Furthermore, we assume that





−4

(
α0

β0
−

b

2a

)
<

b2

4a
+ c

−

(
α0

β0
−

b

2a

)
≤ a

if





β0 > 0

α0 −
b

2a
β0 ≤ 0

, (2a)





−4

(
α1

β1
+

b

2a

)
<

b2

4a
+ c

−

(
α1

β1
+

b

2a

)
≤ a

if





β1 > 0

α1 +
b

2a
β1 ≤ 0

. (2b)

For the nonlinearity, we assume that h ∈ C2(R) satisfying

h(0) = 0, (3a)

h(|s|) + h(s) ≥ 0, ∀s ∈ R, (3b)

b2

4a
+ c+ 2h′(s) ≥ 0, ∀s ∈ R≤0, (3c)

h′(s) ≥ 0, ∀s ∈ R+. (3d)

Besides, we always assume that the following compatibility conditions are satisfied:

d′i(t) + cdi(t) + αih

(
di(t)

αi

)
= αif(i, t), ∀t ∈ R+, for βi = 0, i = 0 or 1, (4)

and

αiφ(i)− (−1)iβiφx(i) = di(0) = 0, for βi 6= 0, i = 0 or 1, (5)

Remark 1 We provide some remarks on the structural conditions and well-posedness of a classical solution.

(i) If
|b|
2a ≤ αi

βi
with αi > 0, βi > 0, i = 0, 1, particularly, if b = 0 with αi ≥ 0, βi > 0, i = 0, 1, then conditions in (2) hold

trivially.

(ii) Examples of h on R≤0 include: (1) h(s) =
k∑

i=0

µis
2i+1 with k a positive integer and µi nonnegative constants, i =

1, 2, ..., 2k + 1; (2) h(s) = (1 + s) ln(1 − s) + s; (3) h(s) = ln(1 −ms) − ns with constants m > 0, n > 0 satisfying

m+ n ≤ 1
2

(
b2

4a + c
)
.

(iii) By (3), if we restrict h on R≥0, then h ∈ K.
(iv) For any T > 0, [21, Theorem 6.1, Chapter V] (or [21, Theorem 7.4, Chapter V]) guarantees that (1) with Dirichlet (or

Neumann, or Robin) boundary conditions admits a unique solution u ∈ C2,1(QT ). The existence of a unique solution to
(1) with mixed boundary conditions can be assessed exactly as in [21, Chapter V] and obtained by the Leray-Schauder
Theorem. It is worth noting that the existence of a global classical solution was also given in [1] for quasilinear parabolic
equations with boundary conditions under a general form.

Definition 1 System (1) is said to be input-to-state stable (ISS) in L2-norm w.r.t. boundary disturbances d0, d1 and in-domain
disturbance f , if there exist functions β ∈ KL and γ, γ0, γ1 ∈ K such that the solution of (1) satisfies for any T > 0:

‖u(·, T )‖ ≤β(‖φ‖, T ) + γ0(‖d0‖L∞(0,T )) + γ1(‖d1‖L∞(0,T )) + γ(‖f‖L∞((0,1)×(0,T )). (6)

Moreover, System (1) is said to be exponential input-to-state stable (EISS) in L2-norm w.r.t. boundary disturbances d0, d1 and
in-domain disturbance f , if there exist positive constants M0 and λ such that β(‖φ‖, T ) ≤ M0‖φ‖e

−λT in (6).
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The main result obtained in this paper is the following theorem.

Theorem 1 System (1) is EISS w.r.t. boundary disturbances d0, d1 and in-domain disturbance f , having the estimate given in

(6) with β(‖φ‖, T ) = e
|b|
2a ‖φ‖e−λT , γ, γ0, γ1 ∈ K and λ ∈ R+ satisfying (28).

Remark 2 Although the ISS properties obtained in this paper is in the sense of L2-norm, we can treat as in [43] to obtain the
ISS in L2p-norm for p ≥ 1. Besides, it is worthy noting that the ISS estimate given in Theorem 1 have to involve the L∞-norm
of the disturbances due to the usage of the weak maximum principle, which results in the maximum estimates of solutions of
parabolic PDEs.

3 Proof of the main result

We introduce first two technical lemmas used in the development of the main result.

Lemma 2 [42] Suppose that u ∈ C1([a, b];R), then we have u2(c) ≤
2

b− a
‖u‖2 + (b− a)‖ux‖

2 for any c ∈ [a, b].

Lemma 3 (Weak maximum principle [38, page 237]) Suppose that a, b, c, f are continuous functions on QT , and c ≥ 0 is a
bounded function on QT . If u ∈ C2,1(QT )∩C(QT ) satisfies Ltu := ut − auxx + bux + cu = f(x, t) ≤ 0 (resp. ≥ 0) in QT ,
then

max
QT

u ≤ max
∂pQT

u+

(
resp. min

QT

u ≥ − min
∂pQT

u−

)
,

where u+ = max{0, u} and u− = max{0,−u}.

Now we prove the main result of this paper based on the weak maximum principle-approach and the Lyapunov method.
Proof of Theorem 1 We proceed in four steps.

Step 1 (transforming and splitting): In order to get rid of the term bux, we use the technique of transforming. Let c̃ = b2

4a + c,

α̃0 = α0 −
b
2aβ0, α̃1 = α1 +

b
2aβ1 and β̃i = βi, i = 0, 1. Using ũ(x, t) = e

−bx
2a u(x, t), h̃(u) = e

−bx
2a h(u), φ̃(x) = e

−bx
2a φ(x),

f̃(x, t) = e
−bx
2a f(x, t), d̃i(t) = e

−bi
2a di(t), i = 0, 1, we transform (1) into the following system:

ũt − aũxx + c̃ũ+ h̃(e
bx
2a (ũ)) = f̃(x, t), (x, t) ∈ (0, 1)× R+, (7a)

α̃0ũ(0, t)− β̃0ũx(0, t) = d̃0(t), t ∈ R+, (7b)

α̃1ũ(1, t) + β̃1ũx(1, t) = d̃1(t), t ∈ R+, (7c)

ũ(x, 0) = φ̃(x), x ∈ (0, 1). (7d)

In order to deal with the nonlinear term h(u) and apply the weak maximum principle for linear systems, we use the technique
of splitting as in [7], which was applied to ISS analysis of parabolic PDEs based on the approach of De Giorgi iteration in [41].
For any T > 0, we split (7) by ṽ + w̃ = ũ into two subsystems over the domain QT = (0, 1)× (0, T ):

ṽt − aṽxx + c̃ṽ = f̃(x, t), (x, t) ∈ QT , (8a)

(α̃0 + k̃0)ṽ(0, t)− β̃0ṽx(0, t) = d̃0(t), t ∈ (0, T ), (8b)

(α̃1 + k̃1)ṽ(1, t) + β̃1ṽx(1, t) = d̃1(t), t ∈ (0, T ), (8c)

ṽ(x, 0) = 0, x ∈ (0, 1), (8d)

and

w̃t − aw̃xx + c̃w̃ + h̃(e
bx
2a (ṽ + w̃)) = 0, (9a)

α̃0w̃(0, t)− β̃0w̃x(0, t)− k̃0ṽ(0, t) = 0, (9b)

α̃1w̃(1, t) + β̃1w̃x(1, t)− k̃1ṽ(1, t) = 0, (9c)
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w̃(x, 0) = φ̃(x), x ∈ (0, 1), (9d)

where k̃i(i = 0, 1) are nonnegative constants satisfying

{
k̃i = 0, if α̃i > 0 or β̃i = 0

α̃i + k̃i > 0, else
, i = 0, 1. (10)

Step 2 (maximum estimate of ṽ): For (8), we establish the following maximum estimate of ṽ based on the weak maximum
principle (Lemma 3):

max
QT

|ṽ| ≤ max

{
1

c̃
sup
QT

|f̃ |,
1

α̃0 + k̃0
sup
(0,T )

|d̃0|,
1

α̃1 + k̃1
sup
(0,T )

|d̃1|

}
. (11)

Let M̃ = max

{
1

c̃
sup
QT

|f̃ |, 1

α̃0+k̃0

sup
(0,T )

|d̃0|,
1

α̃1+k̃1

sup
(0,T )

|d̃1|

}
and v = M̃ ± ṽ. Then we have

vt − avxx + c̃v = c̃M̃ ± (ṽt − aṽxx + c̃ṽ) = c̃M̃ ± f̃ ≥
c̃

c̃
sup
QT

|f̃ | ± f̃ ≥ 0.

By the weak maximum principle (Lemma 3), if v has a negative minimum, then v attains the negative minimum on the

parabolic boundary ∂pQT . On the other hand, noting that v(x, 0) = M̃ ≥ 0 in (0, 1), then v attains the negative minimum on
{0, 1} × (0, T ), i.e., there exists a point (x0, t0) ∈ {0, 1} × (0, T ), such that v(x0, t0) is the negative minimum. Thus,

vx(x0, t0) ≥ 0, if x0 = 0,

vx(x0, t0) ≤ 0, if x0 = 1.

Then, at the point (x0, t0), we have

0 >(α̃0 + k̃0)v(x0, t0)− β̃0vx(x0, t0) = (α̃0 + k̃0)M̃ ± d̃0

≥(α̃0 + k̃0)×
1

α̃0 + k̃0
sup
(0,T )

|d̃0| ± d̃0 ≥ 0, if x0 = 0,

or

0 >(α̃1 + k̃1)v(x0, t0) + β̃1vx(x0, t0) = (α̃1 + k̃1)M̃ ± d̃1

≥(α̃1 + k̃1)×
1

α̃1 + k̃1
sup
(0,T )

|d̃1| ± d̃1 ≥ 0, if x0 = 1,

both of which lead to a contradiction. Therefore, there must be v ≥ 0 in QT , which yields |ṽ| ≤ M̃ in QT .

Step 3 (L2-estimate of w̃): For (9), we establish the L2-estimate of w̃ by the Lyapunov method and (11), and show that for
any T > 0:

‖w̃(·, T )‖ ≤‖φ‖e−λ̃T + Γ̃

(
sup
QT

|f̃ |

)
+ Γ̃0

(
sup
(0,T )

|d̃0|

)
+ Γ̃1

(
sup
(0,T )

|d̃1|

)
, (12)

where Γ̃, Γ̃0, Γ̃1 ∈ K are given by

Γ̃(s) = µ̃s+ σ̃h(τ̃ s), Γ̃i(s) = µ̃is+ σ̃ih(τ̃is), i = 0, 1, ∀s ≥ 0,

with positive constants λ̃, µ̃, σ̃, τ̃ , µ̃i, σ̃i, τ̃i(i = 0, 1) not depending on T .
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Indeed, multiplying (9) with w̃ and integrating by parts over (0, 1), we obtain

1

2

d

dt
‖w̃‖2 + a‖w̃x‖

2 + c̃‖w̃‖2 = aw̃xw̃|
1
0 −

∫ 1

0

h̃(e
bx
2a (ṽ + w̃))w̃dx. (13)

There are four cases: (i) β̃0 > 0 and β̃1 > 0; (ii) β̃0 > 0 and β̃1 = 0; (iii) β̃0 = 0 and β̃1 > 0; (iv) β̃0 = 0 and β̃1 = 0.

First, in the case (i), we obtain by (9)

w̃xw̃|
1
0 =

1

β̃1

(
k̃1ṽ(1, t)− α̃1w̃(1, t)

)
w̃(1, t)−

1

β̃0

(
α̃0w̃(0, t)− k̃0ṽ(0, t)

)
w̃(0, t)

=
k̃1

β̃1

ṽ(1, t)w̃(1, t)−
α̃1

β̃1

w̃2(1, t)−
α̃0

β̃0

w̃2(0, t) +
k̃0

β̃0

ṽ(0, t)w̃(0, t)

≤
k̃1

β̃1

(
1

2ε1
ṽ2(1, t) +

ε1

2
w̃2(1, t)

)
+

k̃0

β̃0

(
1

2ε0
ṽ2(0, t) +

ε0

2
w̃2(0, t)

)
−

α̃1

β̃1

w̃2(1, t)−
α̃0

β̃0

w̃2(0, t)

=

(
k̃1ε1

2β̃1

−
α̃1

β̃1

)
w̃2(1, t) +

(
k̃0ε0

2β̃0

−
α̃0

β̃0

)
w̃2(0, t) +

k̃1

2β̃1ε1
ṽ2(1, t) +

k̃0

2β̃0ε0
ṽ2(0, t), (14)

where ε0, ε1 > 0 are small enough.

If α̃i > 0 with i = 0 or 1, by the choice of k̃i (see (10)), it follows that

(
k̃iεi

2β̃i

−
α̃i

β̃i

)
w̃2(i, t) ≤ 0 and

k̃i

2β̃iεi
ṽ2(i, t) = 0, i = 0 or 1. (15)

If α̃i ≤ 0 with i = 0 or 1, by Lemma 2-(i), we have

(
k̃iεi

2β̃i

−
α̃i

β̃i

)
w̃2(i, t) ≤

(
k̃iεi

2β̃i

−
α̃i

β̃i

)
(2‖w̃‖2 + ‖w̃x‖

2), i = 0 or 1. (16)

Note that as αi, βi ≥ 0, i = 0, 1, it is impossible that α̃0 ≤ 0 and α̃1 ≤ 0 at the same time. Considering (14), (15) and (16), we
have

w̃xw̃|
1
0 ≤





0, if α̃0 > 0, α̃1 > 0,(
k̃1ε1

2β̃1

−
α̃1

β̃1

)
(2‖w̃‖2 + ‖w̃x‖

2) +
k̃1

2β̃1ε1
ṽ2(1, t), if α̃0 > 0, α̃1 ≤ 0,

(
k̃0ε0

2β̃0

−
α̃0

β̃0

)
(2‖w̃‖2 + ‖w̃x‖

2) +
k̃0

2β̃0ε0
ṽ2(0, t), if α̃0 ≤ 0, α̃1 > 0.

(17)

Now we estimate −
∫ 1

0 h̃(e
bx
2a (ṽ + w̃))w̃dx in (13). By the Mean Value Theorem, there exists ξ(x) between e

bx
2a (ṽ + w̃) and

e
bx
2a ṽ such that

−

∫ 1

0

h̃(e
bx
2a (ṽ + w̃))w̃dx =−

∫ 1

0

(
h̃
(
e

bx
2a (ṽ + w̃)

)
− h̃(e

bx
2a ṽ
))

w̃dx−

∫ 1

0

h̃
(
e

bx
2a ṽ
)
w̃dx

=−

∫ 1

0

h̃′(ξ)e
bx
2a w̃w̃dx−

∫ 1

0

h̃
(
e

bx
2a ṽ
)
w̃dx

=−

∫ 1

0

h′(ξ)w̃2dx−

∫ 1

0

e
−bx
2a h

(
e

bx
2a ṽ
)
w̃dx

6



≤−

∫ 1

0

h′(ξ)w̃2dx+

∫ 1

0

e
−bx

2a |h
(
e

bx
2a ṽ
)
| · |w̃|dx

≤
c̃

2
‖w̃‖2 +

∫ 1

0

e
−bx
2a h

(
|e

bx
2a ṽ|

)
· |w̃|dx

≤
c̃

2
‖w̃‖2 +

1

2ε
e

|b|
a

∫ 1

0

h2
(
|e

bx
2a ṽ|

)
dx+

ε

2
‖w̃‖2

≤(
c̃

2
+

ε

2
)‖w̃‖2 +

1

2ε
e

|b|
a h2

(
e

|b|
2a max

[0,1]
|ṽ|

)
, (18)

where we used (3), and ε > 0 will be chosen later.

We deduce from (13), (17) and (18) that

1

2

d

dt
‖w̃‖2 + a‖w̃x‖

2 + c̃‖w̃‖2 ≤





(
c̃

2
+

ε

2

)
‖w̃‖2 + C̃h(t), if α̃0 > 0, α̃1 > 0,

(
2C̃1 +

c̃

2
+

ε

2

)
‖w̃‖2 + C̃1‖w̃x‖

2 + C̃h(t) + Ṽ1(t), if α̃0 > 0, α̃1 ≤ 0,
(
2C̃0 +

c̃

2
+

ε

2

)
‖w̃‖2 + C̃0‖w̃x‖

2 + C̃h(t) + Ṽ0(t), if α̃0 ≤ 0, α̃1 > 0,

(19)

where

C̃i =
k̃iεi

2β̃i

−
α̃i

β̃i

, Ṽi(t) =
k̃i

2β̃iεi
ṽ2(i, t), i = 0, 1, C̃h(t) =

1

2ε
e

|b|
a h2

(
e

|b|
2a max

x∈[0,1]
|ṽ(x, t)|

)
.

Note that by (2), one can choose ε, εi, i = 0, 1, small enough, such that

c̃

2
+

ε

2
< c̃, (20a)

2C̃1 +
c̃

2
+

ε

2
< c̃, and C̃1 ≤ a, if α̃0 > 0, α̃1 ≤ 0, (20b)

2C̃0 +
c̃

2
+

ε

2
< c̃, and C̃1 ≤ a, if α̃0 ≤ 0, α̃1 > 0. (20c)

Then we infer from (19) that

d

dt
‖w̃(·, t)‖2 ≤− 2λ̃‖w̃(·, t)‖2 + 2(C̃h(t) + Ṽ1(t) + Ṽ0(t)), ∀t ∈ (0, T ), (21)

where λ̃ = min
i=0,1

{λ̃i}, λ̃i = c̃−
(
2C̃i +

c̃
2 + ε

2

)
> 0, i = 0, 1.

By Gronwall’s inequality, it follows that

‖w̃(·, t)‖2 ≤‖φ̃‖2e−2λ̃t + 2

∫ t

0

(C̃h(s) + Ṽ1(s) + Ṽ0(s))e
−2λ̃(t−s)ds

≤‖φ‖2e−2λ̃t + 2 max
0≤s≤t

(C̃h(s) + Ṽ1(s) + Ṽ0(s))

∫ t

0

e−2λ̃(t−s)ds

≤‖φ‖2e−2λ̃t +
2

λ̃
max
0≤s≤t

(C̃h(s) + Ṽ1(s) + Ṽ0(s)). (22)

By (11), it follows that

max
x∈[0,1]

|ṽ(x, t)| ≤ max

{
1

c̃
sup
QT

|f̃ |,
1

α̃0 + k̃0
sup
(0,T )

|d̃0|,
1

α̃1 + k̃1
sup
(0,T )

|d̃1|

}
,
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which yields

Ṽi(s) ≤
k̃i

2β̃iεi

(
1

c̃2
sup
QT

|f̃ |2 +
1

(α̃0 + k̃0)2
sup
(0,T )

|d̃0|
2 +

1

(α̃1 + k̃1)2
sup
(0,T )

|d̃1|
2

)
, (23)

and

C̃h(s) =
1

2ε
e

|b|
a h2

(
e

|b|
2a max

x∈[0,1]
|ṽ(x, s)|

)

≤
1

2ε
e

|b|
a h2

(
max

{
e

|b|
2a

(1
c̃
sup
QT

|f̃ |,
1

α̃0 + k̃0
sup
(0,T )

|d̃0|,
1

α̃1 + k̃1
sup
(0,T )

|d̃1|
)})

≤
1

2ε
e

|b|
a

(
h2

(
e

|b|
2a

1

c̃
sup
QT

|f̃ |

)
+ h2

(
e

|b|
2a

1

α̃0 + k̃0
sup
(0,T )

|d̃0|

)
+ h2

(
e

|b|
2a

1

α̃1 + k̃1
sup
(0,T )

|d̃1|

))
. (24)

By (22), (23) and (24), we find that for any t ∈ (0, T ), it holds that

‖w̃(·, t)‖ ≤‖φ‖e−λ̃t + Γ̃

(
sup
QT

|f̃ |

)
+ Γ̃0

(
sup
(0,T )

|d̃0|

)
+ Γ̃1

(
sup
(0,T )

|d̃1|

)
,

where Γ̃, Γ̃0, Γ̃1 ∈ K are given by

Γ̃(s) =
1

c̃



√

k̃0

λ̃β̃0ε0
+

√
k̃1

λ̃β̃1ε1


 s+

√
1

λ̃ε
e

|b|
2a h

(
1

c̃
e

|b|
2a s

)
, ∀s ≥ 0,

Γ̃0(s) =
1

α̃0 + k̃0



√

k̃0

λ̃β̃0ε0
+

√
k̃1

λ̃β̃1ε1


 s+

√
1

λ̃ε
e

|b|
2a h

(
1

α̃0 + k̃0
e

|b|
2a s

)
, ∀s ≥ 0,

Γ̃1(s) =
1

α̃1 + k̃1



√

k̃0

λ̃β̃0ε0
+

√
k̃1

λ̃β̃1ε1


 s+

√
1

λ̃ε
e

|b|
2a h

(
1

α̃1 + k̃1
e

|b|
2a s

)
, ∀s ≥ 0.

Finally, by the continuity of w̃(x, t) and e−λ̃t at t = T , it follows that

‖w̃(·, T )‖ ≤‖φ‖e−λ̃T + Γ̃

(
sup
QT

|f̃ |

)
+ Γ̃0

(
sup
(0,T )

|d̃0|

)
+ Γ̃1

(
sup
(0,T )

|d̃1|

)
, (25)

which completes the proof of Case (i).

In the case of (ii) (or (iii)), i.e., β̃i > 0 and β̃1−i = 0, i = 0 (or 1), it suffices to set k̃1−i =
k̃1−i

β̃1−i

= α̃1−i

β̃1−i

= 0, i = 0 (or 1), in

the proof of Case (i), and to obtain (25) with Γ̃, Γ̃0, Γ̃1 ∈ K given by

Γ̃(s) =
1

c̃

√
k̃i

λ̃β̃iεi
s+

√
1

λ̃ε
e

|b|
2a h

(
1

c̃
e

|b|
2a s

)
, ∀s ≥ 0, (26a)

Γ̃0(s) =
1

α̃i + k̃i

√
k̃i

λ̃β̃iεi
s+

√
1

λ̃ε
e

|b|
2a h

(
1

α̃i + k̃i
e

|b|
2a s

)
, ∀s ≥ 0, (26b)

Γ̃1(s) =
1

α̃1−i

√
k̃i

λ̃β̃iεi
s+

√
1

λ̃ε
e

|b|
2a h

(
1

α̃1−i

e
|b|
2a s

)
, ∀s ≥ 0, (26c)

where i = 0 (or 1).
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Similarly, in Case (iv), i.e., β̃0 = β̃1 = 0, we obtain (25) with Γ̃, Γ̃0, Γ̃1 ∈ K given by

Γ̃(s) =

√
1

λ̃ε
e

|b|
2a h

(
1

c̃
e

|b|
2a s

)
, ∀s ≥ 0, (27a)

Γ̃0(s) =

√
1

λ̃ε
e

|b|
2a h

(
1

α̃0
e

|b|
2a s

)
, ∀s ≥ 0, (27b)

Γ̃1(s) =

√
1

λ̃ε
e

|b|
2a h

(
1

α̃1
e

|b|
2a s

)
, ∀s ≥ 0. (27c)

Step 4: We establish the ISS estimate in L2-norm for (1). Indeed, noting that u = e
bx
2a ũ(x, t) and ũ = ṽ+ w̃, by (11) and (12),

we get for any T > 0

‖u(·, T )‖ ≤e
|b|
2a ‖ũ(·, T )‖

≤e
|b|
2a (‖ṽ(·, T )‖+ ‖w̃(·, T )‖)

≤e
|b|
2a ‖φ‖e−λ̃T + e

|b|
2a

(
1

c̃
sup
QT

|f̃ |+ Γ̃

(
sup
QT

|f̃ |

))
+ e

|b|
2a

(
1

α̃0 + k̃0
sup
(0,T )

|d̃0|+ Γ̃0

(
sup
(0,T )

|d̃0|

))

+ e
|b|
2a

(
1

α̃1 + k̃1
sup
(0,T )

|d̃1|+ Γ̃1

(
sup
(0,T )

|d̃1|

))

≤e
|b|
2a ‖φ‖e−λT + γ

(
sup
QT

|f |

)
+ γ0

(
sup
(0,T )

|d0|

)
+ γ1

(
sup
(0,T )

|d1|

)
,

where

γ(s) = e
|b|
2a

(
1

c̃
e

|b|
2a s+ Γ̃

(
e

|b|
2a s
))

, ∀s ≥ 0, (28a)

γ0(s) = e
|b|
2a

(
1

α̃0 + k̃0
s+ Γ̃0(s)

)
, ∀s ≥ 0, (28b)

γ1(s) = e
|b|
2a

(
1

α̃1 + k̃1
e

|b|
2a s+ Γ̃1

(
e

|b|
2a s
))

, ∀s ≥ 0, (28c)

λ = λ̃ = min
i=0,1

{
λ̃i

}
= min

i=0,1

{
c̃−

(
2C̃i +

c̃

2
+

ε

2

)}
> 0, i = 0, 1, (28d)

with

C̃i =





k̃iεi

2β̃i

−
α̃i

β̃i

, if β̃i > 0

0, if β̃i = 0

, i = 0, 1, (29)

k̃i determined by (10), and ε, εi determined by (20), i = 0, 1. �

Remark 3 It is worth noting that the requirement of C2-continuity on h, f, d0, d1, φ and the compatibility conditions (4) and
(5) are only for ensuring the existence of classical solutions of the system (1) and the subsystem (8), which can eventually
be relaxed for the ISS analysis if weak solutions of (1) are considered. Indeed, it suffices to impose certain conditions to
guarantee a weak solution of (1) and a classical solution of the linear ṽ-subsystem (8) in Section 3. For example, we can

weaken the assumptions on f, d0, d1 to be “f ∈ Cl, l
2 ([0, 1] × R≥0), d0, d1 ∈ C

l
2
+1(R≥0) with some constant l > 0”, and

relax the compatibility conditions (4) and (5) to be:

d′i(t) + cdi(t) = αif(i, t), ∀t ∈ R+, for βi = 0, i = 0 or 1,

di(0) = 0, for βi 6= 0, i = 0 or 1,
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then (8) has a unique solution belonging to Cl+2, l
2
+1(QT ), see, e.g., [21, Theorem 5.2 and 5.3, Chapter IV]. For a weak

solution of (9), we can relax the assumptions on h, φ to be “h ∈ C1(R) and φ ∈ L2(0, 1)”. Noting that by the structural
condition (3), we always have

−h(s)s = −h′(ξ)s ≤
1

2

(
b2

4a
+ c

)
|s|, ∀s ∈ R,

where ξ is between 0 and s. Then the existence of a unique weak solution of (1) can be obtained by proceeding exactly as in
[24, Theorem 6.5, 6.39 and 6.46] with the usual approximation argument based on a priori estimates.

Remark 4 A crucial step in the proof lies in the maximum estimates for the solutions of parabolic equations. It should be
mentioned that the result of the maximum estimate given by (11) is different from the classical maximum estimate of solutions
to parabolic equations. For example, in [38, page 239], a classical maximum estimate of the solutions to linear parabolic
equations in a finite time interval (0, T ) is given as below:

Assume that c ≥ 0 is bounded in QT . If u ∈ C2,1(QT ) ∩ C(QT ) satisfies Ltu := ut − auxx + bux + cu = f in QT , then
max
QT

|u| ≤ sup
∂pQT

|u|+ T sup
QT

|f |.

A main improvement obtained in (11) is that the coefficients of sup
QT

|f̃ |, sup
QT

|d̃0| and sup
QT

|d̃1| do not depend on T . It is an

essential feature for the establishment of ISS properties for PDEs with boundary disturbances.

Remark 5 It should be mentioned that Lemma 3 cannot be used directly to establish the maximum estimate for the solution

of (8) if α̃i ≤ 0, i = 0 or 1. To overcome this difficulty, additional terms k̃iṽ(i, t)(i = 0, 1) are added on the boundaries to

guarantee that α̃i+ k̃iṽ > 0 when we use the technique of splitting. Thus, k̃iṽ(i, t) can be seen as a stabilizing feedback control
with boundary disturbances or nonhomogeneous boundary conditions. The idea of using this type of compensation comes from
the so-called Penalty Method in mathematics (see, e.g., [20]) and its applications in singular free boundary problems (see,
Section 2 and Section 3 in [39]), and the ISS for nonlinear PDEs with nonlinear boundary disturbances (see [44]).

Remark 6 If the boundary disturbance d̃1(t) is replaced by
∫ 1

0
k(1, y)ṽ(y, t)dy + d̃1(t), where k ∈ C2([0, 1] × [0, 1]), then

the condition b2

4a + c > 0 can be weakened in the proof of Theorem 1. Indeed, using the technique of backstepping and Volterra
integral transformation (see, e.g., [25,26,36]), one can transform (8) into a new system of the following form:

v̂t − av̂xx + ĉv̂ = f̃(x, t),

(α̃0 + k̃0)v̂(0, t)− β̃0v̂x(0, t) = d̂0(t),

(α̃1 + k̃1)v̂(1, t) + β̃1v̂x(1, t) = d̂1(t),

v̂(x, 0) = 0, x ∈ (0, 1),

where ĉ > 0 can be an arbitrary constant. Then using the techniques in this paper and arguing as [41, Section V], one may
establish the maximum estimate for the solution of the above system, and hence for (8).

Remark 7 It is of interest to study ISS properties based on the weak maximum principle for PDEs with a general nonlinearity
h(u) distributed over the domain and nonlinearities on the boundaries, e.g.:

Ltu := ut − auxx + bux + cu = h(u), (x, t) ∈ (0, 1)× R+,

ux(0, t)−Ψ0(u(0, t)) = d0(t), t ∈ R+,

ux(1, t) + Ψ1(u(1, t)) = d1(t), t ∈ R+,

u(x, 0) = φ(x), x ∈ (0, 1),

where h,Ψ0,Ψ1 are nonlinear functions.

Moreover, due to the nonlinearities on the boundaries, much more arguments are needed to obtain the maximum estimates
for solutions of the above equation when the weak maximum principle is used. Furthermore, as shown in [46], the method
proposed in this paper can be applied to a wider class of nonlinear higher dimensional PDEs with variable coefficients and
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nonlinear boundary conditions. Finally, one may find that the approach presented in this work can be extended to ISS analysis
of other nonlinear (abstract) systems by estimating the solution w̃ of the subsystem (9) in an abstract form as in [35, Section
3].

4 Illustrative Examples

4.1 1-D linear reaction-diffusion equation

We consider the following 1-D linear reaction-diffusion PDE with mixed boundary conditions:

ut − auxx + bux + cu = f(x, t), (x, t) ∈ (0, 1)× R+, (30a)

u(0, t) = d0(t), ux(1, t) = −K1u(1, t) + d1(t), t ∈ R+, (30b)

u(x, 0) = φ(x), x ∈ (0, 1). (30c)

Assume that a,K1 ∈ R+, b, c ∈ R with b2

4a + c > 0,K1 >
|b|
2a . For (30), we have

c̃ =
b2

4a
+ c, h(s) ≡ 0, ∀s ∈ R,

α0 = 1, β0 = 0, α1 = K1, β1 = 1,

α̃0 = α0 −
b

2a
β0 = 1, β̃0 = β0 = 0,

α̃1 = α1 +
b

2a
β1 = K1 +

b

2a
> 0, β̃1 = β1 = 1.

Then (2b) and (3) hold. Therefore, (30) is EISS.

Furthermore, according to (29) and (28d) (and noting that k̃0 = k̃1 = 0 in (10)), it follows that

C̃0 = 0, C̃1 = −
α̃1

β̃1

= −K1 −
b

2a
< 0,

λ = λ̃ = min

{
c̃

2
−

ε

2
, c̃−

(
2C̃1 +

c̃

2
+

ε

2

)}
=

1

2

(
b2

4a
+ c

)
+ 2

(
K1 +

b

2a

)
−

ε

2
> 0,

where we choose ε > 0 such that 2(K1 +
b
2a )−

ε
2 > 0.

By (26) and k̃1 = 0, we have

Γ̃(s) = Γ̃0(s) = Γ̃1(s) = 0, ∀s ≥ 0,

which implies that in (28)

γ(s) =
4ae

|b|
a

b2 + 4ac
s, γ0(s) = e

|b|
2a s, γ1(s) =

2ae
|b|
2a

2aK1 + b
s, ∀s ≥ 0.

Finally, the ISS estimate of (30) is given by

‖u(·, T )‖ ≤e
|b|
2a ‖φ‖e−

(
1

2
( b2

4a
+c)+2(K1+

b
2a

)− ε
2

)
T

+
4ae

|b|
a

b2 + 4ac
sup

(0,1)×(0,T )

|f |+ e
|b|
2a sup

(0,T )

|d0|+
2ae

|b|
2a

2aK1 + b
sup
(0,T )

|d1|, ∀T > 0.
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4.2 Ginzburg-Landau equations with real coefficients

Consider the generalized Ginzburg-Landau equation (see, e.g., [8]) with the following boundary and initial conditions:

ut − auxx + bux + c1u+ c2u
3 + c3u

5 = f(x, t), (x, t) ∈ (0, 1)× R+, (31a)

u(0, t) = d0(t), ux(1, t) = d1(t), t ∈ R+, (31b)

u(x, 0) = φ(x), x ∈ (0, 1), (31c)

where a, c2, c3 ∈ R+ and b, c1 ∈ R with b2

4a + c1 > 0.

For (31), we have

c = c1, c̃ =
b2

4a
+ c1 > 0,

h(s) = c2s
3 + c3s

5, h′(s) = 3c2s
2 + 5c3s

4 ≥ 0, ∀s ∈ R,

α0 = 1, α1 = 0, β0 = 0, β1 = 1 (note that − ux(0, t) = −d0(t)),

α̃0 = α0 −
b

2a
β0 = 1, β̃0 = β0 = 0,

α̃1 = α1 +
b

2a
β1 =

b

2a
, β̃1 = β1 = 1.

If we assume further that

−
2b

a
<

b2

4a
+ c1, −

b

2a
≤ a, (32)

then (2b) and (3) hold. Therefore, (31) is EISS. According to (29) and (28d) (and noting that k̃0 = 0, k̃1 > 0 such that

k̃1 +
b
2a > 0 in (10)), it follows that

C̃0 = 0, C̃1 =
k̃1ε1

2
−

b

2a
,

λ = λ̃ = min

{
c̃

2
−

ε

2
,
c̃

2
− 2C̃1 −

ε

2

}
,

where ε, ε1 > 0 are small enough such that λ > 0.

By (26) and k̃0 = 0, we have

Γ̃(s) =
4a

b2 + 4ac1

√
k̃1

λ̃ε1
s+

√
1

λ̃ε
e

|b|
2a h

(
4a

b2 + 4ac1
e

|b|
2a s

)
, ∀s ≥ 0,

Γ̃0(s) =
2a

b+ 2ak̃1

√
k̃1

λ̃ε1
s+

√
1

λ̃ε
e

|b|
2a h

(
2a

b+ 2ak̃1
e

|b|
2a s

)
, ∀s ≥ 0,

Γ̃1(s) =

√
k̃1

λ̃ε1
s+

√
1

λ̃ε
e

|b|
2a h

(
e

|b|
2a s

)
, ∀s ≥ 0,

which shows that the K-functions in the ISS estimate of (31) are given by:

γ(s) =
4a

b2 + 4ac1
e

|b|
2a


e

|b|
2a +

√
k̃1

λ̃ε1


 s+

√
1

λ̃ε
e

|b|
a h

(
4a

b2 + 4ac1
e

|b|
2a s

)
, ∀s ≥ 0,

γ0(s) = e
|b|
2a


1 +

2a

b+ 2ak̃1

√
k̃1

λ̃ε1


 s+

√
1

λ̃ε
e

|b|
a h

(
2a

b+ 2ak̃1
e

|b|
2a s

)
, ∀s ≥ 0,
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γ1(s) = e
|b|
2a


 2a

b+ 2ak̃1
e

|b|
2a +

√
k̃1

λ̃ε1


 s+

√
1

λ̃ε
e

|b|
a h
(
e

|b|
2a s
)
, ∀s ≥ 0.

Remark 8 It should be mentioned that due to the nonlinear terms in (31) and the use of splitting, the gains obtained above are
nonlinear and depend on h. Moreover, they tend to infinity as ε (or ε1) tends to 0+. Therefore, it is still a question on how to
obtain ISS estimates in L2-norm with uniformly bounded gains for nonlinear PDEs with Neumann boundary disturbances by
the Lyapunov method.

5 Concluding Remarks

This paper presented a new method for the establishment of ISS properties w.r.t. in-domain and boundary disturbances for
certain nonlinear parabolic PDEs with different boundary conditions. The proposed approach for achieving the ISS estimates
of the solution is based on the technique of splitting and the weak maximum principle for parabolic PDEs combining with the
Lyapunov method. The results show that this method is a convenient tool for the study of ISS properties of PDEs with different
disturbances, and it can be applied to stability and regularity analysis for a wider class of nonlinear PDEs with boundary
disturbances.
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