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Abstract The aim of this paper is to survey the tools needed
to prove the standard completeness of Hájek Basic Logic with
respect to continuous t-norms. In particular, decompositions
of totally ordered BL-algebras into simpler components are
considered in some detail.

1 Introduction

A propositional formula ϕ is called a t-tautology if whenever
we evaluate the formula assigning to the variables in ϕ real
numbers between 0 and 1, and we interpret the conjunction by
a continuous t-norm and the implication by the corresponding
residuum, we obtain the value 1. The standard completeness
theorem for Hájek’s Basic Logic is the assertion that ϕ is
deducible in Basic Logic if and only if ϕ is a t-tautology. Our
aim in this paper is to summarize the concepts and results
needed to prove the standard completeness theorem.

It is shown in [14] that a propositional formulaϕ is deduc-
ible in Basic Logic if and only if the equation ϕ = � holds
in all BL-algebras.1
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1 More precisely, it can be shown that Basic Logic is strongly alge-
braizable in the sense of Blok–Pigozzi (see [3]), with equivalent variety
semantics the class BL of all BL-algebras, defining equation x = � and
equivalent formula (x → y) ∗ (y → x), that is, for any set � ∪ {ϕ,ψ}
of BL-formulas, we have:

– � �BL ϕ iff {ψ = � : ψ ∈ �} |=BL ϕ = �,
(i.e. for each valuation υ on a BL-algebraA, υ[�] ⊆ {�A} implies
υ(ϕ) = �A)

– ϕ = ψ =||=BL (ϕ → ψ) ∗ (ψ → ϕ) = �,

The above is equivalent to that for each set of BL-equations �:

– � |=BL ϕ = ψ iff {(α → β) ∗ (β → α) : α = β ∈ �} �BL (ϕ →
ψ) ∗ (ψ → ϕ),

– ϕ ��BL (ϕ → �) ∗ (� → ϕ).

By a BL-chain we understand a BL-algebra which is
totally ordered under the natural order defined by the impli-
cation. Since every BL-algebra is a subdirect product of BL-
chains, an equation ϕ = � holds in all BL-algebras if and
only if it holds in all BL-chains. A typical example of a BL-
chain is provided by the real unit segment [0, 1] equipped
with the BL-structure defined by a continuous t-norm. BL-
chains of this kind are called t-algebras in [14]. In particu-
lar, the t-algebras corresponding to the Lukasiewicz, product
and min t-norms are called the standard MV-chain, the stan-
dard �-chain, and the standard G-chain, respectively. Now
the standard completeness theorem for Basic Logic can be
rephrased as follows: an equation holds in all BL-chains if
and only if it holds in all t-algebras. The prove of the above
statement depends on the structure of BL-chains.

The following classical result of Mostert and Shields [18,
Sect. 5.4 Theorem B] gives the structure of t-algebras:

Theorem 1 Let ∗ be a continuous t-norm on the real segment
[0, 1], and letE = {x ∈ [0, 1] : x ∗x = x}. ThenE is closed
in the usual topology of [0, 1] and if x, y belong to E, then
x ∗ y = min(x, y). The complement of E is the union of dis-
joint intervals. Let P be the closure of one of these. Then P
equipped with the restriction of ∗ is a BL-chain isomorphic
to either the standard MV-chain or the standard �-chain.
Finally, if x ∈ P and y 	∈ P , then x ∗ y = min(x, y).

Hájek [15] generalized Moster and Shields theorem for the
case of BL-chains satisfying some conditions preventing the
existence of certain ‘pathological triples’ (see Sect. 4). It was
shown in [9] that these pathological triples cannot exist in any
BL-chain. Therefore Hájek version of Moster and Shields
theorem holds for arbitrary BL-chains. Then using the exis-
tence of partial embeddings from MV-chains, �-chains and
G-chains into the standard MV-chain, standard �-chain and
standard G-chain, respectively, the standard completeness
theorem is obtained.

In Sects. 2 and 3, we sketch the path to obtain Hájek
decomposition of BL-chains in terms of MV-algebras (corre-
sponding to Lukasiewicz t-norm), �-algebras (correspond-
ing to the product t-norm) and Gödel – Heyting algebras
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(corresponding to minimum t-norm). In Sect. 4 we give the
notion of partial embeddings and we review the main facts
about the representation of MV and � chains in terms of
ordered abelian groups. The standard completeness theorem
for Basic Logic is proved in Sect. 5. Finally, in the Appendix
we compare Hájek decomposition with an alternative decom-
position of BL-chains, in terms of hoops, that was obtained
in [1] (see also [5]) and is summarized, together with some of
its applications, in Montagna’s contribution [17] in the pres-
ent volume. We assume the reader familiar with Basic Logic
and BL-algebras, as exposed in Hájek’s monograph [14].

2 Ordinal sums of BL-chains

An element z of a BL-algebra A is said to be idempotent iff
z2 = z ∗ z = z. The set of all idempotents of A will be
denoted by Idp (A).

Lemma 1 Let A be a BL-algebra. The following conditions
are equivalent for each z ∈ A:

(i) z ∈ Idp (A).
(ii) For each x ∈ A, z ∗ x = z ∧ x.

Proof Suppose that z2 = z. Then, for each x ∈ A:

z ∗ (z ∧ x) = z ∗ (z ∗ (z → x)) = z2 ∗ (z → x) = z ∧ x.
Therefore, z∧ x = z ∗ (z∧ x) ≤ z ∗ x, and since we always
have z ∗ x ≤ z ∧ x, we have proved that (i) implies (ii). The
converse implication is trivial. �


Remark 1 As an immediate consequence of the above lemma,
one has that if z ∈ Idp (A), then, for each x, y inA, z ≤ x →
y iff z ∧ x ≤ y.

By a Gödel–Heyting chain (G-chain for short) we under-
stand a totally ordered setC with bottom 0 and top 1 endowed
with the BL-algebra structure given by the operations

x ∗ y = min(x, y), and x → y =
{

1 if x ≤ y

y if x > y
.

In the light of the above remark, we have that a BL-chain C
is a G-chain iff C = Idp (C).

Let u, v be idempotents of a BL-algebra A such that u ≤
v. It follows from Lemma 1 that the segment [u, v] := {x ∈
A | u ≤ x ≤ v} is closed under ∗. For all x, y in [u, v], define

x ⇒uv y := (v ∧ (x → y)) ∨ u.
With this notations, we have the following:

Theorem 2 Let A be a BL-algebra. If u, v ∈ Idp (A) are
such that u ≤ v, then the system 〈[u, v], ∗,⇒uv, u〉 is a BL-
algebra, that we shall denote by [u, v]A. Moreover one has
that Idp ([u, v]A) = Idp (A) ∩ [u, v].

A crucial notion to understand the structure of BL-chains
is the operation of ordinal sum, used to compose different
BL-chains to get new BL-chains.

Let 〈I,≤〉 be a chain, with least element 0 and largest
element 1. For each i ∈ I , let

i+ =
{

inf{j ∈ I : i < j}, if it exists;
i, otherwise.

Let {(Ci, ∗i ,→i ,⊥i ,�i )}i∈I be a family of BL-chains such
that �i = ⊥i+ . Then

⊔
i∈I
Ci =

(⋃
i∈I
Ci, ∗,→,⊥,�

)
(1)

where ⊥ = ⊥0, � = �1 and

x ∗ y = y ∗ x =
{
x ∗i y if x, y are in Ci,
x if x ∈ Ci, y ∈ Cj and i < j.

x → y =




�, if x, y ∈ Ci, and x ≤i y,

or x ∈ Ci, y ∈ Cj and i < j,

x →i y, if x, y ∈ Ci, and x > y

y, if x ∈ Ci, y ∈ Cj and i > j

is a BL-chain called ordinal sum of the family {Cα}α∈I .
If I = {0, . . . , n}, then we write C0 
 · · · 
 Cn in place

of
⊔
i≤n Ci .

Remark 2 In the above definition, if i = i+, then �i =
⊥i+ = ⊥i and Ci = {�i}. For instance, the real unit interval
[0, 1] considered as a G-chain is the ordinal sum

⊔
r∈[0,1]

Cr ,

where Cr = [r, r] = {r} for each r ∈ [0, 1].

Remark 3 IfC, C1, C2 are BL-chains such thatC = C1
C2,
then �1 = ⊥2 is an idempotent of C, and C1 = [⊥,�1]C ,
C=[�1,�]C . Moreover, if E = Idp (C), then C = ⊔

i∈E
[i, i+]C

Definition 1 A BL-chain C is called irreducible if there do
not exist BL-chains C1 and C2 having at least two elements
such that C = C1 
 C2.

It follows from Remark 3 that a BL-chain C is irreduc-
ible iff Idp (C) = {⊥,�}. Hence the standard MV-chain and
the standard �-chain are both irreducible. A G-chain C is
irreducible iff C has at most two elements. The following
example shows that there are other irreducible BL-chains.

Example 1 Let C = [0, 2] with its natural order as a subset
of R and endowed with the operations ∗ and → defined as
follows:

x ∗ y =




1 + (x − 1)(y − 1) if x, y ∈ (1, 2],
x if x∈ [0, 1] and y∈(1, 2],
(x + y − 1) ∨ 0 if x, y ∈ [0, 1].
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x → y =




2 if x ≤ y,

(y − 1/x − 1)+ 1 if x>y and x, y ∈ (1, 2],
y if x > y, x ∈ (1, 2]

and y ∈ [0, 1],
1 − x + y if x > y and x, y ∈ [0, 1].

It follows that 1 ∈ Idp (C) and C = [0, 1] 
 [1, 2], where
[0, 1] is the standard MV-chain and [1, 2] is a�-algebra (iso-
morphic to the standard�-chain). LetA := C \{1}. It is easy
to see that A is a subalgebra of C, and that Idp (A) = {0, 2}.

In the next section we are going to consider another prop-
erty that, together with irreducibility, will allow us to char-
acterize the standard MV and � chains.

3 Saturated BL-chains

A pair (X, Y ) is called a cut in a BL-chain C if the following
conditions hold:

(C1) X ∪ Y = C,
(C2) x ≤ y, for all x ∈ X and y ∈ Y ,
(C3) Y is closed under ∗, and
(C4) x ∗ y = x, for all x ∈ X and y ∈ Y .

Example 2 Let C be a BL-chain, u an idempotent of C such
that ⊥ ≤ u ≤ �, X = {x ∈ C | x < u}, X̄ = X ∪ {u},
Y = {x ∈ C | x > u} and Ȳ = Y ∪ {u}. Then (X̄, Ȳ ), (X, Ȳ )
and (X̄, Y ) are examples of cuts in C.

A proof of the next lemma can be found in [15].

Lemma 2 The following properties hold true for any cut
(X, Y ) in a BL-chain C:

(C5) If X ∩ Y 	= ∅, then X ∩ Y = {u}, where u is an
idempotent of C,

(C6) If x ∈ X and t ≤ x, then t ∈ X,
(C7) X is closed under ∗: if x, y are in X, then x ∗ y ∈ X,
(C8) If x ∈ X \ Y and y ∈ Y \X, then y → x = x.

�

LetA be the BL-chain considered in Example 1. It is easy

to see that ([0, 1), (1, 2]) is a cut inAwhich is not determined
by an idempotent ofA. This example motivates the following
definition.

Definition 2 A BL-chainC is called saturated if for each cut
(X, Y ) inC there is an idempotentu ∈ C such that x ≤ u ≤ y
for all x ∈ X and y ∈ Y .

A proof of the next lemma can be found in [9] (see also
[15]).

Lemma 3 If C is a saturated BL-chain and E = Idp (C) is
the set of idempotent elements for ∗, then:

(i) Any subset A ⊆ E has sup and inf in C, and both of
them belong to E.

(ii) For any c ∈ E there exists a greatest closed interval
[a, b] ⊆ E such that c ∈ [a, b].

(iii) For any α /∈ E there exists a closed interval [a, b] such
that α ∈ [a, b] and [a, b] ∩ E = {a, b}.

�

We will denote by I (E) = I (Idp (C)) the set of intervals

defined in (iii) of last lemma, that is I (E) = {[a, b] | a, b ∈
E, a ≤ b, (a, b) ∩ E = ∅}. Moreover, denote by G(E) the
set of proper (non singletons) intervals defined from (ii) and
let Eis = E \ (I (E) ∪G(E)), the subscript is coming from
isolated.

With this notation we have:

Corollary 1 Let C be a saturated BL-chain and 〈I,≤〉 be
the totally ordered set defined by

I = {a ∈ C | a ∈ Eis or ∃ b ∈ C s.t. [a, b] ∈ I (E) ∪G(E)},
and ≤ being the restriction of the chain order on I . For each
a ∈ I , letMa be either [a, a], if a ∈ Eis, or the corresponding
algebra [a, b]C for each [a, b] ∈ I (E) ∪ G(E), otherwise.
Then C = ⊔

a∈I
Ma , where

⊔
is as in Eq. 1.

The next example, borrowed from [9], shows thatEis may be
non-empty.

Example 3 Let, for each natural n ≤ 1, an = (1/2) −
(1/n) and bn = (1/2) + (1/n). Obviously, limn→∞ an =
limn→∞ bn = (1/2). Consider the BL-chain C on the real
unit interval [0, 1] defined as the following ordinal sum(⊔
n≥1

[an, an+1]C

)


[

1

2
,

1

2

]


(⊔
n≥1

[bn+1, bn]C

)

where [an, an+1]C and [bn+1, bn]C are either MV or prod-
uct chains. In this case, Eis = {1/2}, while G(E) = ∅ and
I (E) = {[an, an+1], [bn+1, bn] | n ≥ 1}.

It is clear that for each [a, b] ∈ G(E), [a, b]C is a G-
chain. By decomposing it into its irreducible components,
we have the following Hájek decomposition theorem of sat-
urated BL-chains [15, Theorem 4]:

Corollary 2 Each saturated BL-chain C is an ordinal sum
of saturated irreducible BL-chains. Namely, C = ⊔

α∈Idp (C)
[α, α+]C .

Notice that the decompositions given in Corollaries 1 and
2 coincide in the components from I (E) and Eis, but differ
in the components from G(E). Indeed, every component of
G(E) appears in Hájek decomposition as a sum of singletons,
corresponding to points that have no upper neighbor, and of
two element BL-chains corresponding to points with upper
neighbor. When [a, b] ∈ I (E), then [a, b]C is a saturated
an irreducible BL-chain. In the next section we are going to
investigate the structure of these chains.
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4 Saturated and irreducible BL-chains

Remark 4 Let a, b be elements of a BL-chain. If b → a =
a ≤ �, then b ∗ a = a. Indeed, a = a ∧ b = b ∗ (b → a) =
b ∗ a.

Given x, y, z elements of a BL-chainC, (x, y, z) is called
pathological triple provided the following conditions are
satisfied:

x ≤ z ≤ y

x ∗ y = x,

x ∗ z ≤ x,

z ∗ y ≤ z.

Lemma 4 [9, Theorem 3.1] A BL-chain cannot have patho-
logical triples.

Proof Suppose (x, y, z) is a pathological triple and let s =
x → x ∗ z. Note that s ≤ y (because s ≥ y would imply
s ∗ x ≥ y ∗ x = x ≥ x ∗ z, a contradiction). Moreover:

y → s = y → (x → x ∗ z) = (y ∗ x) → x ∗ z
= x → x ∗ z = s.

Hence, by Remark 4, one obtains that y ∗ s = s. On the other
hand, by residuation, z ≤ s. Therefore:

z = s ∧ z = s ∗ (s → z) = (y ∗ s) ∗ (s → z) = y ∗ z ≤ z,

a contradiction. �

From the above theorem and Lemmas 7 and 8 of [15] we

obtain:

Lemma 5 Each saturated and irreducible BL-chain satisfies
the following properties:

(i) x ∗ y = x implies y = � or x = ⊥,
(ii) x ∗ z = y ∗ z > ⊥ implies x = y.

We say that an element x > ⊥ of a BL-chain C is a
zero divisor provided that there is y ∈ C, y > ⊥ such that
x ∗ y = ⊥.

Lemma 6 If C is a saturated and irreducible BL-chain with
a zero divisor, then:

(i) All elements x ∈ C \ {⊥,�} are zero divisors,
(ii) ¬¬x = x for all x ∈ C.

Theorem 3 A saturated and irreducible BL-chain is either

(i) An MV-chain if it has a zero divisor, or
(ii) A �-chain, otherwise.

Proof Let C be an irreducible and saturated BL-chain. If C
has a zero divisor, then by Lemma 6 C is an MV-algebra.
Suppose now that C has no zero divisors. For each x ∈ C,
⊥ < x implies ¬x = ⊥, hence ¬x ∧ x = ⊥. Besides, if
⊥ < y ∈ C, then since

x ∗ (x → (x ∗ y)) = x ∧ (x ∗ y) = x ∗ y > ⊥,
(ii) of Lemma 5 and ¬¬x = � imply

¬¬x ∗ ((x → (x ∗ y) → y) = � ∗ � = �.
Hence C is a �-chain. �


From Corollary 1 and the above theorem we finally obtain
the structure of saturated BL-chains:

Theorem 4 Each saturated chain C can be written as

C =
⊔
i∈I
Mi,

where I is a bounded totally ordered set and eachMi is either
a G-chain, an MV-chain or a �-chain. �


Clearly, the above theorem is a far-reaching generaliza-
tion of the Mostert and Shields Theorem mentioned in the
Introduction.

Taking into account that all finite BL-chains are saturated
and that the only non-trivial finite�-chain is the two-element
chain {⊥,�} , we have the following:

Corollary 3 Any finite BL-chain is a finite ordinal sum of
MV and G-chains. �


Despite the fact that Theorem 4 applies only to saturated
BL-chains, it gives information on the structure of BL-chains
in general, due to the following theorem, announced in [15,
Theorem 3]. For the reader convenience we sketch a proof.

Theorem 5 Each BL-chainC can be isomorphically embed-
ded into a saturated BL-chain C̄. Moreover, C is dense in C̄,
i.e., for any two new idempotents u ≤ u′ in C̄ \C, there is an
x ∈ C such that u ≤ x ≤ u′.

Proof Let C be a BL-chain and S be the set of all non-satu-
rated cuts of C. For each α ∈ S, the upper part of α will be
denoted by α+, and the lower part, by α−. On C̄ = C ∪ S
define the binary relation � by the following rules, where ≤
denotes the order relation on C, and x, y are elements of C̄:

x � y iff



x, y are both in C and x ≤ y,

x, y are both in S and x− ⊂ y−,
x ∈ C, y ∈ S and x ∈ y−,
x ∈ S, y ∈ C and y ∈ x+.

It follows that � is a total order on C̄, bounded by ⊥C and
�C . Extend the operations ∗ and → from C to C̄ as follows,
where x ∈ C̄, α ∈ S and c ∈ C:

α ∗ x = x ∗ α = min(α, x),

where min is with respect to the total order �,

α → x =
{

� if α � x,

x if α � x.

c → α =
{

� if c ∈ α−,
α if c ∈ α+.

It can be shown that with these operations C̄ becomes a BL-
chain. We are going to prove that it is saturated. Let ᾱ be a
cut in C̄. It is clear that α = ᾱ ∩ C is a cut in C, and, more-
over, that α+ = ᾱ+ ∩ C and α− = ᾱ− ∩ C. We have two
possibilities:
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(i) α is determined by an idempotent u ∈ C,
(ii) α ∈ S.

In case (i) ᾱ is determined by u, and in case (ii) ᾱ is deter-
mined by α, which is an idempotent in C̄. Indeed, suppose
we are in case (i), and let x ∈ ᾱ+. If x ∈ C, then x ∈ α+ and
hence u � x. Let x = β ∈ S and suppose (absurdum hypoth-
esis) that u ∈ β+. Since β ∈ S, there is b ∈ β+ such that
b ≤ u. Then b ∈ α− ⊆ ᾱ− andβ ≺ b, a contradiction. Hence
if x ∈ ᾱ+ then x � u. Dual arguments show that x ∈ ᾱ−
implies that x � u. Therefore ᾱ is determined by u. Suppose
now that we are in case (ii), and let x ∈ ᾱ+. If x ∈ C, then
x ∈ α+ and consequently, α ≺ x. Let x = β ∈ S and sup-
pose (absurdum hypothesis) that β− ⊂ α−. If a ∈ α− \ β−,
then a ∈ ᾱ and a ∈ β+, i.e., β ≺ a. This contradiction
shows that x ∈ ᾱ+ implies x � α. Dual arguments show that
ᾱ is determined by α. Consequently, we have shown that C̄
is saturated. By construction, C is isomorphically embedded
in C̄, and the density condition is satisfied. �


Note that if a BL-chainC is not MV,� or G, thenC con-
tains a closed segment [α, β] such that α, β are idempotents
in C, (α, β) ⊂ C, C \ ((α, β)∪ {0, 1}) 	= ∅ and [α, β]C is an
MV or a product chain.

5 Partial embeddings

Let A, B be BL-chains, and let S be a finite subset of A
such that {⊥,�} ⊆ S. A partial embedding of A into B with
domain S is a function f : S → B that fulfills the following
conditions, where x, y, z denote elements of S:

PE1 x ≤ y iff f (x) ≤ f (y),
PE2 x ∗ y = z implies f (x) ∗ f (y) = f (z),
PE3 x → y = z implies f (x) → f (y) = f (z),
PE4 f (⊥) = ⊥, f (�) = �.

We say that a BL-chain A is partially embeddable in a BL-
chain C provided that each finite subset of A containing ⊥
and � is the domain of a partial embedding of A into C.
We say that A is partially embeddable in a family {Ci}i∈I of
BL-chains provided that each finite subset ofA containing ⊥
and � is the domain of a partial embedding of A into Ci , for
some i ∈ I .

Lemma 7 Let A be a BL-chain partially embeddable in the
family {Bi}i∈I of BL-chains. If a BL-equation fails inA, then
there is i ∈ I such that the equation also fails in Bi .

Proof Suppose that an equation does not hold in A. We can
safely assume that the equation is of the form τ(x1, . . . , xn)=
�, where τ is a BL-term in the variables x1, ..., xn (see foot-
note 1). Then there are elements a1, . . . , an in A such that
τA(a1, . . . , an) < �. Let S be the set formed by all sub-
terms of τ evaluated in A by assigning the value ai to the
variable xi , i = 1, . . . , n, together with ⊥ and �. There is
i ∈ I such that S is the domain of a partial embedding f of
A into Bi . By induction on the complexity of terms, we can
prove that for each subterm σ(x1, . . . , xn) of τ(x1, . . . , xn)

we have that f (σA(a1, . . . , an)) = σBi (f (a1), . . . , f (an)).
Hence taking into account PE1 and PE4 we can conclude
that τBi (f (a1), . . . , f (an)) = f (τA(a1, . . . , an)) < �. �


By an o-group we shall understand an abelian group
〈G,+,−, 0〉 endowed with a total order relation ≤ that is
compatible with addition; in other words, ≤ has the follow-
ing translation invariance property, for all x, y, t in G: if
x ≤ y then t + x ≤ t + y. The sets G+ = {x ∈ G : 0 ≤ x}
and G− = {x ∈ G : x ≤ 0} are called, respectively, the
positive cone and the negative cone of G. We denote by R
the additive group of real numbers with the usual order. The
following result is well known.An elementary self-contained
proof can be found in [7]:

Theorem 6 Let G be an o-group. For each finite subset S
of G there is a function f : S → R fulfilling the following
properties, where a, b, c denote arbitrary elements of S:

PG1 a ≤ b iff f (a) ≤ f (b),
PG2 a + b = c iff f (a)+ f (b) = f (c),
PG3 If 0 ∈ S, then f (0) = 0,
PG4 b = −a iff f (b) = −f (a).

Let G be an o-group. If 0 < u ∈ G, then the segment
[0, u] = {x ∈ G : 0 ≤ u} becomes an MV-chain under the
operations x ∗y = max(0, x+y−u), x → y = min(u, u−
x+y) and ⊥ = 0. This MV-chain will be denoted by �(G, u).
Chang [6] showed that for every MV-chain C there is an
o-group G and 0 < u ∈ G such that C is isomorphic to
�(G, u) (see [8, Chapt. 2] and the references given there for
a far reaching extension of this result). Note that the standard
MV-chain coincides with �(R, 1).

Theorem 7 Every MV-chain C is partially embeddable in
the standard MV-chain.

Proof There is an o-group G and 0 < u ∈ G such that C
is isomorphic to �(G, u). Hence, to simplify the notations,
we suppose that S = {0 = a0, a1, . . . , an−1, an = u} ⊆ G.
Let S+ = {ai + aj : 0 ≤ i, j ≤ n}. Since 0 = a0, we have
that S ⊆ S+. By Theorem 6, there is a function f : S+ → R
satisfying properties PG1 – PG4. Let g denote the restric-
tion of f to S. We shall prove that h = (1/g(u))g is a partial
embedding ofC into �(R, 1). Since propertiesPE1 andPE4
obviously hold, we need to prove conditions PE2 and PE3.
Suppose ai ∗ aj = ak . If k > 0, then ai + aj − u = ak , i.e.,
ai +aj = u+ak . Since ai, aj , ak, u = an, ai +aj and u+ak
are in S+, we have that f (ai) + f (aj ) = f (ai + aj ) and
f (u)+ f (ak) = f (u+ ak). Therefore h(ai)+ h(aj )− 1 =
h(ak), i.e., h(ai) ∗ h(aj ) = h(ak). Suppose now that k = 0.
Then ai + aj ≤ u and f (ai)+ f (aj ) = f (ai + aj ) ≤ f (u).
Hence h(ai)∗h(aj ) = 0. This shows that h satisfies property
PE2. Suppose ai → aj = ak . If k = n, then ai ≤ aj . Hence
f (ai) ≤ f (aj ) and h(ai) → h(aj ) = 1. If k < n, then
u − ai + aj = ak , i. e., u + aj = ai + ak . This implies that
f (u)+ f (aj ) = f (u+ aj ) = f (ai + ak) = f (ai)+ f (ak).
Therefore h(ai) → h(aj ) = h(ak), and we have shown that
h also satisfies PE3. �
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Taking into account Lemma 7, from the above theorem
we obtain Chang’s completeness theorem for MV-algebras
[6]:

Corollary 4 An equation holds in all MV-algebras iff it holds
in the standard MV-chain. �


Let G be an o-group and ⊥ be an element not belonging
toG. On the setG− ∪{⊥} define the binary operations ∗ and
→ as follows:

x ∗ y =
{
x + y if x, y ∈ G−,
⊥ otherwise,

and

x → y =




min(0, y − x) if x, y ∈ G−,
0 if x = ⊥,
⊥ if x ∈ G− and y = ⊥.

It is easy to check that 〈G∪{⊥}, ∗,→,⊥, 0〉 is a�-algebra,
that will be denoted by �(G). It is shown in [16] (see [10]
for a more general result) that given a�-chain C, there is an
o-groupG, unique up to isomorphisms, such thatC is isomor-
phic to �(G). Notice that the functionf : [0, 1] → R−∪{∞}
be defined by:

f (x) =
{

log(x) if x > 0,
∞ if x = 0,

is an isomorphism from the standard �-chain onto the �-
chain �(R).

Theorem 8 Every �-chain C is partially embeddable into
the standard �-chain.

Proof Without loosing generality, we can assume that C =
�(G) for some o-groupG. Moreover, it is sufficient to prove
that �(G) is partially embeddable into �(R). Let S = {⊥ =
a0, a1, . . . , an = 0} ⊆ G− ∪ {⊥}, and suppose that ai < aj
for 0 ≤ i < j ≤ n.TakeS ′ = {a1, . . . , an,−an−1, . . . ,−a1}.
By Theorem 6 there is a function f : S ′ → R satisfying prop-
erties PG1 – PG4. Define g : S → �(R) as follows:

g(x) =
{
f (x) if x ∈ S \ {⊥},
∞ if x = ⊥.

It follows immediately from the definition of the operations
that ai+aj = ak implies g(ai)+g(aj ) = g(ak), for i, j, k =
0, . . . , n. If ai → aj = an, then ai ≤ aj . Hence g(ai) ≤
g(aj ) and g(ai) → g(aj ) = 0 = g(an). Suppose that ai →
aj = ak , with 0 < k < n. Then i > 0, j > 0 and aj −
ai = ak . Since −ai ∈ S ′, f (aj ) − f (ai) = f (ak), and
then g(ai) → g(aj ) = g(ak). Finally, suppose that ai →
aj = a0. In this case i > 0 and j = 0. Hence we also have
g(ai) → g(aj ) = g(ak). �

Corollary 5 ([16]) An equation holds in all �-algebras iff
it holds in the standard �-chain.

The next result, stated for further reference, is obvious.

Lemma 8 Every G-chain is partially embeddable into the
standard G-chain. �


6 Standard completeness

Theorem 9 Every BL-chainC is partially embeddable in the
family of all t-algebras.

Proof By Theorem 5 we can assume thatC is a saturated BL-
chain, and hence, by Theorem 4 that C = ⊔

i∈I Mi , where
I is a bounded totally ordered set and each Mi is either a
G-chain, an MV-chain or a�-chain. If S is a nonempty finite
subset of C, then there is a finite subset {i0, i1, . . . , in} ⊆ I
such that S ⊆ ⋃

k≤n Mik with ⊥Mi0 = ⊥C . For every k ≤ n
there are ak, bk ∈ C such that Mik = [ak, bk]C , thus we
define Sk = S ∩ (ak, bk), k ≤ n, and Sn+1 = S \⋃k≤n Sk .
Let 0 = r0 < s0 ≤ r1 < s1 ≤ · · · ≤ rn < sn = 1 be rational
numbers such that rk = sk+1 iff ak = bk + 1, and

[0, 1] =
⋃
k≤n

[rk, sk] ∪
⋃
k<n

[sk, rk+1].

PutE = Idp(C). If either [ak, bk]C ∈ G(E) or ak = bk , then
endow the segment [rk, sk] with a BL-algebra structure iso-
morphic to the standard G-chain. If [ak, bk]C is an MV-alge-
bra or a �-algebra, make [rk, sk] isomorphic to the standard
MV-chain or the standard�-chain, respectively. Ifbk < ak+1,
make [sk, rk+1] isomorphic to the standard G-chain. Let TC
be the t-algebra ordinal sum of these segments (disregarding
the segments [sk, rk+1] when sk = rk+1). If Sk 	= ∅, then, by
Lemmas 7, 8, there is a partial embedding fk : Sk → [rk, sk].
The function fn+1 : Sn+1 → [0, 1] such that fn+1(ak) = rk
for ak ∈ Sn+1 and fn+1(bk) = sk for bk ∈ Sn+1 gives a
partial embedding of Sn+1 into TC . Therefore the function
g : S → [0, 1] defined by g(x) = fi(x) for x ∈ Si , i =
0, . . . , n+1 defines a partial embedding of S into the t-alge-
bra TC . �

Corollary 6 An equation holds in all BL-algebras iff it holds
in all t-algebras. �

Remark 5 Despite the fact that t-algebras are built from G-
chains, MV-chains and �-chains, the variety generated by
G-algebras, MV-algebras and �-algebras is a proper sub-
variety of the variety of BL-algebras, characterized by the
equation (see [9]).

(x → x ∗ y)
→ [(x → ⊥) ∨ y ∨ ((x → x ∗ x) ∧ (y → y ∗ y))] =�

Appendix: Hoop decompositions of BL-algebras

As already noted, the decomposition given in Theorem 4 ap-
plies only to saturated BL-chains. This is due to the require-
ments that each componentMi of the ordinal sum

⊔
i∈I Mi be

a BL-chain, hence having bottom and top elements, and that
the top element ofMi be less or equal than the bottom element
ofMj for i < j . By relaxing these requirements Aglianò and
Montagna [1] gave a decomposition which applies to arbi-
trary BL-chains. The building blocks of their decomposition
are basic hoops (also known as generalized BL-algebras [4,
5,11,12]). Basic hoops are obtained from BL-algebras by
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deleting the necessity of having a bottom element. Given a
totally ordered set I and a family {Ai}i∈I of basic hoops, the
ordinal sum

⊕
i∈I Ai is defined in a similar way as we defined

ordinal sums of BL-chains in Sect. 2, with the main differ-
ence that it must have a top element which is the common top
element of all the components Ai . The ordinal sum is a BL-
algebra iff I has a bottom element i0 andAi0 is a BL-algebra,
i.e.,Ai0 has a bottom element. We refer to Montagna’s contri-
bution [17] in the present volume for the precise definitions
and details. The sum irreducible basic hoops are the totally
ordered Wajsberg hoops.

There are two classes of totally ordered Wajsberg hoops:
cancellative Wajsberg hoops and bounded Wajsberg hoops.
Given a�-chain C, the set C+ = {x ∈ C : x > ⊥}, with the
operations ∗ and → inherited fromC, becomes a cancellative
Wajsberg hoop, and all totally ordered cancellative Wajsberg
hoops can be obtained in this way. Bounded Wajsberg hoops
coincide with MV-algebras. Hence all MV-chains (and, in
particular, the two-element boolean algebra) are sum irreduc-
ible according to both, Hájek and Aglianò–Montagna defini-
tions. But the�-chains are irreducible according to Hájek and
reducible according toAglianò–Montagna, because it follows
from their definition that every�-chain C is the ordinal sum
of the two-element boolean algebra and the cancellative Wa-
jsberg hoop C+. The two-element boolean algebra is a sum
irreducible G-chain according to both definitions. Accord-
ing to Aglianò–Montagna definition, each nontrivial G-chain
is an ordinal sum of two-element boolean algebras, in con-
trast, according to Hájek definition, it can be considered as
an ordinal sum of singletons. Moreover, the components of
Aglianò–Montagna decomposition of a BL-chain C are sub-
hoops of C, but the components of Hájek decomposition in
general are not substructures ofC. For instance, the BL-chain
A considered in Example 1, that is irreducible in the sense of
Hájek, according to Aglianò–Montagna is the ordinal sum of
the standard MV-chain and the Wajsberg hoop obtained by
deleting 0 from the standard �-chain.

Since totally ordered cancellative hoops are precisely the
negative cones of totally ordered abelian groups, the Standard
Completeness Theorem for Basic Logic can be proved from
Aglianò–Montagna decomposition of BL-chains following
lines similar to those of the proof of Theorem 9.

Some applications of the decomposition of BL-chains
in ordinal sums of totally ordered Wajsberg hoops are men-
tioned in [17]. For instance, it is shown that the variety of
BL-algebras is generated by a BL-chain which is the ordinal
sum of infinitely many copies of the standard MV-chain.

We close this paper recalling the following result from
[4], that plays a fundamental role to describe free algebras
in varieties of BL-algebras generated by a BL-chain. Given
a BL-chain C, MV (C) = {x ∈ C : ¬¬x = x} is an MV-
chain, and D(C) = {x ∈ C : ¬¬x = �} is a totally ordered
basic hoop. Every nontrivial BL-chain C is the ordinal sum,
in the sense of Aglianò–Montagna, of MV (C) and D(C).
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