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Abstract

Conflicting evidence and fuzzy evidence have a significant impact on the results of evidence com-

bination in the application of evidence theory. However, the existing weight assignment methods

can hardly reflect the significant influence of fuzzy evidence on the combination results. There-

fore, a new method for assigning evidence weights and the corresponding combination rule are

proposed. The proposed weight assignment method strengthens the consideration of fuzzy evi-

dence and introduces the Wasserstein distance to compute the clarity degree of evidence which

is an important reference index for weight assignment in the proposed combination rule and can

weaken the effect of ambiguous evidence effectively. In the experiments, it’s firstly verified that

the impact of fuzzy evidence on the combination results is significant; therefore it should be

fully considered in the weight assignment process. Then, the proposed combination rule with new

weight assignment method is tested on a set of numerical arithmetic and Iris datasets. Com-

pared with four existing methods, the results show that the proposed method has higher decision

accuracy, F1 score, better computational convergence, and more reliable fusion results as well.

Keywords: D-S evidence theory, Evidence combination, Weight assignment, Conflicting evidence, Fuzzy
evidence

1 Introduction

Evidence theory (Dempster, 1967; Shafer, 1976) is

an information fusion approach formally proposed

by Dempster in 1967 and then further refined and

popularized by his student Shafer, also known as

DEMPSTER-SHAFER (D-S) evidence theory. D-

S evidence theory extends the basic event space in

traditional probability theory into the power set

space of basic events, and establishes the Basic

Probability Assignment function (BPA) and evi-

dence combination rule. Evidence theory has a

stronger fusion ability in dealing with uncertain

information and can make decisions on conflict-

ing and fuzzy evidence without prior knowledge.
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It is closer to human thinking habit in solving the

uncertainty measurement of multi-source informa-

tion, and its reasoning mechanism is relatively

simple. At present, evidence theory has been used

in many fields, e. g., military command (Xu et al,

2018), target tracking (Gruyer et al, 2016), state

recognition (Huang et al, 2018), image processing

(Lian et al, 2019), fault diagnosis (Wang et al,

2019b; Zhang and Deng, 2020), intelligent deci-

sion making (Fei et al, 2019; Ma et al, 2019), and

medical diagnosis (Zhou et al, 2020). However,

in practical application, because the data comes

from multiple information sources and is affected

by uncertain environmental factors, there is usu-

ally highly uncertain evidence in the data sample.

Uncertain evidence is mainly divided into conflict

evidence (Zadeh, 1984, 1986) (the target that the

evidence points to is obviously discordant) and

fuzzy evidence Dubois and Prade (1985) (which

does not clearly point to a clear target), as shown

in Figure 1. If the evidence involved in the fusion

contains high uncertainty, the D-S evidence com-

bination rule may draw a conclusion contrary to

the actual situation (Zadeh, 1984).

Fig. 1 Uncertain Evidence in Evidence Theory.

To solve the above defects in the evidence

theory combination rule, researchers put forward

many improvement methods to adapt to the exis-

tence of highly uncertain evidence and improve

the accuracy of decision-making. The first method

is to modify the classical Dempster combination

rule framework. Such methods researchers believe

that the normalization operation of the original

combination rules is unreasonable, so it should be

focused on how to allocate and resolve conflicts.

These researches can be divided into the follow-

ing categories according to their different ideas:

conflict redistribution based on unified reliabil-

ity function model (Yager, 1987; Deng and Shi,

2003), fusion rules based on set attribute rela-

tions (Xu et al, 2004), allocation method involving

conflict between focal element based on local

conflicts (Wang et al, 2001, 2019a) and combina-

tion rules based on open recognition framework

(Smets, 1990; Xu et al, 2008). The second method

is to correct evidence sources before combination.

These researchers believe that the main reasons

affecting the decision-making results are the con-

flicting and high-degree fuzziness of evidence, and

the focus of this problem is how to determine

the weight of evidence by the uncertainty mea-

surement (Han et al, 2011). The specific process

of this kind of method is to preprocess the evi-

dence using weight firstly, and then combine the

processed evidence according to the Dempster

combination rule. There are also two branches of
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such kind of methods, i. e., the weighted aver-

age correction method (Murphy, 2000; Sun et al,

2020; Chen et al, 2021) and the discount coeffi-

cient method (Jousselme et al, 2001; Lefèvre and

Elouedi, 2013; Song et al, 2014; Hu et al, 2016; Xue

et al, 2021; Xu and Deng, 2018). Compared with

modifying the combination rule framework, such

method retains the excellent mathematical prop-

erties of D-S evidence theory, and more effectively

solve the problems caused by conflicting evidence

and fuzzy evidence in combination, therefore it

has better practical application value. Obviously,

the decision-making result of the second method

is greatly influenced by the weight of evidence,

so how to measure the uncertainty of evidence

accurately and assign the weight reasonably is the

focus and difficulty of such researches. At present,

the uncertainty measurement (Xiao, 2021a) of evi-

dence mainly involves the conflicting measurement

(indicated by conflict degree or credibility degree)

for conflicting evidence, and ambiguity measure-

ment (indicated by ambiguity degree or clarity

degree) for fuzzy evidence, as shown in Figure 2.

Previous studies tend to pay more attention to

the conflict of evidence, while ignore or underesti-

mate fuzzy evidence’s impact on decision-making

results. However, the probability of fuzzy evidence

is usually higher than that of conflicting evidence

in real situation. Meanwhile, the impact of fuzzy

evidence on the final decision is no less than that

of conflicting evidence.

Fig. 2 Uncertainty measure in evidence theory

Therefore, in view of the shortcomings of exist-

ing schemes, by considering the characteristics of

actual evidence, a new evidence weight assign-

ment method and the combination rule based on

it are presented in this paper. The method uses

the Wasserstein distance to calculate the clarity

degree of evidence, fusing the credibility degree

of evidence based on the Jousselme distance and

Sort-Factor to calculate the weight of evidence and

realize the modification of evidence. Sequencely,

the modified evidence is combined N − 1 times by

using the Dempster combination formula to get

the final result.

The rest of this paper is assigned as follows.

Section 2 introduces the related work. Section

3 describes the terms and formulas used in the

paper. The proposed method is presented in

Section 4. And in Section 5, the experimental

results to compare the performance of the pre-

sented method with the other four methods are

analyzed and summarized. At last, Section 6 sum-

marizes and discusses our method and outlines the

future research directions.
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2 Relate work

One of the main bases of evidence weight assign-

ment is the conflict measurement to the evi-

dence. Some scholars measure the evidence con-

flict by directly calculating the conflict degree

of it. Wei (2011) introduced the K-L (Kullback-

Leibler) divergence and proposed a new method

to combine conflict evidence. Similarly, Li et al

(2014) used K-L divergence instead of the tradi-

tional D-S conflict coefficient K to characterize

the conflict degree of evidence in the system, and

optimized the scope of application and conver-

gence performance of D-S evidence theory. But

the K-L divergence does not satisfy the sym-

metry and Triangle inequality of the distance.

Xiao (2020b) used a new reinforced belief diver-

gence measure (RB) to measure the difference

between BPAs. Li et al (2020) and Fu et al (2021)

introduced Hellinger distance and belief Coulomb

force to measure the conflict degree of evidence,

respectively. Some other scholars use the indirect

method to measure the conflict degree of evidence,

which is generally done by first measuring the

similarity between evidence through a distance

function and then converting it into credibility.

Considering that different distance functions have

different effects in describing the credibility of evi-

dence, Lin et al (2016) proposed a combination

method based on Mahalanobis distance function,

however, Mahalanobis distance function requires

computing the covariance of matrix, which is not

suitable for large-scale data processing. Ye et al

(2017) proposed a combination method based on

the Lance distance function, but it did not take

into account the ambiguity measure of evidence.

Zhao et al (2013) used closeness degree to mea-

sure the credibility of evidence and Lei and Sheng

(2021) optimized the credibility later. Jousselme

et al (2001) and Zhang et al (2020) measured the

credibility degree of evidence by calculating the

Jousselme distance function, taking into account

the number of elements in each hypothesis, which

can effectively make use of the global information

of each piece of evidence. On this basis, Wang

et al (2019a, 2018) considered the size sequence

characteristics of the BPA values within each evi-

dence body, and used a sort-factor to modify the

credibility degree calculated based on the Jous-

selme distance function, making the measure of

the conflict degree more accurate and reasonable.

Therefore, this paper also used the Jousselme dis-

tance function and the Sort-Factor to calculate the

credibility degree of evidence.

Another factor that cannot be ignored in the

assignment of evidence weight is the ambigu-

ity degree (or clarity degree) of evidence. Some

scholars use entropy to directly calculate the ambi-

guity degree of evidence (Rényi, 1961; Deng, 2016,

2020b; Cao et al, 2020; Ni et al, 2020; Luo and

Deng, 2020). Deng entropy (Deng, 2016, 2020a;
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Song and Deng, 2021) is representative, which can

be used in many fields, such as fuzzy multi-criteria

decision-making (Xiao, 2020a). At the same time,

some scholars measure the ambiguity degree of

evidence from the perspective of generalized infor-

mation quality (Xiao, 2021b); and other scholars

measure the ambiguity degree of evidence from

the perspective of divergence (Xiao, 2020b). For

example, Xiao (2019) extended the classic Jensen-

Shannon (JS) divergence to the belief function,

however, the relationship between the focus ele-

ments was not considered in the method. Then,

Xiao (2020b) proposed a new method of belief

function divergence to measure the ambiguity

degree of evidence. However, in the process of

ambiguity degree calculation, the existing meth-

ods generally have such problems as complicated

calculation and insufficient use of the information

in the body of evidence. Besides, in the process

of weight assignment, the researchers usually pay

less attention to the ambiguity measurement than

conflicting measurement. Therefore, the current

weight calculation is mainly based on the con-

flict degree, without sufficient consideration of the

ambiguity degree. In our research, the significant

effect on the evidence weight of the ambiguity

is firstly verified through test and then a new

attempt of the ambiguity measurement and the

combination rules based on it is presented. In our

scheme, the clarity degree of evidence is computed

and used to measure the ambiguity indirectly.

3 Preliminaries

3.1 Basis of D-S evidence theory

D-S evidence theory is a powerful decision-making

tool to reasonably describe unknown information

and effectively deal with uncertain information. It

mainly selects the values in the interval [0, 1] com-

posed of two basic concepts: reliability function

and plausibility function as the evidence collected

by the decision-maker in the sensors, and uses

the Dempster combination rule to fuse the basic

probability assignment functions generated by dif-

ferent evidences. D-S evidence theory defines such

basic concepts as the identification framework Θ

and Basic probability assignment (BPA) function

to describe uncertainty problems. The informa-

tion combination process of D-S evidence theory

is shown in Figure 3.

Fig. 3 Basic framework of information combination based
on D-S evidence theory

3.1.1 Frame of discernment

The D-S evidence theory is built on a finite,

nonempty and exclusive set, which is called the
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identification framework and denoted by Θ. The

framework consists of n elements that are mutu-

ally exclusive. The discernment frame can be

expressed as follows:

Θ = {A1, A2, · · · , An} (1)

where Ai is called an event or element of the

discernment frame Θ.

Ω ={∅, {A1}, {A2}, · · · , {An}, {A1, A2},

{A1, A3}, · · · ,Θ}

(2)

where ∅ is an empty set.

3.1.2 Basic probability assignment

The basic probability assignment (BPA) function

m denotes the mapping from a set Ω to [0, 1] . A

denotes any subset of the discernment frame Θ ,

A ⊆ Θ, satisfying the following conditions:















m(∅) = 0,

∑

A⊆Θ

m(A) = 1.
(3)

When m(A) > 0, A is the focal element of

evidence.

3.1.3 Dempster combination rule

Assuming that m1,m2, · · · ,mn are the n BPA

functions under the same discernment framework

Θ, where the focal element is denoted as Ai(i =

1, 2, · · · , N), then the Dempster combination rule

is:

m(A) =















∑

∩Ai=A

∏

1≤i≤Nmi(Ai)

1−K
, A 6= ∅

0. A = ∅

(4)

where the conflict coefficient is K =

∑

∩Ai=∅

∏

1≤i≤N mi(Ai).

3.2 Credibility degree and

ambiguity degree of evidence

3.2.1 Credibility degree of evidence

The credibility degree of evidence can be described

by the evidence similarity calculated by the dis-

tance function formula. Wang et al (2017) pro-

posed the three conditions that the evidence

similarity function should meet: nonnegativity,

disorder and triangulation. Among them, non-

negative represents that the similarity result is

always positive; the disordered representative cal-

culation results should be independent of the

parameter order; the triangularity represents that

the indirect similarity needs to be larger than

the direct similarity to satisfy the compactness

of the value domain. Based on the above proper-

ties, many scholars have proposed some formulas

to calculate the similarity between evidence and

described the credibility degree of the evidence

according to it. The calculation method of the
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credibility degree used in this paper is proposed

by Wang et al (2019a), where the initial credi-

bility degree is derived by firstly calculating the

similarity of the evidence based on the Jousselme

distance function, and then modifying the initial

credibility degree based on the Sort-Factor of the

evidence., in which the evidence similarity is firstly

calculated and defined as follows:

sim(mi,mj) = 1− di,j

= 1−

√

1

2
(mi −mj)TD(mi −mj)

(5)

Define the initial credibility of the evidence

based on the similarity of the evidence as follows:

Cred′(mi) =
∑

mj∈m; mj 6=mi

sim(mj ,mi) (6)

where ms is the set of evidence involved in com-

bination. All the evidence in ms must be in the

same discrimination framework as m. The credi-

bility of the evidence is the overall representation

of its similarity. The higher the sum of the simi-

larity of the evidence with others, the higher its

credibility is.

The modified credibility degree formula with

the Sort-Factor is as follows:

Cred(mi) =
SortFactor(mi) ∗ Cred′(mi)

∑

mi∈mSortFactor(mj) ∗ Cred′(mj)

(7)

where SortFactor(mi) represents the Sort-Factor

corresponding to the evidence mi.

By using the Jousselme distance and Sort-

Factor to measure the credibility degree of evi-

dence, we can measure the conflict degree of evi-

dence more accurately, considering the correlation

between evidence and the amount of information

in the evidence body.

3.2.2 Ambiguity degree of evidence

The evidence in the evidence body space is often

described in ambiguous language, so it is diffi-

cult to make a decision directly. We call this

kind of ambiguous and fuzzy information as fuzzy

evidence. Assuming the frame of discernment

Θ = {A,B,C}, m1:m1(A) = 0.1, m1(B) =

0.3,m1(C) = 0.2,m1(AB) = 0.4. Evidence like

m1, which does not explicitly state the target

category, is a piece of fuzzy evidence. The pro-

cess of measuring the degree of evidence ambi-

guity in D-S evidence theory is called Ambiguity

Measure (AM) (Deng, 2020b), in which infor-

mation entropy is used to measure ambiguity of

evidence directly. The widely used information

entropies are the classical Shannon entropy and

Dun entropy, which are calculated as follows:

Shannon entropy
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En(mi) = −
∑

A∈Ω
mi(A) log2 mi(A) (8)

where Ω represents the power set space of the

frame of discernment, A represents a focus element

in the frame of discrimination, mi(A) represents

the value of the focus element A corresponding to

the evidence body mi.

Deng entropy

En(mi) = −
∑

A∈Ω
mi(A) log2

mi(A)

2|A| − 1
(9)

where |A| represents the number of elements in

the focus element.

3.3 Assignment of evidence weight

The weight of evidence is comprehensively deter-

mined by the degree of conflict and ambiguity of

evidence. At present, there are two formulas to

obtain the weight.

The first one is the direct multiplication

of credibility degree and information entropy (Li

and Xiao, 2020; Wang et al, 2021), which can be

expressed as:

w(mi) =
Cred(mi) ∗ En(mi)

∑

jCred(mj) ∗ En(mj)
(10)

where En(mi) represents the information entropy

of the evidence. The fusion formula reflects that

the larger the information entropy, the higher the

uncertainty is and thus the higher the weight is.

This is actually unconventional. We have found

the negative correlation between uncertainty and

evidence weight through experiments, as detailed

in Section 5.1.

The second one is the exponential fusion of

credibility degree and information entropy indices

(Wang et al, 2019a; Han et al, 2011), which can

be expressed as:

w(mi) =
Cred(mi) ∗ En(mi)

−∆Cred(mi)

∑

jCred(mj) ∗ En(mj)−∆Cred(mj)

(11)

∆Cred(mi) = Cred(mi)−
1

n

∑n

j=1
Cred(mj)

(12)

where ∆Cred(mi) denotes the difference between

the credibility degree of evidence mi and the aver-

age credibility degree. This method simply takes

ambiguity degree of evidence as the modification

range of credibility degree, enhancing the weights

above the average credibility degree and weaken-

ing the weights below it. The larger the ambiguity

degree is, the smaller the modification range is.

Accordingly, the smaller the ambiguity degree is,

the larger the modification range is. However,
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this method ignores the importance of ambiguity

measure to decision-making results.

3.4 Wasserstein Distance

The idea of Wasserstein distance is derived

from optimal transport theory (Villani, 2009).

In DataBase systems and Logic Programming

(DBLP), it’s shown that the study of Wasser-

stein distance has been blown up since 2017. At

present, it exists as an important indicator of the

independence of statistical variables in informa-

tion theory. The Wasserstein distance measures

the distance between two variables in terms of

probability distribution (Shen et al, 2018). This

distance is defined on the metric space (M,ρ),

with ρ(x, y) denoting the distance function of two

samples x and y in the setM . The Wasserstein dis-

tance between two continuous distributions P1(x)

and P2(y) is defined as follows:

Wp(P1, P2) =

(

inf
u∈Γ(P1,P2)

∫

ρ(x, y)p du(x, y)

)
1

p

(13)

where Γ(P1, P2) is the set of all joint distributions

with P1(x) and P1(y) as marginal distributions

within the set M × M , and inf represents the

infimum of the expression.

The greatest advantage of the Wasserstein dis-

tance is that when two distributions do not inter-

sect or when the intersection is very small, it can

still reflect the proximity of the two distributions.

Calculating the distance by Wasserstein distance

between evidences in evidence theory can more

appropriately reflect the degree of discord between

evidences collected in uncertain environment.

When the system discrimination framework is

Θ = A1, A2, · · · , An, and there are N pieces of

evidence E1, E2, · · · , EN in the system, the corre-

sponding m functions are m1,m2, · · · ,mN , where

mi = {mi(A1),mi (A2), · · · ,mi(An)}. Assum-

ing that two of the evidences are Ei, Ej , the

Wasserstein distance between the evidences Ei, Ej

is:

W (Ei, Ej) = inf
γ∼

∏
(Ei,Ej)

E(x,y)∼γ [‖x− y‖] (14)

where W (Ei, Ej) denotes the difference of prob-

ability distribution between Ei, Ej , i.e., the dis-

tance between the two evidences. And the discrim-

ination frame contains n elements, where the value

of γ takes a range of (2n − 1)2.

4 Proposed method

On the basis of effectively measuring the degree

of evidence conflict, we studied the influence of

the ambiguity degree of evidence on the weight

and proposed a new weight assignment method to

effectively reduce the effect of fuzzy evidence. The

specific architecture of the evidence combination
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based on this weight assignment way is shown in

Figure 4.

Fig. 4 The flow chart of evidence combination in this
paper

Firstly, we obtained the set of BPA using the

basic probability assignment generation method

based on the number of intervals according to

Kang et al (2012). And then compute the cred-

ibility degree of evidence using the method in

Wang et al (2019a). At the same time, Wasser-

stein distance is used to calculate the difference

between original evidence and uniform distribu-

tion to represent the clarity degree of evidence.

Then the evidence weights are determined accord-

ing to the credibility degree and clarity degree. In

order to reduce the impact of the conflict evidence

and fuzzy evidence on the combination results,

the Modified Average Evidence (MAE) is obtained

by using the weight to modify the BPA of each

evidence. Finally, the decision-making results are

obtained by combining MAE N − 1 times as the

Dempster combination formula.

We found the ambiguous evidence has the

same important impact on combination results as

the conflicting ones, as shown in the following

experiment 1 in Section 5. So, in order to improve

the effectiveness of the evidence modification, our

weight assignment formula makes the gain and

penalty to the evidence weights of both the cred-

ibility degree and clarity degree keep the same

trend.

4.1 Clarity degree of evidence

calculation based on

Wasserstein distance

To obtain the clarity degree of evidence, we cal-

culated the distance between evidence and the

uniform distribution as the Wasserstein distance

formula 14 at first, and then normalized the

results. The clarity degree calculation formula of

evidence mi in our scheme is as follows:

Clar(mi) = W (mi, U) (15)

U =

(

1

|m|
,

1

|m|
, · · · ,

1

|m|

)

, U ∈ R
|m| (16)

where mi represents the evidence to be calculated;

U represents uniform distribution; |m| represents

the number of focus elements in any evidence

body; and Clar(mi) represents the clarity degree

of the evidence mi.
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4.2 Weight assignment based on

credibility and clarity degree of

evidence

Based on the credibility degree and clarity degree

of evidence, we propose a new weight assignment

formula:

w(mi) = Cred(mi) ∗
N ∗ Clar(mi)
∑

jClar(mj)
(17)

where N represents the number of evidence

involved in the combination and w(mi) represents

the weight of evidence mi.

4.3 Combination rules

Based on the weight of evidence, the modified

average evidence (MAE) is the evidence corrected

according to the weight. Normalized evidence

MAE is defined as follows:

Assuming thatM1,m2, · · · ,mN isN evidences

in the same discernment framework, and w(mi) is

the weight of evidence mi, then the evidence MAE

is:

MAE =
∑

mi∈m

mi × w(mi) (18)

The final combination result can be obtained

by fusing MAE n−1 times using the basic formula.

Its process is shown in Figure 5.

Fig. 5 MAE to combination results process

5 Experiment

In the experimental section, we designed three

groups of experiments. Experiment 1 verified the

conclusion mentioned above: fuzzy evidence does

have an important influence on the final decision-

making. Experiments 2 and 3 respectively verified

the effectiveness and superiority of the proposed

method by comparing with other methods.

5.1 Experiment 1

It is assumed that m1,m2,m3,m4 are four pieces

of evidence in the same frame of discernment,

and the contents of each evidence body are shown

in Table 1. It can be seen that the results of

the four pieces of evidences all point to A. Now

we make a fifth piece of evidence to combine

with the above four and compute the credibility

degree, clarity degree for all the evidence and the

BPAs of focal elements after the combination as
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well. In the fifth piece of evidence, each focal ele-

ment can take value every 0.02 between 0 and 1.

Then, there can be 23426 possibilities for the fifth

evidence. In order to test the importance of ambi-

guity measurement, we only used the credibility

degree to determine the evidence weight in this

experiment and observed the relationship between

the combination results and the properties of evi-

dence bodies. The complete combination process

is shown in Algorithm 1 for detail. Thus, A scatter-

plot of the corresponding relationship between the

BPA value of target A and the credibility degree

and clarity degree of the fifth piece of evidence is

shown in Figure 6.

Table 1 The BPA value of the focal element in each
evidence body.

Focus Element m(A) m(B) m(C) m(Θ)

m1 0.70 0.10 0 0.20
m2 0.70 0 0 0.30
m3 0.65 0.15 0 0.20
m4 0.75 0.05 0 0.20

Fig. 6 Scatter plot of BPA values of target A

The darker color of the dots in Figure 6 means

that the BPA value is larger, and the horizontal

Algorithm 1 Calculate credibility, certainty and
combination results for different distributions
Require: m = {m1,m2,m3,m4} , targetSet =
{A,B,C,Θ}

Ensure: Credibility set Cerd, certainty set Cer,
probability value set of A in the combined
result ForceA

1: init empty set Cred, Cer, ForceA

2: for i ← 0 to 1 by 0.02 do

3: for j ← 0 to 1-i by 0.02 do

4: for k ← 0 to 1-i-j by 0.02 do

5: q ← 1− i− j − k

6: m5 = {i, j, k, q}
7: append Cerd(m5) to Set of Cred

8: append Cer(m5) to Set of Cer

9: append EvidenceCombination(m∪
m5) to Set of ForceA

10: end for

11: end for

12: end for

coordinate represents the credibility degree of evi-

dence, while the vertical coordinate represents the

clarity degree of the evidence obtained based on

the W distance formula. It can be seen from the

scatterplot that the BPA value of the dots with

high credibility degree and low clarity degree is

smaller than that of the ones with low credibility

degree and high clarity degree. This phenomenon

indicates that the ambiguity measurement of evi-

dence absolutely has an important influence on the

final decision, and this influence is not less than

the conflict measurement of evidence has. There-

fore, the influence of fuzzy evidence should be

taken into more account in the weight distribution.

When ma, mb and mc in Table 2 are used

as the fifth piece of evidence respectively, the

combination results are shown in Table 3.
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Table 2 BPA values for each focal element in the three
different the fifth piece of evidence.

Focus Element m(A) m(B) m(C) m(Θ)

ma 0.80 0.20 0 0
mb 0 0.20 0.80 0
mc 0.25 0.25 0.25 0.25

Table 3 Combined results after adding the fifth piece of
evidence.

Combined Focus Elements m(A) m(B) m(C) m(Θ)

m1 ⊕m2 ⊕m3 ⊕m4 ⊕ma 0.997 0.003 0 0
m1 ⊕m2 ⊕m3 ⊕m4 ⊕mb 0.993 0.004 0.002 0.001
m1 ⊕m2 ⊕m3 ⊕m4 ⊕mc 0.990 0.007 0.002 0.001

It can be seen from the table that the value

of M(A) decreases when the combined evidence

contains conflicting evidence or fuzzy evidence,

i. e., both conflict evidence and fuzzy evidence

have influence on the final decision. However,

when there is fuzzy evidence in the evidence to

be combined, the value of M(A) decreases larger.

Therefore, we can also draw the conclusion as

above that the fuzzy evidence has great a impact

on the final decision and should be fully considered

when determining the weight of evidence.

5.2 Experiment 2

In this experiment, we take the automobile sys-

tem fault as an example to predict the fault type,

and illustrate the effectiveness and feasibility of

the proposed method. The data used in the exper-

iment adds a piece of fuzzy evidence m6 on the

basis of that Li and Xiao (2020) used. It contains

6 pieces of evidence and 3 fault types. Assuming

the discernment frame Θ = {A,B,C}, the fault

diagnosis results are shown in Table 4, The correct

fault type is A. We respectively used the meth-

ods in reference Wang et al (2019a); Li and Xiao

(2020); Wang et al (2021), and the method we

have proposed to combine this evidence and got

the BPA values of each focus element as listed in

Table 5.

Table 4 The BPA value of the focal element in each
evidence body.

Focus Element m(A) m(B) m(C) m(Θ)

m1 0.70 0.10 0 0.20
m2 0.70 0 0 0.30
m3 0.65 0.15 0 0.20
m4 0.75 0.05 0 0.20
m5 0 0.20 0.80 0
m6 0.3 0.23 0.22 0.25

As shown in Table 4, the diagnosis of m5 con-

flicts with other evidence, that is, it’s conflicting

evidence. While the diagnosis of m6 is fuzzy evi-

dence which is difficult for a judgment because it

does not explicitly point to any fault type. The

combined results may be distorted by such highly

uncertain evidence. In Table 5, there is the weight

of evidence calculated by reference Wang et al

(2019a); Li and Xiao (2020); Wang et al (2021)

and the method in this paper. Table 6 shows the

results of different evidence combination methods

after each fusion.

As shown in Table 6, when there is uncertain

evidence, the classical Dempster combination rule

is greatly affected and cannot make an accurate
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Table 5 Each weight of evidence assigned by the different methods.

Method m1 m2 m3 m4 m5 m6

Wang et al (2019a) 0.335 0.127 0.329 0.128 0.007 0.075
Li and Xiao (2020) 0.157 0.155 0.176 0.130 0.032 0.351
Wang et al (2021) 0.180 0.144 0.202 0.145 0.019 0.311
Proposed method 0.326 0.180 0.288 0.181 0.015 0.011

Table 6 The BPA value of each focal element after evidence combination by different methods.

Method Targets m1 ⊕m2
m1⊕m2

⊕m3

m1 ⊕m2⊕
m3 ⊕m5

m1 ⊕m2

⊕m3 ⊕m5

⊕m6

m1 ⊕m2

⊕m3 ⊕m5

⊕m6 ⊕m4

Dempster

A
B
C
Θ

0.9032
0.0323
0.0000
0.0645

0.9598
0.0249
0.0000
0.0153

0.0000
0.3962
0.6038
0.0000

0.0000
0.4013
0.5987
0.0000

0.0000
0.4559
0.5441
0.0000

Wang et al (2019a)

A
B
C
Θ

0.8998
0.0426
0.0000
0.0576

0.9554
0.0310
0.0000
0.0136

0.9830
0.0133
0.0004
0.0033

0.9905
0.0077
0.0007
0.0010

0.9972
0.0024
0.0002
0.0002

Li and Xiao (2020)

A
B
C
Θ

0.9032
0.0298
0.0000
0.0670

0.9589
0.0252
0.0000
0.0159

0.9779
0.0129
0.0051
0.0041

0.9450
0.0320
0.0201
0.0029

0.9828
0.0107
0.0058
0.0007

Wang et al (2021)

A
B
C
Θ

0.6138
0.1780
0.1271
0.0811

0.7015
0.1466
0.1228
0.0291

0.8848
0.0574
0.0473
0.0105

0.9593
0.0260
0.0121
0.0025

0.9882
0.0081
0.0031
0.0006

Proposed method

A
B
C
Θ

0.9011

0.0379
0.0000
0.0610

0.9577

0.0278
0.0000
0.0145

0.9830

0.0122
0.0011
0.0036

0.9935

0.0051
0.0004
0.0009

0.9983

0.0014
0.0001
0.0002

judgment, while other methods can still success-

fully identify the correct fault type. From Table

5 and Table 6, we can see that all the methods

except Dempster can accurately identify the con-

flicting evidence m5 and assign it smaller weights.

However, for the fuzzy evidencem6, the method of

Li and Xiao (2020) and Wang et al (2021) cannot

effectively deal with it in their weight assignment

method, which resulted in a decrease in the BPA

value of focus element A after evidence being com-

bined withm6. It’s obvious that the fuzzy evidence

m6 did not affect the combination result in Wang

et al (2019a) and our method because these two

methods assigned a very small weight to it. In

comparison, the weight of fuzzy evidence assigned

by our method is smaller, and the BPA value of
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focus element A is higher as well. To be concluded,

the proposed method can assign more reasonable

weights to the evidence than all the other methods

when both conflicting evidence and fuzzy evidence

exist.

Besides, the proposed method has better con-

vergence because the BPA value of the target focus

element is always higher in our method than in

other methods after each round combination.

Algorithm 2 Determining weight of evidence

Require: BPA = {m1,m2, · · · ,mk}
Ensure: Weighting of individual evidence in

BPA:ω = {ω1, ω2, · · · , ωk}

1: init similarity matrix SimMat ∈ R
k×k

2: init credibility set Cred ∈ R
k

3: init certainty set Cer ∈ R
k

4: init fuzzy vector FuzzyV ector =
{

1
k
, 1
k
, · · · , 1

k

}

5: for i← 0tok do

6: for j ← 0tok do

7: if i = j then

8: SimMat(i, j) = 0
9: else

10: SimMat(i, j) = SimMat(j, i) =
1− JoussulmeDistance(mi,mj)

11: end if

12: end for

13: end for

14: for i← 0tok do

15: Credi = 0
16: for i← 0tok do

17: Credi = Credi + SimMat(i, j)
18: end for

19: end for

20: for i← 1tok do

21: Ceri = W (mi, FuzzyV ector)
22: end for

23: Cer = k∗Ceri∑
k
i=1

Ceri

24: ω = Ceri∗Credi∑
k
i=1

Ceri∗Credi

5.3 Experiment 3

In this experiment, we compare the decision accu-

racy and F1 score of the classical Dempster

Combination rule, the method in reference Wang

et al (2019a); Li and Xiao (2020); Wang et al

(2021) and our proposed method. The Iris data

set commonly used in this field was used in the

experiment. There are 150 data pieces in this

data set, in which each piece of data contains

five values: namely sepal length (SL), sepal width

(SW), petal length (PL), petal width (PW) and

plant type. There are three kinds of plant types:

Setosa (Se), Versicolor (Ve) and Virginica (Vi).

The first four attribute values can be transformed

into four pieces of evidences, and the discern-

ment frame is Θ = {Se, V e, V i}, then the plant

type can be predicted by using different combina-

tion rules. The performance of these methods can

be compared with the accuracy and F1 score of

decision-making.

Firstly, generate evidence. Four attribute

values in the Iris dataset were converted into

four pieces of evidence using the BPA generation

method proposed by Kang et al (2012). We ran-

domly selected a piece of data, where the values

of SL, SW, PL and PW were 5.0, 3.5, 1.3 and 0.3

respectively, and the plant type was Setosa. The

values of the focal elements in the body of evidence

transformed into evidence are shown in Table 7.
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Table 7 BPA values for each focal element in the three
different the fifth piece of evidence.

focus element SL SW PL PW

Se 0.2200 0.1642 0.7171 0.6343
Ve 0.0981 0.1163 0.1122 0.1438
Vi 0.0642 0.1538 0.0758 0.0990
Ve,Vi 0.0852 0.1289 0.0943 0.1226
Se,Vi 0.1563 0.1642 0.0002 0.0001
Se,Ve 0.2200 0.1363 0.0002 0.0001
Se,Ve,Vi 0.1563 0.1363 0.0002 0.0001

Then, determine the weight of evidence.

According to the data in Table 7, the credibility

degree and clarity degree the evidence are calcu-

lated, and the weight of evidence is determined.

The details of algorithm are shown in Algorithm

2.

Finally, make decisions by using com-

bination rules. We present a flowchart of the

experiment from input data to decision-making,

as shown in Figure 7. The decision results for each

method are shown in Table 8. And we also counted

the change curves of accuracy and F1 score for

each method when the size of the training set is

changing, as shown in Figure 8.

Figure 8 shows the average results after 100

random samples of the training set. It can be seen

from Figure 8 that our proposed method has the

highest accuracy, F1 score, and has a significant

improvement when compared to other methods.

In order to further verify the effectiveness of

our proposed evidence clarity degree calculation

method and the rationality of the weight assign-

ment formula based on it, four sets of comparison

Fig. 7 Comparison of experimental results of different
methods

tests were done to modify the evidence using mul-

tiple fusions and then observe the accuracy and F1

score of the decision after each fusion. In detail,

we fused the clarity degree with the credibility

degree for 0, 1, 2 and 3 times respectively to deter-

mine the weight for modifying evidence. The four

decision result curves of different colors shown in

the bellowing figures correspond to None, Once,

Twice and Triple respectively. It can be seen from

the Figure 9 that the accuracy and F1 score of

the results will be significantly improved with the

increase of clarity fusion times. This is because in
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Table 8 The BPA values of each focal element after evidence combination of different methods

methods Se Ve Vi Ve,Vi Se,Vi Se,Ve Θ

Dempster 0.8900 0.0659 0.0408 0.0032 0.0000 0.0000 0.0000
Wang et al (2019a) 0.9664 0.0212 0.0114 0.0010 0.0000 0.0000 0.0000
Li and Xiao (2020) 0.6720 0.1594 0.1310 0.0082 0.0125 0.0162 0.0007
Wang et al (2021) 0.7591 0.1222 0.0985 0.0064 0.0060 0.0073 0.0004
Proposed method 0.9802 0.0132 0.0059 0.0006 0.0000 0.0000 0.0000

(a) Accuracy Comparison

(b) F1 Score Comparison

Fig. 8 Comparison of experimental results of different
methods

weight computing, the clarity can play a bigger

role in the weight assignment with the increase of

its fusion times, which makes the weight of fuzzy

evidence smaller.

In general, our weight assignment method can

effectively deal with the case where both conflict-

ing and ambiguous evidence exist. Especially, it’s

(a) Accuracy Comparison

(b) F1 Score Comparison

Fig. 9 Results after multiple fusions of clarity

found to have better performance in real datasets

like Iris, which is because the probability of highly

fuzzy evidence appearing in the real data set is

much greater than that of conflicting evidence.

Therefore, the proposed method is superior to
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other approaches on data sets in practice for being

good at dealing with fuzzy evidence.

6 Conclusion

In this paper, we conducted further research on

how to reduce the impact of the conflicting evi-

dence and fuzzy evidence on the combination

results in the process of evidence combination.

Our main contributions are as follows: (1) We

verified that the ambiguity of evidence has a sig-

nificant impact on the final decision result of

evidence combination through experiment; then

analyzed and drew the conclusion that the two

commonly used weight assignment methods in the

current evidence combination rules cannot effec-

tively reduce the influence of ambiguous evidence

on the combination result. (2) We introduced

the Wasserstein distance into the ambiguity mea-

surement to calculate clarity degree of evidence

and proposed a new evidence weight assignment

method based on it. By using data from Li and

Xiao (2020) and real Iris data sets, experiments

showed that the convergence of the proposed

method can reach the best level of other similar

methods, while the accuracy of decision-making

is much higher than that of other compared

methods.

However, since the number of elements in

the focus element is not considered when using

Wasserstein distance, there is very little ambigu-

ous evidence that cannot be measured accurately.

In future work, we will consider how to make bet-

ter use of Wasserstein distance to measure the

ambiguous evidence more accurately. In addition,

we also found in the experiments that multi-

ple uses of clarity degree to fuse with credibility

degree can achieve better experimental results;

therefore, it is necessary for our further study

to seek for an improved fusion formula which is

more suitable for the clarity degree and credibility

degree.
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