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Abstract

In this paper we analyze the functional and non-functional requirements of Peer-to-Peer (P2P) systems

that go beyond the needs of the well explored file-sharing P2P systems. Four basic subcategories are

suggested to classify the non-functional requirements: Adaptability, Efficiency, Validity and Trust. Simi-

larly, the functional requirements are divided in user-triggered and system-triggered functions. Then, we

present and discuss several existing solutions following different design approaches in order to reveal

their suitability for different types of P2P applications. More particularly, we capture the characteristics

of structured and unstructured overlay networks. For the structured solutions, we investigate Distributed

Hash Tables and lexicographic graph based solutions. For the unstructured approaches, we discuss both

hierarchical and non-hierarchical overlay networks and emphasize on small-world and power-law net-

works. Finally, we provide a set of demanding application classes such as Voice over IP and Massive

Multiplayer Online Games that may be benefited by utilizing the P2P technology.

1 Introduction

Peer-to-Peer (P2P) systems received a significant attention by the networking community the last

years. The P2P paradigm releases the need for dedicated servers that provide the required functionality

1



and reduces the operation cost of many systems. Although P2P systems are mostly known from file-

sharing application, a number of further applications are redesigned based on this paradigm. In this

paper, we provide a survey of the functional and non-functional requirements and the available solu-

tions for applications beyond the well explored file-sharing systems. A number of these applications is

provided, though their number and application areas grow up continuously.

A definition of a P2P system is given in [73] where it is stated that a P2P system is a self-organizing

system consisting of end-points (called “peers”) forming an overlay network with a number of properties.

Peers offer and consume services and resources and have significant autonomy. Services are exchanged

between any participating peers. Long-term connectivity of individual peers cannot be assumed in a P2P

system. This means that a P2P system has to explicitly deal with dial-up users, variable IP addresses,

firewalls, NATs and that the system typically operates outside the domain name system.

The rest of this paper is organized as follows. In Section 2 the basic graph properties and defini-

tions are provided and associated with P2P systems. In Section 3, the non-functional requirements are

identified, followed by the functional ones in Section 4. The investigation of several available overlay

network solutions is given in Section 5. The applications we have examined are then shortly described

in Section 6. The paper concludes and provides a short outlook in Section 7.

2 Graph Properties and P2P Overlay Networks

Graph theory concepts are widely used to evaluate the static (and in certain cases the dynamic) pro-

perties of communication networks. It is necessary to supply the crucial graph theory term definitions,

before studying the relevant graph models of several suggested P2P overlay networks. Further know-

ledge on the topic may be gathered from graph theory textbooks such as [43].

A graph G is a pair G = (V, E), where the elements of V are the vertices and the elements of E are

the edges. Throughout this paper, the terms node or peer are used alternatively to describe a vertice and

the terms connection or link are also used to describe an edge. Edges can be directed (uni-directional)

or undirected (bidirectional). A graph in which each edge is a directed edge is also called a digraph. For

any vertex u of a graph, the degree (deg u) of u is the number of edges attached to u. A graph is said to

be regular of degree r if all local degrees are of the same number r. The order or the size |V | of a graph

V is the population of its vertices. The length maxu,vd(u, v) of the “longest shortest path” between any
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two graph vertices (u, v) of a graph is called the diameter of the graph.

Digraphs have been extensively used in interconnection networks for parallel and distributed systems

design. Digraphs received special attention from the research community aiming to solve the problem

of the so-called (k, D) digraph problem. The goal is to maximize the number of vertices N in a digraph

of maximum out-degree k and diameter D [29]. Some general bounds relating the order, the degree and

the diameter of a graph are provided by the well-known Moore bound [19]. Assume a graph with node

degree k and diameter D; then the maximum number of nodes (graph order) that may populate this

graph is given by Equation 1:

N ≤ 1 + k + k2 + . . . + kD =
kD+1 − 1

k − 1
. (1)

Interestingly, the Moore bound is not achievable for any non-trivial graph [19]. Nevertheless, in the

context of P2P networks, it is more useful to reformulate Equation 1 in a way that provides a lower

bound for the graph diameter (DM), given the node degree and the graph order [28]:

DM = dlogk(N(k − 1) + 1)e − 1 ≤ D. (2)

Two particular classes of graphs have been adapted by several researchers for overlay network design:

The well-known small-world graphs and the scale-free graphs. Their properties fit well with the effective

operation of loosely structured overlay networks. An excellent survey on the issues of aforementioned

graphs can be found in [77]. Moreover, lexicographic (i.e., de Bruijn) graphs [26] have been found to

have very promising properties. Further, a d-regular graph is a (d, c)-expander or has a c-expansion (for

some positive c) if and only if for every subset U ⊂ V of size at most |V |/2. Expander graphs have been

investigated also for P2P overlay networks [32] and [48], particularly focusing on their ability to expand

exponentially by increasing linearly their diameter.

The graph properties are very important in evaluating the performance of the P2P overlay networks.

They are closely related to certain requirements as they analyzed in Section 3, e.g., scalability, fault-

tolerance etc.
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3 Non-functional Requirements

The non-functional requirements are the most crucial criteria to decide whether an application can

perform effectively. Therefore, we begin our survey by identifying a set of them that is mostly related

to Quality of Service (QoS) as well as security in general. QoS is the well-defined behavior of a system

with respect to certain parameters [69]. Between many of the properties there are clear trade-offs as

improving one property often comes on cost of another. The concepts described in the following sub-

sections are illustrated in Figure 1.
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Figure 1. Non-functional requirements for P2P systems.

3.1 Efficiency

Efficiency describes the relationship of the performance of the P2P system and the costs that it incurs.

Cost and performance are complex metrics with many facets that have to be taken into account. Costs

can be classified as monetary and non-monetary as well as internal and external costs. To obtain a

comprehensive picture of the costs incurred by the systems, one normally has to determine the different
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costs from different points of view like the total costs of the system (system point of view) and how these

costs are distributed over the individual peers (load balancing and point of view of individual peers). It

should also be taken into account that P2P systems can cause external costs to other applications and

systems that share the same resources such as the connectivity bandwidth. For example, due to the

tremendous amount of traffic generated by P2P file-sharing applications and their greedy downloading

behavior, these P2P systems often significantly decrease the utility of other applications like e.g. realtime

streaming applications. Performance also has different facets. One can generally distinguish between

the performance of the overlay operations themselves (see Section 4) and the performance of the services

running on the P2P network themselves (e.g. like file exchange or media streaming).

3.2 Adaptability

Under adaptability we subsume three related terms: (i) scalability, (ii) stability, and (iii) flexibility.

Scalability describes how well the system adapts to quantitative changes in several dimensions. The

dimension can be the (i) the numerical dimension, which consists of the number of users, objects and

services encompassed, (ii) the geographical dimension, which consists of the distance over which the

system is scattered and (iii) the administrative dimension, which consists of the number of organizations

that exert control over parts of the system [59]. Modern P2P systems are challenging systems that may

scale enormously over all of the three identified dimensions. Peers may be distributed globally and each

user may have the absolute control of each own machine. Typical sizes of P2P systems may reach several

millions of users and it is envisaged to be extended to billions.

Stability describes the ability of the system to stabilize itself after changes due to “normal” system

dynamics. The most frequent type of change in P2P networks is the joining and leaving of nodes.

Stability is closely related to robustness (see Section 3.3).

The flexibility of a P2P system describes the qualitative adaptability of a system, that means how well

it is suited for different applications and environments. Specialized systems will typically be less flexible

but often more efficient than general systems or P2P frameworks like e.g. JXTA.
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3.3 Trust

The level of trust that a user can have in a system depends on the systems security properties and its

dependability.

Security is an umbrella term for many different properties. For P2P systems, probably data integrity,

confidentiality, authentication, non-repudiation, and in some cases anonymity are the most important

characteristics. Data integrity is the protection of the data in the system against accidental or malicious

modification or destruction. Confidentiality has been defined by the ISO as “ensuring that information

is accessible only to those authorized to have access”. Authentication ensures that peers are who they

say they are. Non-repudiation describes that a transaction cannot later be denied by one of the parties

involved. Anonymity can be important for some P2P applications; it describes that the personal identity

of a user or peer remains unknown [70].

Dependability subsumes availability, reliability, robustness, and fault-tolerance. A system has a high

availability if it is ready to deliver the correct services at any time. It is reliable, if the services are

continuously delivered correctly as specified. Robustness and fault-tolerance describe the ability to

continue operation under or recover from severe system dynamics (like peak loads or major disruptions

in network connectivity) and errors.

3.4 Validity

Data in P2P systems is widely distributed over many different peers with different users and can be

modified by many of them at the same time. This raises the question of how valid the information and

data are. To analyze validity, we look at the retrievability, coherence, consistency and correctness. Please

note that different computer science communities use these terms in different ways.

For the purpose of this paper, the retrievability describes how well information/data stored in the P2P

system can be found and retrieved by other peers. Investigating the retrievability means for example

specifying the consequences of a search or lookup that yielded no results. Some P2P systems can

guarantee that this means that (at the point in time the search was done) there was no matching data in

the complete system while other (typically unstructured) P2P systems cannot give this guarantee as the

completeness of their search results is not deterministic.

Coherence describes the freshness and timeliness the the search result, that means whether it contains
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the latest version of the data. Consistency describes whether all replica of one piece of data in the system

are equal. Finally, the correctness of the data specifies whether objects stored in the P2P system fulfill

integrity constraints according to their specification and semantic

4 Functional Requirements

Overlay operations may be divided in two categories, based on whether they are user-triggered functio-

nality or system-triggered functionality. A user may not necessarily be a human being, but instead may

be a bot or an agent or an advanced service or application that is designed to use system’s functionality.

System-triggered functionality consists of operations that aim at achieving efficient system operation.

Figure 2 summarizes the common functionality. More advanced functionality such as application layer

multicasting, anycasting or mobility may be offered by higher infrastructure levels.

Common Functional

Requirements of P2P Systems

User-triggered System-triggered

Topology maintenance for

minimum operation cost

Index caching for popular

advertisements

Notify user about critical network

events

Joins to and departures from P2P

overlay networks

Advertising local resources and

services

Searching for available resources

and services

Selective information

dissemination (publish/subscribe)

Figure 2. Common functional requirements for P2P systems.
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4.1 User-triggered Functionality

As a first step, a peer must join the targeted P2P system. A bootstrap phase provides the necessary

“hooks” to initiate the joining procedure. Common approaches met in widely deployed P2P systems

include history-based mechanisms, word-of-mouth, well-known public Web sites and well-known seed

peers. Another alternative for particular cases may be the multicast-based mechanism suggested in

MPEG-4 DMIF [42], where users disseminate their existence in well-known multicast channels. As-

suming that a peer has successfully obtained a valid address of another peer that is currently member of

the system, the second phase of joining begins, where the new peer may be randomly or deterministically

positioned in the overlay network.

While the join procedure is completed after a number of message-exchanging steps, in contrast, peers

may depart arbitrarily from the system due to their complete autonomy. It may be advantageous for the

system to provide incentives for peers to complete any pending operations and notify their neighbors

about their impending departure before it occurs. However, such mechanisms are not typically met in

most deployed systems.

The most important operation provided by a P2P overlay network is its ability to search for advertised

items despite the large size of the system. However, the semantics of the search operation may differ

resulting to various realizations. For example, file sharing systems (e.g., Gnutella) usually offer a text-

based search operation where the requestor floods the network with messages that include the requested

file name (or keywords) [23]. Then, it may receive back replies including advertisements, which have

indexing information that matches the query text. However, such an approach may be very costly in

terms of required communication load. In cases where an advertisement may be uniquely identified

(e.g., using a “perfect” hash function), more advanced search mechanisms may be deployed. Such search

operations are termed as lookup operations [12]. The efficiency of lookup operations is limited though

in cases where the requested advertisement may be uniquely identified. This shortcoming motivated

researchers to investigate advanced mechanisms to provide richer functionality for lookup operations.

Such operations are called complex queries [35] or range queries [8]. SHARK [58] is such a system,

which capitalizes on grouping the users based on their interests. Moreover, Heckmann et al. [37]

describes an overlay network optimized or location-based area search.

Nevertheless, before peers are enabled to search for useful advertisements, local peer resources and
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services must be advertised first. The advertisements may be stored locally or remotely (or both). The

advertised information may be as simple as a text field or a globally unique identifier (GUID) or even rich

metadata structures. The indexing information may hold the complete information or some aggregated

summary.

Another useful operation is the ability to selectively disseminate information, the so-called pub-

lish/subscribe systems [9]. Similarly, users may find useful to be asynchronously informed when im-

portant events occur in the system.

4.2 System-triggered Functionality

System-oriented operations aim at maintaining a useful state in the system so that user-oriented oper-

ations may be more efficiently performed. The most important system-oriented operation is the main-

tenance of the targeted overlay network topology in order to utilize structure-related benefits. However,

proactive mechanisms (mechanisms, which operate in advance targeting to predict the future state, thus,

improving system performance) that are frequently used in maintaining the perfect topology may cause

significant amounts of traffic in scenarios where peers join and leave very frequently.

Moreover, caching (though an optional operation) may help reducing the operational cost of the sys-

tem. Apparently, caching is suggested in several distributed system technologies (e.g., Web technologies

[10], or distributed file systems such as AFS [40]). Appropriate caching policies that consider the in-

trinsic characteristics of P2P systems have been proven very useful, especially in scenarios where query

distributions and resource popularity do not follow uniform distributions.

For many cases, it is useful to notify the user level to get a decision on a critical event, which are of

high importance for the user. For example, the user may be informed when particular replies to posed

queries are received in order to select further operations.

5 Overlay Network Solutions

A vital abstraction of P2P systems is the employed overlay network topology, which is supplied by

embedded protocols, mechanisms and algorithms. Several approaches have been proposed as communi-

cation schemes in order to provide efficient and scalable inter-peer communication. These schemes are

designed on top of the physical networking infrastructure as overlay networks. Their topologies and ope-
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rating mechanisms influence greatly the performance of routing and topology maintenance algorithms

and hence, the efficiency of the involved P2P system.

5.1 Structured Approaches

Structured overlay networks tightly control their topology and place the indexing information for the

advertised resources at specified locations. Thus, subsequent queries can be routed to these locations

and lookup can become more efficient.

5.1.1 Distributed Hash Tables

The great majority of modern structured P2P systems use Distributed Hash Tables (DHTs) as a com-

munication infrastructure1. DHTs are powerful abstractions, where indexing information is placed de-

terministically at the corresponding peers with a GUID (Nid) closest to the data object’s advertisement

unique key (Rid). DHTs use the defined hash function to select the way resources should be treated. In

fact, using widely acceptable hash functions in distributed environments is a way to provide a commu-

nication mechanism without the need to exchange messages. DHTs provide a scalable way to store and

retrieve data objects under given keys [38]. Each key lookup is resolved in multiple steps, resulting in

a multi-hop path to be taken in the overlay. Several DHT-based overlay networks are available in the

literature.

Chord [74] is one the first DHT-based approaches, which utilizes the consistent hashing [46] mecha-

nism to assign keys to its peers. Consistent hashing is designed to let peers enter and leave the network

with minimal interruption. This decentralized scheme tends to balance the load on the system, since

each peer receives roughly the same number of keys, and there is little movement of keys when peers

join and leave the system. In the steady state, each peer maintains routing state information for O(logN)

other peers, where N is the population of the network. Node identifiers (i.e., Nidi
for node i) are ordered

on an identifier circle using a modulo operation (with operand 2m), thus holding that 0 ≤ Nidi
≤ 2m−1,

for each peer. In this scheme, key Rid = k is assigned to the peer whose Nidi
is equal to or immediately

follows k in the identifier space (assuming that there is no peer j in the system so that k < Nidj
< Nidi

).

Pastry [67] and Tapestry [79] make use of Plaxton-like prefix routing, to build a self-organizing de-

1Early approaches of distributed systems developed distributed structures based on Linear Hashing [50].
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centralized overlay network. Plaxton et al. [61] proposes a distributed data structure, known as the

“Plaxton mesh”, optimized to support a network overlay for locating named data objects which are

connected to one root peer. Pastry and Tapestry employ decentralized randomness to achieve both load

distribution and routing locality. However, Tapestry uses a suffix-based routing mechanism while Pastry

a prefix-based one. Moreover, the handling of network locality and data object replication is performed

in a different way. The architecture of Tapestry improves the Plaxton mesh structure with additional

mechanisms to provide availability, scalability, and adaptation in the presence of failures and attacks.

Kademlia [56] is a symmetrical DHT-based overlay that uses a XOR-based distance metric to con-

struct its topology and assign the resource advertisements to peers. Kademlia’s symmetrical architecture

enables the usage of query messages for maintenance purposes, thus, reducing the required out-of-band

maintenance signalling. Kademlia allows peers to select their neighbors from sets of peers sharing the

same prefix. Kademlia, Pastry and Tapestry have operation complexity comparable to that achieved by

Chord.

The Content Addressable Network (CAN) [64] is a distributed decentralized P2P infrastructure. The

architectural design is a virtual multi-dimensional Cartesian coordinate space on a multi-torus. The

entire coordinate space is dynamically partitioned among all the peers (N number of peers) in the system

such that every peer possesses its individual, distinct zone within the overall space. Each peer maintains

O(d) neighbors and the lookup procedure requires O(d d
√

N) steps.

SkipNet [36] and SkipGraph [11] are two very similar structured overlay networks (though they have

been developed independently) that extend skip lists [63], a probabilistic data structure. While they

are similar to Chord, their basic difference is that they release the requirement that fingers (shortcut

connections) must be exponentially distributed. SkipNet and SkipGraph permit peers to have fingers

that are randomly located shortcuts.

Viceroy [54] is a structured network based on the butterfly topology. Viceroy requires only a constant

number of neighbors with high probability while its diameter is growing up logarithmically. Though,

the construction and maintenance procedures are relatively complex.

As it can be observed, the design of P2P overlay networks attracted a great interest from the research

community. The list can be extended (though not exhaustively) to include AGILE[57], Kelips [34], P-

Grid [1], HyperCup [68], and pSearch [75]. Moreover, several interesting surveys provide comparisons
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among most of the well-known systems (cf. [7], [52]).

5.1.2 Lexicographic (de Bruijn) Digraphs

An interesting class of digraphs are the lexicographic digraphs, which includes the de Bruijn and Kautz

digraphs [15]2. de Bruijn graphs have asymptotically optimal graph diameter and average node distance

[51]. For binary de Bruijn graphs (with fixed out-degree 2) the maximum number of nodes is always limi-

ted by 2D 3. The graph contains 2D+1 directed edges in this case. Each node is represented by D-length

strings. In the general case, each node is represented by a string such as u1u2...uD. The connections

between the nodes follow a simple left shift operation from node u1(u2...uD) to node (u2...uD)ux, where

ux can take one of the possible values (0, k − 1).

de Bruijn graphs have been suggested to model the topology of several P2P systems, though. Consi-

derable examples of P2P systems that use de Bruijn graphs are Koorde [44], Omicron [25] D2B [30] and

Optimal Diameter Routing Infrastructure (ODRI) [51].

Koorde [44] is a proposal that deploys the Chord design over de Bruijn digraphs. The authors suggest

the construction of de Bruijn digraphs with node degree proportional to the logarithmic size of the net-

work to avoid the robustness limitations of constant degree connectivity. This requires a good estimation

of the size of the network and it obligates the most attractive feature of the de Bruijn digraphs (which

is the combination of having logarithmic diameter and constant node degree). Koorde suggests the in-

troduction of “imaginary nodes” to address the incremental extendability limitation of the de Bruijn

graphs.

D2B [31] is a content addressable network that employs de Bruijn graphs to construct its overlay

network. Although the proposed topology is a variation of de Bruijn graphs, they provide an interesting

graph operation analysis. In D2B a procedure is suggested that allows nodes to have variable length

identifiers of more than one symbol. This is even the case for linked neighbors. The resulting digraph is

not always a de Bruijn one.

Omicron [25] is a two-tier de Bruijn based overlay network that addresses many of the identified

non-functional requirements. A graph construction algorithm based only on local information has been

2de Bruijn graphs are less dense than Kautz graphs but they are more flexible since they do not have any limitations on the
sequence of the represented symbols in every node.

3The Moore bound determines always maximum upper bounds on the size of the graphs that are not reachable for non-trivial
cases.
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proposed to define de Bruijn variants with incremental expandability properties. Moreover, in order to

address the fixed node degree (preferably as small as possible to keep the graph maintenance costs low)

that poses resiliency concerns, Omicron introduces the concept of peer clusters that guarantee network

stability. This hybrid topology provides a tightly structured network. In parallel, it gives the freedom

of selecting neighbor peers from several members of the neighbor clusters. This selection can be driven

by various policies and metrics, i.e., by the efficient mapping to the underlying network or by satisfying

trust-level requirements. Additional mechanisms have been proposed for the intra-cluster organization

that deals with peer heterogeneity. For this issue, a role-based approach has been investigated. The

common, basic operations of P2P overlay networks have been identified assigning a role to each of them.

More specifically, four core roles have been identified: Routers, Cachers, Indexers and Maintainers.

Peers are assigned with roles based on their capabilities and their predicted behavior so that each peer

can contribute in an efficient way without hindering and degrading the overall performance.

5.2 Unstructured Approaches

Loosely structured (or simply unstructured) overlay networks do not aim to reach a predefined tar-

geted topology as their structured counterparts do, but rather they have a more “random” structure.

However, it has been observed that certain connectivity policies (i.e., preferential attachment) may result

in topologies described by power-law networks or networks with small-world characteristics. Unstruc-

tured topologies are typically inefficient in finding published, rare items and the embedded searching

operations are in general costly in terms of network overhead (most approaches use flooding or at best,

selective dissemination mechanisms [53]). Nevertheless, in scenarios where the query distribution is

non-uniform (i.e., lognormal, Zipf) unstructured networks may operate efficiently.

Unstructured networks may be designed are non-hierarchical and hierarchical. Gnutella 0.4 [33] is

an example of the former, which offers a non-hierarchical P2P approach with minimum maintenance

cost. However, the employed flooding mechanism used for querying makes Gnutella unscalable [66]

and caused a system breakdown in the end of 2000 when the number of users increased considerably.

Therefore, hierarchical approaches became more popular as solutions to deployed systems. The con-

cept of super-peers, i.e., peers with additional capabilities, is introduced in these systems. Super-peers

form usually the backbone of the overlay network having normal peers placed around them. The ar-
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chitectures of eDonkey [27] and KaZaA [49] may be considered typical representatives of this design

direction. The basic drawback of this approach is the requirement for the existence of super-peers, which

subsequently imposes new requirements on the system. Super-peers have to operate legitimately since

their actions have greater effect in overlay operations. Further, super-peer failures are more severe than

normal peer failures. Also, malicious behavior of super-peers has far greater impact compared to the

behavior of peers in non-hierarchical P2P systems. Additionally, there is lack of incentives for super-

peers to serve the rest of peers. Super-peers may also become performance bottlenecks if there is not a

sufficient number of them.

5.2.1 Small-world Networks

From a graph theoretic point of view, a small world network is a graph exhibiting a high clustering

coefficient, but low characteristic path length (diameter). More precisely, the clustering coefficient CC

of a graph is the metric to characterize a network as having the small-world property. It is defined as

the average fraction of pairs of neighbors of a node that are also neighbors of each other. Suppose that

a node i in the network has ci neighbor nodes. Apparently, at most ci(ci − 1)/2 edges can exist among

them, and this occurs when every neighbor of node i is connected to every other neighbor of node i. The

clustering coefficient CCi of node i is then defined as the ratio between the number Ei of edges that

actually exist among these ci nodes and the total possible number:

CCi =
2Ei

(ci(ci − 1))
. (3)

The clustering coefficient CC of the whole network is the average of CCis. Obviously, CC ≤ 1 where

the equality holds if and only if every node in the network connects to every other node. In a com-

pletely random network consisting of N nodes, CC ∼ 1/N (which is very small as compared to most

real networks). On the other hand certain structures of regular graphs have a high clustering coeffi-

cient. Typically, small world networks combine two characteristics that are attractive for P2P systems

(i) relatively low diameter and (ii) high connectivity (resulting from the high clustering coefficient).

The properties of small-world networks have been exploited in the context of P2P networks by multi-

ple approaches, e.g., the DIET network [39], the Swan network [18], the Symphony network [55], as

well as in an improvement of the original Freenet network [78].
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5.2.2 Scale-free Networks

The distribution of the node degree in a network is a significant factor for several network properties. A

number of real life complex networks, e.g., income of individuals, genera, Internet file sizes [65], the

World Wide Web, metabolic systems, paper co-authorship, movie actors [5], cognitive sciences [72],

etc. appear to have a power law distribution of the form P (k) = k−y where for the most typical cases

1 ≤ y ≤ 3 [77].

Apparently, for one of the most well-known P2P networks, the Gnutella network, it has been shown

that its nodes follow a power law distribution (though not built implicitly into its design) [4], [45] [62],

[60], [3]. The underlying mechanism for this evolution is the preferential attachment mechanism, where

the probability Πi of connecting to peer i with degree ci is Πi = ci/
∑

j cj . Peers tend to connect to

well-known peers with higher probability ending up in the so-called “rich get richer” phenomenon.

Networks that have power law distributed node degree are called scale-free networks. While such

networks have desirable characteristics such as relatively small diameter and can effectively support he-

terogeneity, they are vulnerable to attacks and diseases dissemination [6], [13]. Moreover, a node with

high degree holds an important position in the network. A possible removal of the node can drastically

change properties such as the diameter and might result in multiple smaller graphs (network fragmen-

tation). Moreover, if the graph is considered as a communication network, nodes with high degree are

involved in delivering a large amount of traffic, ending up to potential traffic “bottlenecks”.

6 Peer-to-Peer Applications Beyond File Sharing

After analyzing the functional and non-functional requirements of demanding P2P applications and

providing a comprehensive list of available overlay network approaches, we focus on applications that

have been developed so far by a number of researchers and the solutions which have been selected to

meet their requirements.

6.1 Voice over IP and Instant Messaging

Voice over IP (VoIP) [2] and Instant Messaging (IM) are increasingly popular communication means.

While initially they were designed as centralized systems, lately a great effort has been noticed in re-

designing them following the P2P paradigm.
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A very successful example of VoIP and IM system based on P2P technologies is Skype [71]. Skype

is based on the hierarchical unstructured overlay network of FastTrack protocol used by KaZaA [49].

In fact, this was one of the main practical reasons for the wide acceptance of Skype. The inability of

standard IP-Telephony protocols (such as SIP or H.323) to dominate in complex network environments,

while in contrast, FastTrack ability to operate smoothly even behind firewalls, is a major factor for the

success of Skype. Moreover, the low cost solution of Skype led the market towards this solution [76].

Skype uses a login server to store user names and passwords that performs also user authentication.

The login server is the only centralized point in the Skype architecture. Skype extends the KaZaA

techniques with a “global index” mechanism to guarantee finding a user who has logged in the network

the past 72 hours. A detailed description of the Skype protocol can be found at [14].

SOSIMPLE [20] is an effort to reuse existing clients from the open source community. SOSIMPLE

combines the SIP/SIMPLE family of IETF standards for VoIP and IM with a DHT solution (Chord has

been selected for the first prototype). SOSIMPLE releases the requirement for a central proxy server

and investigates the related security issues, by focusing mostly at the authentication phase.

6.2 Collaborative Virtual Environments

Collaborative Virtual Environments (CVEs) and Massive Multiplayer Games (MMGs) are very de-

manding systems, since they integrate multiple media types with various demanding network require-

ments and they involve a large number of frequently interacting users. Several architectures have been

proposed in the past to deal with the communication overhead and the management of the collaboration

sessions. Basically, two major directions have been followed: (i) the traditional C/S paradigm and (ii)

the all-to-all server-less approach. However, both of them have limitations in terms of scalability. C/S

approaches require additional server resource capabilities, as the number of clients increases. All-to-all

approaches have high bandwidth requirements in order to enable communication among the participants

and even harder to solve problems, such as global information consistency. Further, additional issues

have to be addressed, e.g., fault-tolerance or heterogeneity of the participants. Network-layer multica-

sting could (if available) improve the efficiency of the all-to-all approach.

Darlagianis et al. [24] applies and adapts Omicron in CVE system design. Though the addressed

issues are limited to a certain type of information (i.e., the state of mutable objects) it can be expanded
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to efficiently address additional communication needs of these systems. Additionally, a significant re-

search effort has been focusing lately in designing Massive Multiplayer Games (MMGs) based on P2P

technology. The game industry seems to be an important driving factor for the future research on this

field. In particular, Knutsson et al. [47] developed SimMud, an experimental MMG prototype on top of

FreePastry (an open source P2P platform based on Pastry). FreeMMG [21] is an open source initiative

to support MMGs. Also, a scalable publish/subscribe system for Internet games called Mercury [16]

has been developed, and in parallel, Iimura et al. [41] developed a system to support multiplayer online

games.

6.3 Further Applications

Several more application areas investigate the P2P paradigm in order to take advantage of its cha-

racteristics. In this subsection we provide some further applications, however, it is not intended to be

complete, but rather to capture the application possibilities.

Cramer et al. [22] describe a fully decentralized P2P video recorder where every peer is capable

of receiving and recording digital satellite TV. Like a normal video recorder, users can program their

machines to record certain programmes. The P2P system assigns the different recording jobs to different

peers. Users can also store past broadcasts. That way, the system serves as a short-term archival storage

for TV programs.

Heckmann et al. [37] describe a novel P2P system that is optimized for supporting area searches

based on the geographical position of users and services. It can be used for different applications like

for example virtual window shopping, as restaurant finder, or as implemented by the authors to connect

web-cams to a self-organizing P2P network.

The application of the P2P paradigm in supporting distributed network management with a frame-

work is investigated in [17]. Its overlay consists of several Distributed Network Agents managing net-

works fault-tolerance and performance. Kademlia is employed in the development of the related overlay

network. The DHT mechanism implements a distributed index for the localization of other agents or

resources.
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7 Conclusions

In this survey paper, the non-functional requirements of P2P systems have been identified and de-

fined comprehensively. A set of commonly seen user and system triggered functional requirements have

been described to collect the necessary functionality. A number of solutions following structured or

unstructured approaches are described and their advantages and disadvantages are discussed. As long as

lookup based search fits to the search requirements, structured approaches can perform more efficiently

(if peer churn is low). However, hierarchical approaches that borrow some client/server concepts domi-

nate in several systems today. Finally, we list several application areas that are either novel or redesigned

approaches that release the requirement for dedicated servers.

Research in P2P systems has so far focused mostly on a small subset of the non-function requirements

of Figure 1, e.g. on scalability. It is important for future research projects to investigate the other

requirements and their mutual interdependencies.
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