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Abstract One of the main open problems of the theory of margin multi-
category pattern classification is the characterization of the optimal depen-
dence of the confidence interval of a guaranteed risk on the three basic param-
eters which are the sample size m, the number C of categories and the scale
parameter γ. This is especially the case when working under minimal learn-
ability hypotheses. The starting point is a basic supremum inequality whose
capacity measure depends on the choice of the margin loss function. Then,
transitions are made, from capacity measure to capacity measure. At some
level, a structural result performs the transition from the multi-class case to
the bi-class one. In this article, we highlight the advantages and drawbacks
inherent to the three major options for this decomposition: using Rademacher
complexities, covering numbers or scale-sensitive combinatorial dimensions.

Keywords margin multi-category classifiers; Rademacher complexity; metric
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1 Introduction

In the framework of agnostic learning, one of the main open problems of the
theory of margin multi-category pattern classification is the characterization
of the way the confidence interval of a guaranteed risk should vary as a func-
tion of the three basic parameters which are the sample size m, the number
C of categories and the scale parameter γ (see [17] for a survey). This is
especially the case when working under minimal learnability hypotheses. In
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that context, several basic supremum inequalities are available, for the differ-
ent margin loss functions commonly used. They constitute starting points to
derive bounds whose capacity measure is a Rademacher complexity, a met-
ric entropy or a scale-sensitive combinatorial dimension. In the corresponding
sequence of transitions, a specific step is a structural result performing the
transition from the multi-class case to the bi-class one. It can involve any of
the three kinds of capacity measures listed above. In this article, we study the
incidence of the choice of the level for this decomposition when the margin
loss function is either the parameterized truncated hinge loss or the margin
indicator loss function. In the process of deriving the corresponding guaran-
teed risks, we establish a new combinatorial result involving covering numbers
based on the L∞-norm and a γ-Ψ -dimension: the margin Graph dimension.
This capacity measure is bounded from above for the class of functions com-
puted by the multi-class support vector machines (M-SVMs), which provides
an illustrative example of the dependence on the three basic parameters of a
confidence interval.

The organization of the paper is as follows. Section 2 deals with the theo-
retical framework and the margin multi-category classifiers, focusing on their
capacity measures. Section 3 highlights the connections between these mea-
sures. It introduces the new combinatorial result. Sections 4 and 5 are devoted
to two comparative studies: for the parameterized truncated hinge loss and
the margin indicator loss function respectively. The case of the M-SVMs is
dealt with in Section 6. At last, we draw conclusions and outline our ongoing
research in Section 7.

2 Margin multi-category classifiers

The theoretical framework is that of [10]. It is summarized below.

2.1 Theoretical framework

We consider the case of C-category pattern classification problems with C ∈
N \ J0; 2K. Each object is represented by its description x ∈ X and the set Y
of the categories y can be identified with the set of indices of the categories:
J1;CK. We assume that (X ,AX ) and (Y,AY) are measurable spaces and de-
note by AX ⊗AY the tensor-product sigma-algebra on the Cartesian product
X × Y. We make the hypothesis that the link between descriptions and cat-
egories can be characterized by an unknown probability measure P on the
measurable space (X × Y,AX ⊗AY). Let Z = (X,Y ) be a random pair with
values in Z = X×Y, distributed according to P . The only access to P is via an
m-sample Zm = (Zi)16i6m = ((Xi, Yi))16i6m made up of independent copies
of Z (in short Zm ∼ Pm). The theoretical framework is thus that of agnostic
learning [15]. The classifiers considered are based on classes of vector-valued
functions with one component function per category, and the classes of com-
ponent functions are uniform Glivenko-Cantelli (uGC) [9]. uGC classes must
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be uniformly bounded up to additive constants (see Proposition 4 in [9]). For
notational convenience, we replace this property by a stronger one: the vector-
valued functions take their values in a hypercube of RC . The definition of a
margin multi-category classifier is thus the following one.

Definition 1 (Margin multi-category classifiers) Let G =
∏C
k=1 Gk be a

class of functions from X into [−MG ,MG ]
C with MG ∈ [1,+∞). The classes

Gk of component functions are supposed to be uGC classes. For each function
g = (gk)16k6C ∈ G, a margin multi-category classifier on X is obtained by
application of the decision rule dr, mapping g to drg ∈ (Y

⋃
{∗})X , and defined

as follows:

∀x ∈ X ,

{∣∣argmax16k6C gk (x)
∣∣ = 1 =⇒ drg (x) = argmax16k6C gk (x)∣∣argmax16k6C gk (x)
∣∣ > 1 =⇒ drg (x) = ∗

where |·| returns the cardinality of its argument and ∗ stands for a dummy
category.

In words, drg returns either the index of the component function whose value
is the highest, or the dummy category ∗ in case of ex æquo. The qualifier mar-
gin refers to the fact that the generalization capabilities of such classifiers can
be characterized by means of the values taken by the differences of the corre-
sponding component functions. With this definition at hand, the aim of the
learning process is to minimize over G the probability of error P (drg (X) 6= Y ).
This probability can be reformulated in a handy way thanks to the introduc-
tion of additional functions.

Definition 2 (Class of functions FG) Let G be a class of functions satis-
fying Definition 1. For every g ∈ G, the function fg from Z into [−MG ,MG ] is
defined by:

∀ (x, k) ∈ Z, fg (x, k) =
1

2

(
gk (x)−max

l 6=k
gl (x)

)
.

Then, the class FG is defined as follows: FG = {fg : g ∈ G} .

Definition 3 (Risks) Let G be a class of functions satisfying Definition 1
and let φ be the standard indicator loss function given by: ∀t ∈ R, φ (t) =
1{t60}. The expected risk of any function g ∈ G, L (g), is given by: L (g) =
E(X,Y )∼P [φ ◦ fg (X,Y )] = P (drg (X) 6= Y ) . Its empirical risk measured on
the m-sample Zm is: Lm (g) = EZ′∼Pm [φ ◦ fg (Z ′)] = 1

m

∑m
i=1 φ ◦ fg (Zi) (Pm

is the empirical measure supported on Zm).

To benefit from the fact that the classifiers of interest are margin ones, the
sample-based estimate of performance which is actually used is obtained by
substituting to φ a (dominating) margin loss function parameterized by a
scalar γ ∈ (0, 1]: φγ . This gives birth to the margin risk Lγ (g) and its empirical
counterpart: Lγ,m (g). In this study, the margin loss functions used are the
following ones.
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Definition 4 (Margin loss functions φ2,γ and φ∞,γ) For γ ∈ (0, 1], the
parameterized truncated hinge loss φ2,γ and the margin indicator loss function
φ∞,γ are defined by

∀t ∈ R,

{
φ2,γ (t) = 1{t60} +

(
1− t

γ

)
1{t∈(0,γ]}

φ∞,γ (t) = 1{t<γ}
.

We use margin loss functions in combination with a squashing function.

Definition 5 (Piecewise-linear squashing function πγ) For γ ∈ (0, 1],
the function πγ is defined by: ∀t ∈ R, πγ (t) = t1{t∈(0,γ]} + γ1{t>γ}.

The idea is to restrict the available information exactly to what is relevant for
the assessment of the prediction accuracy, so as to optimize the exploitation
of the scale parameter.

Definition 6 (Class of functions FG,γ) Let G be a class of functions sat-
isfying Definition 1 and FG the class of functions deduced from G according
to Definition 2. For every (ordered) pair (g, γ) ∈ G × (0, 1], the function fg,γ
from Z into [0, γ] is defined by: fg,γ = πγ ◦ fg. Then, the class FG,γ is defined
as follows: FG,γ = {fg,γ : g ∈ G} .

In the sequel, we make use of the floor function b·c and the ceiling function
d·e.

2.2 Scale-sensitive capacity measures

We introduce the three types of capacity measures, using the notations of [12].
Let (T ,AT ) be a measurable space and let F be a class of real-valued func-
tions with domain T . Let T be a random variable with values in T , distributed
according to a probability measure PT on (T ,AT ) and let Tn = (Ti)16i6n be
an n-sample made up of independent copies of T . The empirical Rademacher
complexity of F given Tn is denoted by R̂n (F) and the Rademacher com-
plexity of F is denoted by Rn (F). The classes F considered here are endowed
with empirical pseudo-metrics derived from the Lp-norm.

Definition 7 (Pseudo-distance dp,tn) Let F be a class of real-valued func-
tions on T . For n ∈ N∗, let tn = (ti)16i6n ∈ T n. Then,

∀p ∈ [1,+∞) ,∀ (f, f ′) ∈ F2, dp,tn (f, f ′) = ‖f − f ′‖Lp(µtn )
=

(
1

n

n∑
i=1

|f (ti)− f ′ (ti)|
p

) 1
p

and

∀ (f, f ′) ∈ F2, d∞,tn (f, f ′) = ‖f − f ′‖L∞(µtn )
= max

16i6n
|f (ti)− f ′ (ti)| ,

where µtn denotes the uniform (counting) probability measure on {ti : 1 6 i 6 n}.



Rademacher Complexity of Margin Multi-category Classifiers 5

Let F̄ ⊂ F . For ε ∈ R∗+, n ∈ N∗ and p ∈ [1,+∞], N
(
ε, F̄ , dp,tn

)
and

M
(
ε, F̄ , dp,tn

)
respectively denote the ε-covering number and the ε-packing

number of F̄ with respect to dp,tn . Np
(
ε, F̄ , n

)
andMp

(
ε, F̄ , n

)
are the cor-

responding uniform covering and packing numbers. N int and N int
p are used

to denote proper covering numbers. The multi-class scale-sensitive combina-
torial dimension considered here is a γ-Ψ -dimension [10]: the margin Graph
dimension.

Definition 8 (Graph dimension with margin γ) Let F be a class of real-
valued functions on Z. For γ ∈ R∗+, a subset sZn = {zi : 1 6 i 6 n} of Z is
said to be γ-G-shattered by F if there is a vector bn = (bi)16i6n ∈ Rn such
that, for every vector sn = (si)16i6n ∈ {−1, 1}n, there is a function fsn ∈ F
satisfying

∀i ∈ J1;nK,

{
if si = 1, fsn (xi, yi)− bi > γ

if si = −1, maxk 6=yi fsn (xi, k) + bi > γ
.

The Graph dimension with margin γ of F , denoted by γ-G-dim (F), is the
maximal cardinality of a subset of Z γ-G-shattered by F , if such maximum
exists. Otherwise, F is said to have infinite Graph dimension with margin γ.

The γ-Ψ -dimensions generalize the standard scale-sensitive combinatorial di-
mension, named fat-shattering dimension or γ-dimension.

Definition 9 (γ-dimension [14]) Let F be a class of real-valued functions
on T . For γ ∈ R∗+, a subset sT n = {ti : 1 6 i 6 n} of T is said to be γ-
shattered by F if there is a vector bn = (bi)16i6n ∈ Rn such that, for every
vector sn = (si)16i6n ∈ {−1, 1}n, there is a function fsn ∈ F satisfying

∀i ∈ J1;nK, si (fsn (ti)− bi) > γ.

The γ-dimension of the class F , γ-dim (F), is the maximal cardinality of a
subset of T γ-shattered by F , if such maximum exists. Otherwise, F is said
to have infinite γ-dimension.

The relationship between γ-G-dim (FG) and γ-dim (FG) is characterized by
the following proposition.

Proposition 1 (After Proposition 1 in [13]) Let G be a class of functions
satisfying Definition 1 and FG the class of functions deduced from G according
to Definition 2. Then,

∀γ ∈ (0,MG ] , γ-G-dim (FG) 6 γ-dim (FG) .

The inequality becomes an equality for C = 2.
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Each of the combinatorial results [28] in the literature is built upon a basic
lemma involving classes of functions whose domain and codomain are finite sets
(so that their cardinalities are also finite). To take benefit from this restriction,
it involves a variant of the scale-sensitive combinatorial dimension considered.
The first variant of this kind, associated with the γ-dimension, is the strong
dimension [1], which extends to the margin Graph dimension as follows.

Definition 10 (Strong Graph dimension) Let F be a class of functions
from Z into J−MF ;MFK with MF ∈ N∗. A subset sZn = {zi : 1 6 i 6 n} of
Z is said to be strongly G-shattered by F if there is a vector bn = (bi)16i6n ∈
J−MF + 1;MF − 1K such that, for every vector sn = (si)16i6n ∈ {−1, 1}n,
there is a function fsn ∈ F satisfying

∀i ∈ J1;nK,

{
if si = 1, fsn (xi, yi)− bi > 1

if si = −1, maxk 6=yi fsn (xi, k) + bi > 1
.

The strong Graph dimension of F , denoted by S-G-dim (F), is the maximal
cardinality of a subset of Z strongly G-shattered by F , if such maximum exists.
Otherwise, F is said to have infinite strong Graph dimension.

The finiteness of the domain results from a restriction to the data, whereas
that of the codomain is obtained by application of a discretization operator.
We make use of the one of [10].

Definition 11 (η-discretization operator) Let F be a class of functions
from T into the interval [MF−,MF+]. For η ∈ R∗+, define the η-discretization
as an operator on F such that:

(·)(η) : F −→ F (η)

f 7→ f (η)

∀t ∈ T , f (η) (t) = sign (f (t)) ·
⌊
|f (t)|
η

⌋
.

3 Connections between the capacity measures

The main building blocks of the derivation of guaranteed risks are connections
between capacity measures. They are of two kinds. A first group corresponds
to changes of capacity measure. A second group corresponds to structural
results, basically relating the capacity of the multi-class classifier, precisely
FG,γ or FG , to those of function classes including the classes Gk.
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3.1 Rademacher complexity

To the best of our knowledge, the sharpest structural result for classes of
vector-valued functions is due to Maurer [20]. Under the simplifying hypotheses
exposed in [13], its application to the framework of this study produces (up to
a multiplicative factor), the following result, a direct consequence of the proof
of Theorem 3 in [18].

Lemma 1 Let G be a class of functions satisfying Definition 1. For γ ∈ (0, 1],
let FG,γ be the class of functions deduced from G according to Definition 6.
Then

Rm (FG,γ) 6 CRm

(
C⋃
k=1

Gk

)
.

Among the tools available to upper bound the expected suprema of empirical
processes, an especially efficient one for Rademacher processes is Dudley’s
chaining method [25].

Theorem 1 (Dudley’s metric entropy bound) Let F be a class of bounded
real-valued functions on T . For n ∈ N∗, let tn ∈ T n and let diam (F) =
sup(f,f ′)∈F2 ‖f − f ′‖L2(µtn )

be the diameter of F in the L2 (µtn) seminorm.
Let h be a positive and decreasing function on N such that h (0) > diam (F).
Then for N ∈ N∗,

R̂n (F) 6 h (N) + 2

N∑
j=1

(h (j) + h (j − 1))

√
ln (N int (h (j) ,F , d2,tn))

n
.

3.2 Covering and packing numbers

The following structural result relates the covering numbers of FG,γ to those
of the classes Gk.

Lemma 2 (Lemma 1 in [12]) Let G be a class of functions satisfying Def-
inition 1 and FG the class of functions deduced from G according to Defini-
tion 2. For γ ∈ (0, 1], let FG,γ be the class of functions deduced from G ac-
cording to Definition 6. Then, for ε ∈ R∗+, n ∈ N∗, and zn = ((xi, yi))16i6n =
(zi)16i6n ∈ Zn,

∀p ∈ [1,+∞] , N int (ε,FG,γ , dp,zn) 6 N int (ε,FG , dp,zn) 6
C∏
k=1

N int
(

ε

C
1
p

,Gk, dp,xn
)
,

where xn = (xi)16i6n.

The transition between covering numbers and scale-sensitive combinatorial
dimensions is obtained by application of a combinatorial result (generalized
Sauer-Shelah lemma). This calls for the use of the following lemma.
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Lemma 3 (After Theorem IV in [16]) Let (E , ρ) be a pseudo-metric space.
For every totally bounded set E ′ ⊂ E and ε ∈ R∗+, N int (ε, E ′, ρ) 6M (ε, E ′, ρ).

Restricting to the margin Graph dimension, one single generalized Sauer-
Shelah lemma is available, that extends Theorem 1 in [22]. This dimension-free
upper bound is based on the L2-norm.

Lemma 4 (Lemma 7 in [13]) Let G be a class of functions satisfying Defini-
tion 1 and FG the class of functions deduced from G according to Definition 2.
For γ ∈ (0, 1], let FG,γ be the class of functions deduced from G according to
Definition 6. For ε ∈ (0,MG ], let dG (ε) = ε-G-dim (FG). Then for ε ∈ (0, γ]
and n ∈ N∗,

M2 (ε,FG,γ , n) 6

(
6γ

ε

)20dG( ε
48 )

.

We now derive an extension to the margin Graph dimension of the best gener-
alized Sauer-Shelah lemma based on the L∞-norm: Lemma 3.5 in [1]. To that
end, two main technical lemmas are to be introduced. The first one realizes
the transition to and from the discretized setting.

Lemma 5 (After Lemma 3.2 in [1]) Let G be a class of functions satis-
fying Definition 1 and FG the class of functions deduced from G according to
Definition 2. For γ ∈ (0, 1], let FG,γ be the class of functions deduced from G
according to Definition 6. For n ∈ N∗, let zn ∈ Zn.

1. For every ε ∈ (0, γ] and every η ∈
(
0, ε2
]
,

M (ε,FG,γ , d∞,zn) 6M
(

2,F (η)
G,γ , d∞,zn

)
;

2. for every η ∈ (0,MG ] and every ε ∈
(
0, η2

]
,

S-G-dim
(
F (η)
G

)
6 ε-G-dim (FG) .

The following lemma, connecting separation and strong G-shattering, is at the
core of the basic combinatorial result.

Lemma 6 (After Lemma 13 in [13]) Let G be a class of functions satis-
fying Definition 1 and FG the class of functions deduced from G according to
Definition 2. For γ ∈ (0, 1], let FG,γ be the class of functions deduced from G
according to Definition 6. Let η ∈

(
0, γ2

]
. Suppose that there exist (g, g′) ∈ G2

and z ∈ Z such that
f (η)g,γ (z)− f (η)g′,γ (z) > 2.

Then the set
{
f
(η)
g , f

(η)
g′

}
strongly G-shatters the singleton {z}. Furthermore,

a witness to this shattering is b = f
(η)
g,γ (z)− 1.
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The second main technical lemma is the basic combinatorial result. Its formula-
tion calls for the introduction of additional notations. For γ ∈ (0, 1], η ∈

(
0, γ2

]
and sZn = {zi : 1 6 i 6 n} ⊂ Z, let Fγ be a subset of

(
FG,γ |sZn

)(η)
and let F

be a subset of
(
FG |sZn

)(η)
. F will be said to correspond to Fγ if there exists a

subset G̃ of G of cardinality |Fγ | such that Fγ =

{(
fg,γ |sZn

)(η)
: g ∈ G̃

}
and

F =

{(
fg|sZn

)(η)
: g ∈ G̃

}
. Given a vector zn = (zi)16i6n ∈ Zn, sZn′ will

designate the smallest subset of Z including all the components of zn (n′ 6 n).

Lemma 7 (After Lemma 3.3 in [1]) Let G be a class of functions satis-
fying Definition 1 and FG the class of functions deduced from G according to
Definition 2. For γ ∈ (0, 1], let FG,γ be the class of functions deduced from G
according to Definition 6. For zn = (zi)16i6n ∈ Zn, γ ∈ (0, 1] and η ∈

(
0, γ2

]
,

let Fγ be a subset of
(
FG,γ |sZn′

)(η)
and let F be a subset of

(
FG |sZn′

)(η)
corresponding to Fγ . Suppose thatM (2,Fγ , d∞,zn) > 2. Then,

M (2,Fγ , d∞,zn) < 2

(⌊
γ

η

⌋2
n

)dlog2(Σ)e

,

where Σ =
∑d
u=1

(
n
u

) (⌊
γ
η

⌋
− 1
)u

with d = S-G-dim (F).

Proof Notice first that according to Lemma 6,

M (2,Fγ , d∞,zn) > 2 =⇒ d > 1.

For notational convenience, we focus on the case leading to the largest bound:
that corresponding to n′ = n (all the components of zn are distinct elements of
Z). Furthermore, we perform implicit permutations on sets of indexed elements
when these permutations are obvious. We also set Mγ =

⌊
γ
η

⌋
. For u ∈ J1; dK,

let us say that the class F̄ ⊂ F strongly G-shatters a pair (sZu ,bu), where
sZu is a subset of sZn of cardinality u and bu ∈ J1;Mγ − 1Ku, if F̄ strongly
G-shatters sZu according to bu. Note that since F̄ ⊂ F , S-G-dim

(
F̄
)
6 d so

that the number of such pairs is inferior or equal to

Σ =

d∑
u=1

(
n

u

)
(Mγ − 1)

u
.

For q ∈ J2; |Fγ |K and r ∈ J1;nK, let us define the set S (q, r) of subsets of Fγ
as follows:

F̄γ ∈ S (q, r)⇐⇒

{∣∣F̄γ∣∣ = q

∃zr ∈ Zr : ∀
{
fγ , f

′
γ

}
⊂ F̄γ , d∞,zr

(
fγ , f

′
γ

)
> 2

,
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where zr is a subvector of zn of size r. Then, h (q, r) denotes the maxi-
mum number such that, for every subset F̄γ of Fγ belonging to S (q, r),
the corresponding subset of F stronly G-shatters at least that many pairs.
If S (q, r) = ∅, then h (q, r) is infinite. Given the definitions of Σ and the
function h,

h (q, n) > Σ =⇒M (2,Fγ , d∞,zn) < q.

Therefore, to finish the proof, it suffices to show that

h
(

2
(
M2
γn
)dlog2(Σ)e

, n
)
> Σ. (1)

To that end, two cases are considered.

• dlog2 (Σ)e > n. Then, 2
(
M2
γn
)dlog2(Σ)e is strictly larger than the total num-

ber of functions from sZn to J0;MγK, (Mγ + 1)
n, and thus also strictly larger

than |Fγ |. Consequently, by definition of the function h, h
(

2
(
M2
γn
)dlog2(Σ)e

, n
)

=

+∞ > Σ. We now turn to the second case.

• dlog2 (Σ)e < n. In that second case, the core of the proof is the proof of the
following claim:{

∀r ∈ J1;nK, h (2, r) > 1

∀r ∈ J2;nK,∀K ∈ N∗, h
(
2KM2

γ r, r
)
> 2h (2K, r − 1)

.

The first part of the claim is a direct consequence of Lemma 6. For the sec-
ond part, first note that if S

(
2KM2

γ r, r
)

= ∅, then h
(
2KM2

γ r, r
)

= +∞ and
hence the claim holds. To complete the proof of the claim, we can thus as-
sume that there exist a subvector zr of zn and Fγ,2 ⊂ Fγ whose 2KM2

γ r
functions are pairwise 2-separated with respect to d∞,zr . Split Fγ,2 arbi-
trarily into KM2

γ r pairs. For each pair
(
fγ , f

′
γ

)
, find zi ∈ sZr such that∣∣fγ (zi)− f ′γ (zi)

∣∣ > 2. By the pigeonhole principle, the same example is picked
for at least KM2

γ pairs. Let zi0 be such an example. Notice that the number of
pairs (k+, k−) ∈ J0;MγK

2 satisfying k+ > k−+ 2 is equal to Mγ(Mγ−1)
2 . Conse-

quently, a second application of the pigeonhole principle establishes that there
are at least

⌈
2KM2

γ

Mγ(Mγ−1)

⌉
> 2K of the pairs for which the (unordered) pair(

fγ (zi0) , f ′γ (zi0)
)
is the same. For all the pairs, let us transpose the func-

tions if needed so that we have systematically: fγ (zi0) − f ′γ (zi0) > 2. The
corresponding sets {f, f ′} ⊂ F all shatter {zi0} (shatter at least one pair of
the form ({zi0} , bi0)). Furthermore, according to Lemma 6, for each of these
sets, bi0 can be set equal to fγ (zi0) − 1 (which belongs to J1;Mγ − 1K as re-
quired). To sum up, there are two subsets of Fγ,2, call them Fγ,+ and Fγ,−
and there are zi0 ∈ sZr and (k+, k−) ∈ J0;MγK

2 with k+ > k− + 2 so that
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|Fγ,+| = |Fγ,−| = 2K, for every fγ,+ ∈ Fγ,+, fγ,+ (zi0) = k+, for every
fγ,− ∈ Fγ,−, fγ,− (zi0) = k−, and

∀ (fγ,+, fγ,−) ∈ Fγ,+ ×Fγ,−,

{
f+ (xi0 , yi0)− bi0 > 1

maxk 6=yi0 f− (xi0 , k) + bi0 > 1
,

where {f+, f−} is the subset of F corresponding to {fγ,+, fγ,−}. Since the
functions in Fγ,+ are pairwise 2-separated with respect to d∞,zr but take the
same value on zi0 , they are also pairwise 2-separated with respect to d∞,zr−1

(with zr−1 being the vector associated with the set sZr−1 = sZr \ {zi0}). The
same holds for the functions in Fγ,−. Hence, both Fγ,+ and Fγ,− belong to
S (2K, r − 1). By the definition of the function h, the corresponding subsets
of F , respectively F+ and F−, strongly G-shatter at least h (2K, r − 1) pairs
(sZu ,bu). Obviously, F2, the subset of F corresponding to Fγ,2, strongly G-
shatters all the pairs strongly G-shattered by either F+ or F− plus ({zi0} , bi0).
Moreover, if the same pair (sZu ,bu) is strongly G-shattered by both F+ and
F−, then F2 also strongly G-shatters the pair

(
s′Zu+1 ,b′u+1

)
, where s′Zu+1 is

the set deduced from sZu by adding one point z′u+1 = zi0 and the vector
b′u+1 is deduced from bu by appending one component b′u+1 = bi0 . Clearly,
neither F+ nor F− strongly G-shatters this pair, simply because they do not
strongly G-shatter the pair ({zi0} , bi0). It follows that F2 strongly G-shatters
at least 2h (2K, r − 1) + 1 pairs, from which it stems that h

(
2KM2

γ r, r
)
>

2h (2K, r − 1), completing the proof of the claim.
Now for u ∈ J1;n − 1K, let q = 2

(
M2
γ

)u
Πu
j=1 (n− j + 1). By repeated

application of the above claim, it follows that h (q, n) > 2u. Since the function
h is clearly nondecreasing in its first argument and 2

(
M2
γn
)u

> q, this implies
that

∀u ∈ J1;n− 1K, h
(

2
(
M2
γn
)u
, n
)
> 2u. (2)

Since the case considered is dlog2 (Σ)e < n, Inequality (1) then results from
setting u = dlog2 (Σ)e in Inequality (2). Indeed, it yealds to

h
(

2
(
M2
γn
)dlog2(Σ)e

, n
)
> 2dlog2(Σ)e

> Σ.

Thus, Inequality (1) holds true in both cases (dlog2 (Σ)e > n and dlog2 (Σ)e <
n), which completes the proof of the lemma.

With Lemmas 5 and 7 at hand, we obtain the extension of Lemma 3.5 in [1]
announced.

Lemma 8 Let G be a class of functions satisfying Definition 1 and FG the
class of functions deduced from G according to Definition 2. For γ ∈ (0, 1],
let FG,γ be the class of functions deduced from G according to Definition 6.
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For ε ∈ (0,MG ], let dG (ε) = ε-G-dim (FG). Then for γ ∈ (0, 1], ε ∈ (0, γ] and
n ∈ N∗ such that n > dG

(
ε
4

)
,

M∞ (ε,FG,γ , n) < 2

(
4γ2n

ε2

)⌈dG( ε4 ) log2

(
2γen

dG( ε4 )ε

)⌉
. (3)

Proof First, note that Inequality (3) is trivially true forM∞ (ε,FG,γ , n) < 2.
Thus, we proceed under the complementary hypothesis. Let zn = (zi)16i6n ∈
Zn be such that M (ε,FG,γ , d∞,zn) > 2. Without loss of generality, we can
assume that all the components of this vector are distinct elements of Z and
thus define accordingly sZn = {zi : 1 6 i 6 n} ⊂ Z. Indeed, this is the case
leading to the largest bound. By definition,

M (ε,FG,γ , d∞,zn) =M
(
ε, FG,γ |sZn , d∞,zn

)
.

Furthermore, setting η = ε
2 in the first proposition of Lemma 5, one obtains:

M
(
ε, FG,γ |sZn , d∞,zn

)
6M

(
2,
(
FG,γ |sZn

)( ε2 )
, d∞,zn

)
.

Since by hypothesis,M
(

2,
(
FG,γ |sZn

)( ε2 )
, d∞,zn

)
> 2, the packing number

of
(
FG,γ |sZn

)( ε2 )
can be upper bounded thanks to Lemma 7, leading to

M
(

2,
(
FG,γ |sZn

)( ε2 )
, d∞,zn

)
< 2

(⌊
2γ

ε

⌋2
n

)dlog2(Σ)e

,

where Σ =
∑d
u=1

(
n
u

) (⌊
2γ
ε

⌋
− 1
)u

with d = S-G-dim
((
FG |sZn

)( ε2 ))
. Making

use of the second proposition of Lemma 5 gives:

S-G-dim
((
FG |sZn

)( ε2 ))
6

ε

4
-G-dim

(
FG |sZn

)
6

ε

4
-G-dim (FG)

= dG

( ε
4

)
.
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As a consequence, since by hypothesis, n > dG
(
ε
4

)
, a well-known computation

(see for instance the proof of Corollary 3.3 in [23]) provides

Σ =

d∑
u=1

(
n

u

)(⌊
2γ

ε

⌋
− 1

)u

6

(
2γ

ε

)dG( ε4 ) dG( ε4 )∑
u=1

(
n

u

)

6

(
2γen

dG
(
ε
4

)
ε

)dG( ε4 )

.

Putting things together, so far, we have established that

M (ε,FG,γ , d∞,zn) < 2

(
4γ2n

ε2

)⌈dG( ε4 ) log2

(
2γen

dG( ε4 )ε

)⌉
.

To complete the proof of (3), it suffices to notice that the right-hand side does
not depend on zn (but only on n).

It is noteworthy that the proofs of Lemmas 4 and 8 can be extended in a
straightforward way so as to obtain bounds where the margin Graph dimen-
sion of FG is replaced with its fat-shattering dimension. However, this comes
without any improvement, so that according to Proposition 1, the bounds are
simply worsened. This observation backs the thesis that guaranteed risks for
margin multi-category classifiers should be based on γ-Ψ -dimensions of FG
rather than on its fat-shattering dimension.

3.3 Scale-sensitive combinatorial dimensions

The best decomposition result available for ε-G-dim (FG) is Lemma 8 in [13].
This general purpose structural result can be significantly improved for specific
classifiers such as the M-SVMs [11,19,8]. To take this gap into account, we
resort to the following hypothesis, built upon an hypothesis which is standard
in learning theory [21,12], and beyond in the theory of empirical processes
[26]: that of polynomial γ-dimensions.

Hypothesis 1 We consider classes of functions G satisfying Definition 1 plus
the fact that there exists a quadruplet (dG,C , dG,γ ,KG,1,KG,2) ∈

(
R∗+
)4 such

that for every ε ∈ (0,MG ],

ε-G-dim (FG) 6 KG,1C
dG,C max

16k6C
ε-dim (Gk) 6 KG,2C

dG,C ε−dG,γ .
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Regarding the polynomial growth of the γ-dimensions, Corollary 27 in [3]
tells us that if F is the class of functions computed by a bi-class multi-layer
perceptron (MLP) [2], then there exists KF ∈ R∗+ such that ε-dim (F) 6
KFε

−(2n+2) where n is the number of hidden layers. According to Theorem 4.6
in [4], the same result holds true, with an exponent equal to −2, if F is the
class of functions computed by a support vector machine (SVM) [6]. Since our
study focuses on the dependence on the three basic parameters rather than
on the values of the constants, in the sequel, to simplify notations, KG,1 and
KG,2 are replaced with one single constant: KG .

4 New guaranteed risks based on the truncated hinge loss

For this loss function as for the indicator loss function (see Section 5), we
start with a basic supremum inequality from the literature and upper bound
its capacity measure in such a way as to obtain an explicit dependence on m,
C and γ.

4.1 Basic supremum inequality

The basic supremum inequality involving φ2,γ appears (for instance) as a par-
tial result in the proof of Theorem 8.1 in [23] (with FG replaced with FG,γ).

Theorem 2 Let G be a class of functions satisfying Definition 1. For γ ∈
(0, 1], let FG,γ be the class of functions deduced from G according to Defini-
tion 6. For a fixed γ ∈ (0, 1] and a fixed δ ∈ (0, 1), with Pm-probability at least
1− δ, uniformly for every function g ∈ G,

L (g) 6 Lγ,m (g) +
2

γ
Rm (FG,γ) +

√
ln
(
1
δ

)
2m

,

where the margin loss function is φ2,γ .

4.2 Upper bounds on the Rademacher complexity

To upper bound the Rademacher complexity of interest, we consider the three
options corresponding to the different levels at which the decomposition from
the multi-class case to the bi-class case can be implemented (see Section 3).

4.2.1 Decomposition involving Rademacher complexities

In this case, to handle more easily the term
⋃C
k=1 Gk that Lemma 1 makes ap-

pear, we add an hypothesis widely verified in practice: G = GC0 (all the classes
of component functions are identical, with the consequence that

⋃C
k=1 Gk =

G0). Examples of such classifiers are the MLPs and the M-SVMs. Applying in
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sequence Lemma 1, Theorem 1, Lemma 3, Theorem 1 in [22] and Hypothesis 1,
and setting d (ε) = ε-dim (G0) gives:

Rm (FG,γ) 6 CRm (G0)

6 C

h (N) + 2

N∑
j=1

(h (j) + h (j − 1))

√
ln
(
N int

2 (h (j) ,G0,m)
)

m


6 C

h (N) + 4

√
5

m

∑
j∈J

(h (j) + h (j − 1))

√
d

(
h (j)

48

)
ln

(
12MG
h (j)

)
6 C

h (N) + 4

√
5 · 48dG,γKG

m

∑
j∈J

h (j) + h (j − 1)

h (j)
dG,γ

2

√
ln

(
12MG
h (j)

)
where J = {j ∈ J1;NK : h (j) 6 2MG}. As in [12], the set J has been in-
troduced to take into account the hypotheses of the generalized Sauer-Shelah
lemma (here Theorem 1 in [22]) This raises no difficulties since h (j) > 2MG =⇒
ln
(
N int

2 (h (j) ,G0,m)
)

= 0.

Theorem 3 Let G be a class of functions satisfying Hypothesis 1. Suppose
further that there exists a function class G0 such that G = GC0 . For γ ∈ (0, 1],
let FG,γ be the class of functions deduced from G according to Definition 6.
If dG,γ ∈ (0, 2), then

Rm (FG,γ) 6 8
1 + 2

2
2−dG,γ√

2 (2− dG,γ)
(2MG)

1−
dG,γ

2

√
5 · 48dG,γKG

m
C

[√
ln (F (6)) +

√
1

4 ln (F (6))

]
(4)

where F (t) = 2 · t
2−dG,γ

2 .
If dG,γ = 2, then

Rm (FG,γ) 6
2MGC√

m

(
1 + +576

√
5KG (2MG)

−1
⌈

1

2
log2 (m)

⌉√
ln
(
6
√
m
))

.

At last, if dG,γ > 2, then

Rm (FG,γ) 6 2MGC

(
log2 (m)

m

) 1
dG,γ

1 + 8
(

1 + 2
2

dG,γ−2

)
(2MG)

−
dG,γ

2

√
5 · 48dG,γKG

log2 (m)

√√√√ln

(
6

(
m

log2 (m)

) 1
dG,γ

) .

Proof
First case: dG,γ ∈ (0, 2)
This case is the only one for which the entropy integral exists. Setting for every
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j ∈ N, h (j) = 2MG2
− 2

2−dG,γ
j , we obtain

Rm (FG,γ) 6 8
(

1 + 2
2

2−dG,γ

)
(2MG)

1−
dG,γ

2

√
5 · 48dG,γKG

m
C

∫ 1
2

0

√√√√ln

(
6

ε
2

2−dG,γ

)
dε

= 8

(
1 + 2

2
2−dG,γ

)√
2√

2− dG,γ
(2MG)

1−
dG,γ

2

√
5 · 48dG,γKG

m
C

∫ 1
2

0

√√√√ln

(
6

2−dG,γ
2

ε

)
dε.

Let us define the integral I (t) as follows:

I (t) =

∫ 1
2

0

√
ln

(
F (t)

2ε

)
dε.

Then,

Rm (FG,γ) 6 8

(
1 + 2

2
2−dG,γ

)√
2√

2− dG,γ
(2MG)

1−
dG,γ

2

√
5 · 48dG,γKG

m
C · I (6) . (5)

The computation of the integral gives

I (t) =
1

2

[√
ln (F (t)) + F (t)

√
π

2
erfc

(√
ln (F (t))

)]
. (6)

If T is a random variable following a standard normal distribution, then

P (T > t) 6
1√
2π

1

t
e−

t2

2 .

A substitution of this classical tail bound in (6) provides us with:

I (t) 6
1

2

[√
ln (F (t)) +

√
1

4 ln (F (t))

]
. (7)

A substitution of (7) (with t = 6) into (5) concludes the proof of (4).
Second case: dG,γ = 2

Rm (FG,γ) 6 C

h (N) + 192

√
5KG
m

∑
j∈J

h (j) + h (j − 1)

h (j)

√
ln

(
12MG
h (j)

)
For N =

⌈
1
2 log2 (m)

⌉
, we set h (j) = 2MGm

− 1
2 2−j+N . Then,

Rm (FG,γ) 6 C

2MG√
m

+ 576

√
5KG
m

N∑
j=1

√
ln
(
6
√
m · 2j−N

)
6 C

2MG√
m

+ 576

√
5KG
m

N∑
j=1

√
ln
(
6
√
m
)

6 C

(
2MG√
m

+ 576

√
5KG
m

⌈
1

2
log2 (m)

⌉√
ln
(
6
√
m
))

.
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Third case: dG,γ > 2

ForN =
⌈
dG,γ−2
2dG,γ

log2

(
m

log2(m)

)⌉
, let us set h (j) = 2MG

(
log2(m)
m

) 1
dG,γ 2

2
dG,γ−2 (−j+N).

We then get

Rm (FG,γ) 6 2MGC

(
log2 (m)

m

) 1
dG,γ

(
1 + 4

(
1 + 2

2
dG,γ−2

)
(2MG)

−
dG,γ

2

√
5 · 48dG,γKG

log2 (m)
S

(
6

(
m

log2 (m)

) 1
dG,γ

))
,

where the series S (t) is defined by:

∀t ∈ R∗+, S (t) =

N∑
j=1

2j−N
√

ln
(
t · 2

2
dG,γ−2 (j−N)

)
.

S (t) is trivially upper bounded as follows:

S (t) 6
√

ln (t)

N∑
j=1

2j−N

6 2
√

ln (t). (8)

4.2.2 Decomposition involving covering numbers

This time, we make another classical hypothesis:m > C. Applying in sequence
Theorem 1, Lemma 2, Lemma 3, Theorem 1 in [22] and Hypothesis 1 gives:

Rm (FG,γ) 6 h (N) + 2

N∑
j=1

(h (j) + h (j − 1))

√
ln
(
N int

2 (h (j) ,FG,γ ,m)
)

m

6 h (N) + 2

√
C

m

N∑
j=1

(h (j) + h (j − 1))

√
ln

(
max

16k6C
N int

2

(
h (j)√
C
,Gk,m

))

6 h (N) + 4

√
5 · 48dG,γKG

m
C
dG,γ+2

4

∑
j∈J

h (j) + h (j − 1)

h (j)
dG,γ

2

√√√√ln

(
12MG

√
C

h (j)

)

where J =
{
j ∈ J1;NK : h (j) 6 2MG

√
C
}
.

Theorem 4 Let G be a class of functions satisfying Hypothesis 1. For γ ∈
(0, 1], let FG,γ be the class of functions deduced from G according to Defini-
tion 6. Suppose that m > C.
If dG ∈ (0, 2), then

Rm (FG,γ) 6 8
1 + 2

2
2−dG,γ√

2 (2− dG)
γ1−

dG,γ
2

√
5 · 48dG,γKG

m
C
dG,γ+2

4


√√√√ln

(
F

(
12MG

√
C

γ

))
+

√√√√ 1

4 ln
(
F
(

12MG
√
C

γ

))
 ,
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where F is the function defined in Theorem 3.
If dG = 2, then

Rm (FG,γ) 6 γ

√
C

m

(
1 + 576

1

γ

√
5KGC

⌈
1

2
log2

(m
C

)⌉√
ln

(
12MG

√
m

γ

))
.

At last, if dG,γ > 2, then

Rm (FG,γ) 6 γ
√
C

(
C

m

) 1
dG,γ

1 + 8
(

1 + 2
2

dG,γ−2

)( 1

γ

) dG,γ
2 √

5 · 48dG,γKG

√
ln

(
12MG
γ

(m
C

) 1
dG,γ

) .

Proof
First case: dG,γ ∈ (0, 2)
This case is the only one for which the entropy integral exists. Setting for every
j ∈ N, h (j) = γ2

− 2
2−dG,γ

j , we obtain

Rm (FG,γ) 6 8
(

1 + 2
2

2−dG,γ

)
γ1−

dG,γ
2

√
5 · 48dG,γKG

m
C
dG,γ+2

4

∫ 1
2

0

√√√√ln

(
12MG

√
C

γε
2

2−dG,γ

)
dε

= 8

(
1 + 2

2
2−dG,γ

)√
2√

2− dG,γ
γ1−

dG,γ
2

√
5 · 48dG,γKG

m
C
dG,γ+2

4 · I

(
12MG

√
C

γ

)
.

The upper bound on the integral is provided by Inequality (7).

Second case: dG,γ = 2

Rm (FG,γ) 6 h (N) + 192

√
5KG
m

C
∑
j∈J

h (j) + h (j − 1)

h (j)

√√√√ln

(
12MG

√
C

h (j)

)
.

For N =
⌈
1
2 log2

(
m
C

)⌉
, we set h (j) = γ

√
C
m2−j+N .

Rm (FG,γ) 6 γ

√
C

m
+ 576

√
5KG
m

C

N∑
j=1

√
ln

(
12MG

√
m · 2j−N
γ

)

6 γ

√
C

m
+ 576

√
5KG
m

C ·N

√
ln

(
12MG

√
m

γ

)

= γ

√
C

m
+ 576

√
5KG
m

C

⌈
1

2
log2

(m
C

)⌉√
ln

(
12MG

√
m

γ

)
.

Third case: dG,γ > 2

For N =
⌈
dG,γ−2
2dG,γ

log2

(
m
C

)⌉
, let us set h (j) = γ

√
C
(
C
m

) 1
dG,γ 2

2
dG,γ−2 (−j+N).
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We then get

Rm (FG,γ) 6 γ
√
C

(
C

m

) 1
dG,γ

1 + 4
(

1 + 2
2

dG,γ−2

)( 1

γ

) dG,γ
2 √

5 · 48dG,γKGS

(
12MG
γ

(m
C

) 1
dG,γ

) .

The upper bound on the series is provided by Inequality (8).

4.2.3 Decomposition involving scale-sensitive combinatorial dimensions

Applying in sequence Theorem 1, Lemma 3, Lemma 4 and Hypothesis 1 and
setting dG (ε) = ε-G-dim (FG) gives:

Rm (FG,γ) 6 h (N) + 2

N∑
j=1

(h (j) + h (j − 1))

√
ln
(
N int

2 (h (j) ,FG,γ ,m)
)

m

6 h (N) + 4

√
5

m

∑
j∈J

(h (j) + h (j − 1))

√
dG

(
h (j)

48

)
ln

(
6γ

h (j)

)

6 h (N) + 4

√
5 · 48dG,γKGCdG,C

m

∑
j∈J

h (j) + h (j − 1)

h (j)
dG,γ

2

√
ln

(
6γ

h (j)

)

where J = {j ∈ J1;NK : h (j) 6 γ}.

Theorem 5 Let G be a class of functions satisfying Hypothesis 1. For γ ∈
(0, 1], let FG,γ be the class of functions deduced from G according to Defini-
tion 6.
If dG,γ ∈ (0, 2), then

Rm (FG,γ) 6 8
1 + 2

2
2−dG,γ√

2 (2− dG,γ)
γ1−

dG,γ
2

√
5 · 48dG,γKGCdG,C

m

[√
ln (F (6)) +

√
1

4 ln (F (6))

]
,

where F is the function defined in Theorem 3.
If dG,γ = 2, then

Rm (FG,γ) 6
γ√
m

(
1 + 576

1

γ

√
5KGCdG,C

⌈
1

2
log2 (m)

⌉√
ln
(
6
√
m
))

.

At last, if dG,γ > 2, then

Rm (FG,γ) 6 γ

(
log2 (m)

m

) 1
dG,γ

1 + 8
(

1 + 2
2

dG,γ−2

)( 1

γ

) dG,γ
2

√
5 · 48dG,γKGCdG,C

log2 (m)

√√√√ln

(
6

(
m

log2 (m)

) 1
dG,γ

) .
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Proof
First case: dG,γ ∈ (0, 2)
This case is the only one for which the entropy integral exists. Setting for every
j ∈ N, h (j) = γ2

− 2
2−dG,γ

j , we obtain

Rm (FG,γ) 6 8
(

1 + 2
2

2−dG,γ

)
γ1−

dG,γ
2

√
5 · 48dG,γKGCdG,C

m

∫ 1
2

0

√√√√ln

(
6

ε
2

2−dG,γ

)
dε

= 8

(
1 + 2

2
2−dG,γ

)√
2√

2− dG,γ
γ1−

dG,γ
2

√
5 · 48dG,γKGCdG,C

m
· I (6) .

The upper bound on the integral is provided by Inequality (7).

Second case: dG,γ = 2

Rm (FG,γ) 6 h (N) + 192

√
5KGCdG,C

m

∑
j∈J

h (j) + h (j − 1)

h (j)

√
ln

(
6γ

h (j)

)
.

For N =
⌈
1
2 log2 (m)

⌉
, we set h (j) = γm−

1
2 2−j+N . Then,

Rm (FG,γ) 6
γ√
m

+ 576

√
5KGCdG,C

m

N∑
j=1

√
ln
(
6
√
m · 2j−N

)
6

γ√
m

+ 576

√
5KGCdG,C

m

⌈
1

2
log2 (m)

⌉√
ln
(
6
√
m
)
.

Third case: dG,γ > 2

ForN =
⌈
dG,γ−2
2dG,γ

log2

(
m

log2(m)

)⌉
, let us set h (j) = γ

(
log2(m)
m

) 1
dG,γ 2

2
dG,γ−2 (−j+N).

We then get

Rm (FG,γ) 6 γ

(
log2 (m)

m

) 1
dG,γ

1 + 4
(

1 + 2
2

dG,γ−2

)( 1

γ

) dG,γ
2

√
5 · 48dG,γKGCdG,C

log2 (m)
S

(
6

(
m

log2 (m)

) 1
dG,γ

) .

The upper bound on the series is provided by Inequality (8).

4.3 Discussion

A comparison of Theorems 3 to 5 is rich in lessons. First, the convergence rate
varies with dG,γ , not the level of the decomposition. Second, the dependence on
C improves from linear to sublinear when the decomposition is postponed to
the level of the covering numbers. Whether postponing further the decomposi-
tion brings something more utterly depends on the value of dG,C . This implies
that a favorable condition for this last option is a strong coupling among the
outputs of the classifier. At last, the dependence on γ is better when perform-
ing the transition with scale-sensitive combinatorial dimensions: the gain is a
factor

√
ln (γ−1).
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5 New guaranteed risks based on the margin indicator loss function

All the bounds based on this loss function implement Pollard’s combinatorial
method (see Chapter 2 of [24]).

5.1 Basic supremum inequality

The basic supremum inequality is a multi-class extension of Lemma 4 in [3],
with the first symmetrization being derived from the basic lemma of Sec-
tion 4.5.1 in [27].

Theorem 6 (Theorem 2 in [12]) Let G be a class of functions satisfying
Definition 1. For γ ∈ (0, 1], let FG,γ be the class of functions deduced from G
according to Definition 6. For a fixed γ ∈ (0, 1] and a fixed δ ∈ (0, 1), with
Pm-probability at least 1− δ, uniformly for every function g ∈ G,

L (g) 6 Lγ,m (g) +

√
2

m

(
ln
(
N int
∞

(γ
2
,FG,γ , 2m

))
+ ln

(
2

δ

))
+

1

m
, (9)

where the margin loss function is φ∞,γ .

5.2 Upper bounds on the metric entropy

This time, there are only two levels at which the decomposition can take place.

5.2.1 Decomposition involving covering numbers

Applying in sequence Lemma 2, Lemma 3, Lemma 3.5 in [1] and Hypothesis 1
gives:

ln
(
N int
∞

(γ
2
,FG,γ , 2m

))
6

3

2
KGC

(
8

γ

)dG,γ
ln2

(
128M2

Gm

γ2

)
+ ln

(
2C
)
. (10)

The convergence rate of the guaranteed risk resulting from substituting the
right-hand side of (10) into (9) is ln(m)√

m
. Its dependence on C is radical, which

corresponds to the state of the art (see for instance [30,12]). At last, it varies
with γ as a O

(
γ−

dG,γ
2 ln

(
γ−1

))
.

5.2.2 Decomposition involving scale-sensitive combinatorial dimensions

Making use of Hypothesis 1, the decomposition performed with scale-sensitive
combinatorial dimensions (Lemmas 3 and 8) gives:

ln
(
N int
∞

(γ
2
,FG,γ , 2m

))
6

3

2
· γ

8
-G-dim (FG) ln2 (16em) + ln (2)

6
3

2
KGC

dG,C

(
8

γ

)dG,γ
ln2 (16em) + ln (2) . (11)



22 Yann Guermeur

The guaranteed risk associated with this alternative upper bound on the metric
entropy exhibits the same convergence rate as the previous one. The radical
dependence on C is replaced with a growth as a O

(
C
dG,C

2

)
, which could prove

to be worse for the main margin classifiers of the literature (we conjecture that
they should satisfy dG,C > 1). On the contrary, Formula (11) implies a growth

with γ−1 as a O
(
γ−

dG,γ
2

)
, i.e., a gain of a factor ln

(
γ−1

)
.

6 Application to M-SVMs

In the two preceding sections, guaranteed risks have been derived which involve
the margin Graph dimension, and Hypothesis 1 has been used as a generic
upper bound on this dimension. We now focus on a popular family of margin
classifiers, the M-SVMs, to provide an illustration of the way this Hypothesis
can be instantiated in practice. This calls for a definition of the underlying
function class. We base the definition of the C-category SVMs on that of
reproducing kernel Hilbert space (RKHS) [5] of RC-valued functions.

Definition 12 (RKHS of RC-valued functions Hκ,C , after Section 6 of
[29]) Let κ be a real-valued positive type function on X 2 and let

(
Hκ, 〈·, ·〉Hκ

)
be the corresponding RKHS. Let κ̃ be the real-valued positive type function
on Z2 deduced from κ as follows:

∀ ((x, k) , (x′, l)) ∈ Z2, κ̃ ((x, k) , (x′, l)) = δk,lκ (x, x′) ,

where δ is the Kronecker symbol. For every (x, k) ∈ Z, let us define the RC-
valued function κ̃(C)

x,k on X by the formula

κ̃
(C)
x,k (·) = (κ̃ ((x, k) , (·, l)))16l6C . (12)

The RKHS of RC-valued functions at the basis of a C-category SVM whose
kernel is κ,

(
Hκ,C , 〈·, ·〉Hκ,C

)
, consists of the linear manifold of all finite linear

combinations of functions of the form (12) as (x, k) varies in Z, and its closure
with respect to the inner product

∀ ((x, k) , (x′, l)) ∈ Z2,
〈
κ̃
(C)
x,k , κ̃

(C)
x′,l

〉
Hκ,C

= κ̃ ((x, k) , (x′, l)) .

With the definition of this RKHS a hand, the specification of the function
class at the basis of a C-category SVM rests on the introduction of a condition
controlling the capacity through the characterization of a coupling among the
outputs. We consider the standard condition, used for instance in [19].

Definition 13 (Function class HΛ) Let κ be a real-valued positive type
function on X 2 and let Λ ∈ R∗+. Let

(
Hκ,C , 〈·, ·〉Hκ,C

)
be the RKHS of RC-

valued functions spanned by κ according to Definition 12. Then the function
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class HΛ associated with the C-category SVM parameterized by (κ,Λ) is:

HΛ =

{
h = (hk)16k6C ∈ Hκ,C :

C∑
k=1

hk = 0Hκ
and ‖h‖Hκ,C

6 Λ

}
.

To upper bound the margin Graph dimension of the class FHΛ , we use an
intermediate step involving another γ-Ψ -dimension: the margin Natarajan di-
mension γ-N-dim (Definition 18 in [13]). It is easy to notice that the proof of
Lemma 15 in [13] still holds true if the strong Graph dimension is replaced with
the strong dimension. A combination of Theorem 1 in [22] with this variant of
Lemma 15 in [13] provides us with:

Lemma 9 Let G be a class of functions satisfying Definition 1 and FG the
class of functions deduced from G according to Definition 2. For ε ∈ (0,MG ],
let dN (ε) = ε-N-dim (FG). Then for ε ∈ (0,MG ] and n ∈ N∗,

M2 (ε,FG , n) 6

(
12MG
ε

)240 log
α(C)
2 (F (C))d

β(C)
N ( ε

48 )
,

where F (C) = 4 (C − 1), α (C) = 2+ 2
2 ln(F (C))−1 and β (C) = 1+ 1

4 ln(F (C))−2 .

With Lemma 9 at hand, the following instantiation of Hypothesis 1 to the
C-category SVMs is easy to establish.

Lemma 10 For Λ ∈ R∗+, let HΛ be a function class satisfying Definition 13.
Suppose that for every x ∈ X , κx belongs to the closed ball of radius ΛX about
the origin in Hκ. Then, for every γ ∈ (0, ΛΛX ],

γ-G-dim (FHΛ) 6 7114C log
α(C)
2 (F (C))

(
24ΛΛX
γ

)2β(C)

ln

(
12ΛΛX
γ

)
,

with the functions F , α and β being defined in Lemma 9.

Proof The proof results from applying in sequence Proposition 5 in [13] (with
p = 2), Lemma 9 (above) and Lemma 10 in [13]. This gives

∀γ ∈ (0, ΛΛX ] , γ-G-dim (FHΛ) 6
16

ln(2)
ln (M2 (γ,FHΛ , γ-dim (FHΛ)))

6
3840

ln(2)
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2 (F (C)) d
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N

( γ
48
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(
12ΛΛX
γ

)
6

3840

ln(2)
Cβ(C) log

α(C)
2 (F (C))

(
24ΛΛX
γ

)2β(C)

ln

(
12ΛΛX
γ

)
6 7114C log

α(C)
2 (F (C))

(
24ΛΛX
γ

)2β(C)

ln

(
12ΛΛX
γ

)
.

This upper bound on γ-G-dim (FHΛ) compares with that obtained with the
straightforward approach (without involving the margin Natarajan dimen-
sion), which consists in combining Lemma 8 in [13] with Theorem 4.6 in [4]. It
exhibits a better dependence on C, a O (C ln (C)), which is mainly due to the
fact that Lemma 10 in [13] takes efficiently into account the coupling among
the outputs.
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7 Conclusions and ongoing research

This article has addressed the question of the level at which to perform the
transition from the multi-class case to the bi-class one when deriving a guar-
anteed risk for margin multi-category classifiers. The comparative study was
performed for the parameterized truncated hinge loss function and the margin
indicator loss function. In both cases, all the possible decompositions (tran-
sitions from either FG,γ or FG to a function class including the classes Gk)
have been considered. The following conclusions can be drawn from the cor-
responding bounds. First, the convergence rate depends on the choice of the
margin loss function and the behaviour of the scale-sensitive combinatorial
dimensions involved, but not on the level of the decomposition. Second, what-
ever the margin loss function, one can always exhibit a bound with sublinear
dependence on C. The margin Graph dimension appears as an efficient tool
to achieve this result, in the case when there exists a strong coupling among
the outputs of the classifier. Third, the dependence on γ also benefits from a
late decomposition.

Our work continues in two directions: taking into account the nature of the
learner/learning algorithm [7] and investigating the instantiations of Hypoth-
esis 1 obtained by deriving upper bounds on γ-Ψ -dimensions of other margin
classifiers.
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