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Abstract
In the financial market, the stock price prediction is a challenging task which is influenced by many factors. These factors

include economic change, politics and global events that are usually recorded in text format, such as the daily news.

Therefore, we assume that real-world text information can be used to forecast stock market activity. However, only a few

works considered both text and numerical information to predict or analyse stock trends. These works used preprocessed

text features as the model inputs; therefore, latent information in text may be lost because the relationships between the text

and stock price are not considered. In this paper, we propose a fusion network, i.e. a spatial-temporal attention-based

convolutional network (STACN) that can leverage the advantages of an attention mechanism, a convolutional neural

network and long short-term memory to extract text and numerical information for stock price prediction. Benefiting from

the utilisation of an attention mechanism, reliable text features that are highly relevant to stock value can be extracted,

which improves the overall model performance. The experimental results on real-world stock data demonstrate that our

STACN model and training scheme can handle both text and numerical data and achieve high accuracy on stock regression

tasks. The STACN is compared with CNNs and LSTMs with different settings, e.g. a CNN with only stock data, a CNN

with only news titles and LSTMs with only stock data. CNNs considering only stock data and news titles have mean

squared errors of 28.3935 and 0.1814, respectively. The accuracy of LSTMs is 0.0763. The STACN can achieve an

accuracy of 0.0304, outperforming CNNs and LSTMs in stock regression tasks.
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1 Introduction

Stock market prediction aims to forecast the future value of

a stock based on historical stock prices and other infor-

mation. Accurate prediction of the stock price is a chal-

lenging task due to its nonlinear and chaotic nature. It is

affected by many factors, such as economic change, poli-

tics, and other global circumstances [1–3]. Deep learning

(DL) techniques, recently, have been applied to many

different fields to surpass human-level performance,

including computer vision [4, 5], speech recognition [6, 7],

autonomous control [8, 9] and Stock market prediction

[10–15]. A recent survey on the applications of the DL for

stock market predictions [10] revealed that the majority of

studies used features such as historical prices and technical

indicator data as inputs; only 0.83% of these studies

included historical prices, fundamental and text data as

inputs. Some of the studies that applied the DL techniques
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on numerical information are listed in [11–15]. Singh and

Srivastava proposed a market prediction model using

principal component analysis to extract features as the

input of a deep neural network (DNN) [11]. Hiransha et al

[12] used a convolutional neural network (CNN) for stock

price prediction based on historical prices and concluded

that the convolutional sliding window can capture the

activity of stock, which increased the prediction perfor-

mance of the model.

In addition to CNNs, recurrent neural networks (RNNs)

are also considered effective models in stock price pre-

diction. Yu and Yen [13] proposed a stock prediction

model based on long short-term memory (LSTM) net-

works. Liu et al. [14] proposed attention-based RNNs for

multivariate time series prediction and applied it to stock

price prediction. Both CNNs and RNNs can predict stock

activity with acceptable accuracy by capturing spatial and

temporal information, respectively, from numerical data.

Eapen et al. [15] combined multiple pipelines consisting of

a CNN and a bidirectional LSTM architecture to extract

spatial-temporal features of stock market data and

improved the prediction accuracy.

Apart from using only numerical information as an

input, some researchers also leveraged non-numerical data

to achieve precise stock market predictions; many

approaches proposed simultaneously considering historical

stock prices and event-specific information. Li et al. [16]

used both stock indices and the daily news to generate

sequential snapshots as inputs of a deep learning model

constructed by a two-layer LSTM and a fuzzy connected

layer. This deep learning model improved stock prediction

with data from the Hong Kong Stock Exchange. In addition

to daily news, other numerical data, such as the public

mood from social media, were used as an input source for

stock prediction. Bollen et al. [17] showed that the Dow

Jones Industrial Average (DJIA) was related to specific

public mood dimensions from Twitter feeds. This study

used public mood and DJIA closing values as features to

feed into a self-organising fuzzy neural network (SOFNN)

model to predict future DJIA values. Huang et al. [18]

proposed an algorithm to fuse multi-sourced data collected

from internet news, social media and historical stock

activity; the generated features were further fed to an

LSTM model to predict stock fluctuations. Park, Leung and

Ma [19] developed an information fusion model to link

Twitter sentiments to stock prices. The fused information

was used to improve prediction in vector autoregression

models. Another integrated approach was presented in [20],

which utilised market news and stock prices to predict

stock price by using multi-kernel support vector regression

(MKSVR) models. LSTM was applied in stock market

price trend prediction in [21], an inclusion LSTM model

sought to obtain the sequential information of the stock

market. Another recent study [22] demonstrated the

advantages of LSTM by using BiLSTM to generate the

stock price movement representation in dealing with

immaturity, non-linear instability and unreliability of the

stock market.

In [10], the authors claimed that although text data are

hard to collect and process, sentiment analysis applied on

text data is potentially beneficial. According to the above

literature survey, non-numerical information, such as daily

news, can boost the accuracy of stock activity prediction.

However, the extracted text features were not guaranteed to

be highly relevant to the stock values; complicated infor-

mation, i.e. both stock prediction information and a large

amount of unrelated information and noise, may potentially

decrease the performance of the prediction since the rela-

tionships between text features and stock values were not

considered [23]. Therefore, several text-processing meth-

ods have been developed to discover hidden relationships

in non-numerical information. Zhang et al. [24] proposed a

sentiment analyser and an event extraction that were used

to process social media and internet news data, respec-

tively. The captured events and sentiment data were further

integrated with quantitative stock data to form a feature

map for stock price prediction. Akita et al. [25] adopted the

paragraph vector method proposed by Le and Mikolov [26]

to extract text features. Then, the text patterns were com-

bined with numerical information as the input for stock

trend prediction by LSTM.

LSTM sequentially accumulates information over a

sentence, and this recurrent architecture can capture the

relationships among text in sentences [27–30]. Thus, this

paper presents a sequence-to-sequence autoencoder for text

processing, capturing the relationships between every two

texts in a sentence and generating representative informa-

tion for each sentence. We then apply a convolution

operation to extract the spatial feature maps of daily news.

Besides, we also consider temporal factors into extracted

feature maps by introducing an attention mechanism

[14, 31–33], which has been proven to be very helpful in

adaptively extracting the most relevant features. This paper

proposes a spatial-temporal attention-based convolutional

network (STACN). This multi-modal network uses an

attention mechanism, a CNN and LSTM to extract spatial-

temporal information from daily news and historical news

stock activity for stock price prediction. The proposed

STACN network uses both numerical and text data, pre-

venting the loss of numerical stock information and

decreasing the negative effects of noise from news

information.
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2 Proposed approach

This section describes the proposed approach in detail. The

whole STACN architecture is presented in Fig. 1. The

STACN consists of a CNN fed with non-numerical infor-

mation, LSTMs fed with numerical information and a

spatial-temporal attention network (STAN). The CNN

includes convolution layers that can extract spatial feature

maps from the input data. We feed spatial feature maps and

the hidden states of LSTMs into the STAN to produce

spatial-temporal attention weights for each feature map

extracted by the convolution layers.

The detailed description of the CNN architecture is

presented in Table 1. This CNN framework consists of four

convolution blocks and three fully connected layers. The

kernel size of each convolution layer is 5� 5; in other

words, the dimensions will be [1, 5, 5, last dimension

number of past input maps]. Strides for kernels are [1, 1, 4,

1]. A maximum pooling layer is followed by the convo-

lution layer, whose pooling kernel size is [1, 3, 3, 1], and

stride pooling is [1, 1, 2, 1]. The number of maps in the

CNN output is 128. Padding for all convolution layers is set

as ‘‘same’’ to ensure that the output dimension and input

dimension are identical. The numbers of hidden layers for

the CNN fully connected (FC) layer are 90, 5, and 1, which

correspond to the first, second, and third hidden layers,

respectively.

2.1 Preprocessing using sequence-to-sequence
autoencoder

In this study, we propose a preprocessing workflow to

convert non-numerical information, i.e. daily news titles,

into a map form for the CNN to predict stock values. The

entire preprocessing flow is shown in Fig. 2. We use the

SPACY tool for word embedding to convert words to

300-dimensional vectors. Because words are considered a

time step for natural language processing, a sequence-to-

sequence model is trained to convert sentences to thought

vectors. Afterwards, these thought vectors are organized

into map forms.

The proposed sequence-to-sequence autoencoder is

constructed by LSTM [34], as shown in Fig 3. LSTM,

which can be considered a deformation of the recurrent

neural network, is widely used for tasks involving time

Fig. 1 The spatial-temporal attention-based convolutional network (STACN), which consists of a CNN, a STAN and a fusion network to

generate the final output
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series and words. Figure 4 shows the architecture of an

LSTM unit. The hidden states ht are memory cell output

vectors controlled by an output gate ot to weight the hyper-

tangent of store value Ct. Forget gate ft determines the

percentage of past store values Ct�1 to reserve. Input gate it

determines the impact of cell input vector ~Ct on store value

Fig. 2 Text preprocessing flow for feature map generation

Fig. 3 Sequence-to-sequence autoencoder. We construct the encoder and decoder parts of the model by using LSTM. The two parts have

identical numbers of hidden neurons and layers

Fig. 4 An LSTM unit, which

can be considered a deformation

of a recurrent neural network

Table 1 CNN architecture
Filters/Neuron Kernel size Stride size Padding Activation

Conv3d 1 128 5� 5 [1, 1, 4, 1] Same ReLU

Maxpooling 1 [1, 3, 3, 1] [1, 1, 2, 1] Same

Conv3d 2 128 5� 5 [1, 1, 4, 1] Same ReLU

Maxpooling 2 [1, 3, 3, 1] [1, 1, 2, 1] Same

Conv3d 3 128 5� 5 [1, 1, 4, 1] Same ReLU

Maxpooling 3 [1, 3, 3, 1] [1, 1, 2, 1] Same

Conv3d 4 128 5� 5 [1, 1, 4, 1] Same ReLU

Maxpooling 4 [1, 3, 3, 1] [1, 1, 2, 1] Same

FC 1 90 ReLU

FC 2 5 ReLU

FC 3 1 ReLU
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Ct. We set the initial values of cell state vector Ct and

hidden states ht to 0. Variable xt is the input vector; ht is a

vector of hidden states (i.e. the memory cell output vector);

and a and r are bipolar and hyperbolic activation functions,

respectively.

The sequence-to-sequence autoencoder includes an

encoder, hidden neurons (hidden states), and a decoder, as

shown in Fig. 3. The input layer of the encoder and output

layer of the decoder are constructed by using LSTM units.

The encoder and decoder have identical numbers of hidden

neurons and layers. The encoder is sequentially fed words

of a news title (one word is considered one timestamp),

while the decoder sequentially generates the same words

by taking the previous output as the input. The hidden

states represent the thought vector, which is passed to the

decoder part to serve as the initial hidden states instead of

zero.

We use the adaptive moment estimation (ADAM)

method for optimization [35], and its label is the input

news title. When a training process is completed, the

thought vectors represent a news title. We select the top 25

most important news feature maps. A kernel with the

corresponding 2D weights will calculate the dot product of

2D input feature maps or input data along the vertical and

horizontal directions and subsequently assign the sum of

the products as a pixel value. In a CNN, there can be many

convolutional layers. Between successive convolutional

layers, pooling layers are used to reduce the spatial size of

the feature map and enhance the characteristic features

using the max operation. Finally, the outputs from the last

feature maps are flattened to 1D vectors and connected to

the fully connected layers. In our approach (Ref. Fig. 4),

the 2D convolution kernel is extended to a 3D kernel. The

3D convolutional operation is implemented as follows:

vxyij ¼ relu bij þ
X

m

XPi�1

p¼0

XQi�1

q¼0

wpq
ijmv

ðxþpÞðyþqÞ
ði�1Þm

 !
ð1Þ

where reluð�Þ ¼ maxð0; �Þ is the rectified linear activation

unit; vxyij is the unit at the x and y position of the feature map

between the i-th and j-th layers; bij is the bias between the

two layers; m is the m-th filter in the convolutional layer; P

and Q are the kernel sizes of the filters; and wpq
ijm is the

weight at the p and q position of the m-th filter.

2.2 Spatial-temporal attention network

Since thought vectors transfers from news titles include

both stock-related features and a large amount of unrelated

information and noise, importing all features from the news

into the model can degrade the prediction. Therefore, we

propose a STAN to identify the relevant content for stock

prediction (Ref. Fig. 1). The STAN leverages LSTM to

extract hidden temporal relationships in stock data. We

feed a series of past stock values into LSTMs to obtain the

temporal information of stock value changes. The hidden

states of LSTMs h ¼ fh1; h2; � � � ; hmg and the feature maps

generated by the last convolutional layers of the CNN are

fed into the attention neural network. The output of the

attention neural network is the feature map weighting

values a ¼ fa1; a2; � � � ; aLg. The weighting values can

emphasize the importance of particular features via

multiplication.

2.3 Spatial-temporal attention-based
convolutional network

We combine the CNN, STAN and fusion network to con-

struct a spatial-temporal attention-based convolution net-

work (STACN); then, we use the fusion network to

generate the final output, as shown in Fig. 1.

The workflow is as follows. First, we arrange the

thought vectors of text as a map to serve as the input for the

CNN. Next, we sequentially feed the concatenated stock

numbers into the LSTMs to derive the hidden states to

gather information on stock trends. The LSTM output is

produced by an ReLU neuron that is presented as node A in

Fig. 1. The CNN will generate feature maps layer by layer

via the convolution operation. We utilize the last feature

maps and hidden states of the LSTMs to produce the

weighting value for each feature map. Then, we multiply

each feature map by its corresponding weighting value and

flatten the maps into the fully connected layer of the CNN.

Finally, we use the fusion layer to combine the LSTM

outputs with the CNN to generate predictions. We adopt

the ADAM optimization to optimize the hyperparameters

of the STAN and CNN. The formulas of the STACN are

shown below.

PCNN ¼fCNNða� aÞ ð2Þ

PLSTM ¼fLSTMðhÞ ð3Þ

PResult ¼fFusionðPCNN;PLSTMÞ: ð4Þ

Here, fCNN, fLSTM and fFusion are multilayer percep-

trons, PCNN, PLSTM and PResult are their corresponding

model outputs, a ¼ a1; a2; � � � ; aL denotes the features from
a lower convolutional layer of the CNN, h ¼
fh1; h2; � � � ; hmg is the hidden state of the LSTM, a ¼
fa1; a2; � � � ; aLg is the weighting value for the feature maps
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in the last layer of the CNN, and � represents the dot

multiplication. In the STACN, L 2 R, m ¼ 5 and L ¼ 128.

3 Experiments

3.1 Data description

The dataset used in this experiment includes the DJIA

historical data and news titles. The DJIA historical data

were collected from Yahoo Finance from 2008/08/08 to

2016/07/01, and the news titles were from the Reddit

WorldNews channel from 2008/06/08 to 2016/07/01. To

keep the considered time ranges of stock and news data

identical, the news data are truncated to 2008/08/08 to

2016/07/01. The DJIA contains six indicators for each day:

open value, high value, low value, close value, volume, and

adj. close value (adjusted closing price). The news data for

a single date include 25 headlines, which are selected and

ranked in terms of popularity according to the votes of

Reddit users. The total number of samples is 1980,

including 1200 training samples and 780 test samples. We

divide the test samples into 26 batches of 30 samples. The

first test batch lacks ten-day-ahead historical stock data

from 2008/06/08. We therefore record the prediction per-

formance with and without test batch 1 for a fair compar-

ison. For our implementation, we use the news on the

predicted day as our model input and perform a regression

to determine the close value/1000.

3.2 Model settings

Text preprocessing For the sequence-to-sequence autoen-

coder, each news title is truncated or zero-padded to 71

representative words. The input and output dimensions are

set to 300. There are four layers, and each layer has 300

LSTMs for both the encoder and decoder. We select 1700

training samples from the news data and adopt ADAM

optimization. The learning rate is 0.001 [36, 37], and 1000

training epochs are used, which are enough for the

sequence-to-sequence autoencoder to converge at a

stable training performance. The activation function is

ReLU. The loss function is the mean squared error (MSE)

between the input and output of the sequence-to-sequence

autoencoder.

The proposed stock activity prediction model For the

STACN, the inputs for the CNN are 3D maps. The first

dimension is set to 25 for the number of news titles each

day. The second dimension is set to 300 for the thought

vector columns, which is identical to the number of LSTMs

in each layer of the encoder or decoder of the sequence-to-

sequence autoencoder. The third dimension is set to 4 to

represent a row of thought vectors that correspond to the

number of hidden layers of the encoder or decoder of the

sequence-to-sequence autoencoder. Therefore, considering

the batch size, the input dimensions will be [batch size, 25,

300, 4]. Thus, the length of a whole extracted though

vector is 300� 4 ¼ 1200. The CNN kernel is a 5� 5

window; in other words, the dimensions will be [1, 5, 5,

last dimension number of past input maps]. The strides for

the kernel are [1, 1, 4, 1]. Maximum pooling with a kernel

size of [1, 3, 3, 1] and stride pooling of [1, 1, 2, 1] are

adopted. The number of convolutions (with pooling) is one.

The number of feature maps in the CNN output is 128. The

numbers of hidden layers in the CNN fully connected layer

are 90, 5, and 1, which correspond to the first, second, and

third hidden layers, respectively. For LSTMs in the

STACN, the number of hidden neurons in the first hidden

layer is 5, and the second hidden layer has 1 original neural

network node. There are 10-time steps. The attention

learning part of the STAN has 2 hidden layers with 100 and

50 nodes for the first and second layers, respectively. To

fuse the outputs of the LSTMs and the CNN, a fully con-

nected layer is built using one hidden layer with three

nodes. The loss function of this layer is the MSE. The time

steps are set to 10 to consider the numerical information for

the last 10 days. The inputs of the STACN were obtained

via normalization. The environment is TensorFlow oper-

ated by Python 3 on Linux.

Different architectures for stock activity prediction We

conduct experiments with various architectures of stock

activity prediction models for comparative purposes and

investigate the ability of the proposed STACN model. As

shown in Table 2, we employed CNNs and LSTMs to

perform stock price regression task; two CNNs were fed

with either historical DJIA stock data or 25 headlines of

daily news, respectively, and the LSTMs were fed with

historical DJIA stock. To train the model considering only

one type of input, we use T-S-1, which denotes training

strategy 1 to training the CNNs and LSTMs. The optimiser

is ADAM with a 0.001 learning rate, and the number of

training epochs is set to 4000. The proposed STACN model

which receives both historical DJIA stock value or 25

headlines of daily news was trained by using T-S-2, which

denotes training strategy 2. T-S-2 includes two training

phases; phase 1 is a pre-training process of the LSTMs, and

phase 2 is the training of the whole STACN. The ADAM

optimiser is used, and the number of training epochs is set

to 2000 in both phase 1 and 2. We also compare the pre-

diction performance between the STACN with and without

attention to verify the effect of the STAN. The two

STACNs used the identical configuration in training pro-

cess. The DJIA stock data are rearranged into maps, whose

rows represent n days ago, e.g. n ¼ 10, and whose columns
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are the six indicators previously described: open value,

high value, low value, close value, volume, and adj. close

value (adjusted closing price). Therefore, the stock data

serve as input in the shape of [batch size, n days = 10,

indicators = 6, 1]. In addition, we concatenate 25 thought

vectors of daily news headlines as a one-day feature, of

which the dimension is [batch size, 25, 300, 4].

3.3 Prediction performance comparison

We compare the MSE and the correlation coefficient (r) of

the STACN and other structures in the stock price regres-

sion task. According to Table 3, the CNN with only news

headlines has the worst performance (28.3935 MSE with-

out batch 1); this low performance is due to the weak time-

relevance among daily news titles. In contrast, the CNN

with historical stock data results in better prediction per-

formance (0.1814 MSE without batch 1) because past stock

values are more relevant to stock regression than news

titles. In addition, the LSTMs with historical stock data

outperform the CNNs (0.0763 MSE without batch 1),

which implies that the such recurrent structure is helpful to

catch time-relevance information in the stock activity. The

proposed STACN model that considers numerical infor-

mation and news titles outperforms other structures; this

models MSE is 0.0486 and 0.0304 with and without test

batch 1, respectively. The STACN leverages time-relevant

states of LSTMs and spatial relationships obtained by the

convolution operation to weight useful information in the

extracted feature maps of the CNN. This mechanism

effectively increases the performance in the stock regres-

sion task.

3.4 Attention method effect

To investigate the effect of attention learning in the

STACN, we remove the attention learning part from the

STACN, i.e. only the CNN, LSTMs and fusion network are

used to perform stock prediction. We call this method

‘‘STACN without attentio’’. We compare the STACN with

the STACN without attention using the MSE. As shown in

Table 3, the STACN is better than the STACN without

attention in the regression task; removing the attention

network from the STACN will degrade the performance of

prediction.The prediction performance is similar to the

LSTMs because the convolution layers in the STACN

cannot obtain stock-related information from the news

titles; the LSTMs in the STACN contribute the most of

positive effects in prediction accuracy. In contrast, the

STACN exploits spatial-temporal attention generated by

the STAN that can enhance the effect of stock-related

information and filter out those irrelevant information so

that the extracted feature maps can be effectively used to

increase the prediction performance.

4 Conclusion

This study proposes a novel deep learning model and

procedure to process both numerical and text information

for stock prediction. The proposed STACN combines the

advantages of a CNN, LSTM, and an attention learning

model. The CNN can evaluate the semantic composition of

text and capture the spatial relationships among the top-

twenty-five piece of daily news in one day. The LSTM can

Table 2 Training strategies for different structures of stock price regression models

Type Description Training epochs Models

T-S-1 Training whole model 4000 epochs CNN (Only Stock),CNN (Only News),LSTMs (Only Stock)

T-S-2 Phase 1: Pretraining LSTMs Phase 1: 2000 epochs STACN, STACN without Attention

Phase 2: Training whole model Phase 2: 2000 epochs

Table 3 Comparison of different structures in stock price regression task. MSE and r represent the mean squared error and the correlation

coefficient, respectively

CNN (only news) CNN (only stocks) LSTMs (only stocks) STACN without Attention STACN

Training Strategy T-S-1 T-S-1 T-S-1 T-S-2 T-S-2

MSE (Total) 29.7366 0.1953 0.1255 0.111 0.0486

MSE (No batch 1) 28.3935 0.1814 0.0763 0.082 0.0304

r (Total) 0.3375 0.9552 0.9560 0.9358 0.9765

r (No batch 1) 0.3159 0.9710 0.9642 0.9422 0.9847

The bold is to emphasise the performance (MSE) made by the proposed STACN
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identify the previous hidden trends of stock information; it

provides the attention learning model with temporal

information. The attention learning model can strengthen

the significant feature maps for the CNN. Furthermore, a

sequence-to-sequence autoencoder is developed to convert

the news titles to thought vectors, which are rearranged to a

map form to feed into the CNN. We compare the prediction

performance of three different architectures of the STACN

to verify the effect in considering news titles, stock values

and both, respectively. The CNN, which is fed with only

news titles, has the worst prediction performance because it

cannot strengthen the stock-related feature. The CNN

which considers only past stock values has a better pre-

diction performance than the CNN considering new titles

only because past stock values are more relevant to stock

regression than news titles. The LSTMs fed with historical

stock data outperform the CNNs because it can capture

time-relevance information in the stock activity. The pro-

posed STACN which receives both news titles and past

stock values as inputs has the best performance in stock

prediction. The experiment results demonstrate that using

both news and numerical information can improve the

accuracy of stock prediction. We further compared against

the STACN without attention, which demonstrated that the

spatial-temporal attention generated by the STAN that can

enhance the effect of stock-related information and filter

out those irrelevant information. We are eager to extend the

STACN to various fields including computer vision, speech

processing, and physiological signal processing. Multiple

types of input (i.e. temporal data, spatial data, or multidi-

mensional data) can be considered. We look forward to

improving the performance of the method and building

more general applications in future research.
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