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Abstract
Machine Reading Comprehension (MRC) of a document is a challenging problem that requires discourse-level understanding.
Information extraction from scholarly articles nowadays is a critical use case for researchers to understand the underlying
research quickly and move forward, especially in this age of infodemic. MRC on research articles can also provide helpful
information to the reviewers and editors. However, the main bottleneck in building such models is the availability of human-
annotated data. In this paper, firstly, we introduce a dataset to facilitate question answering (QA) on scientific articles. We
prepare the dataset in a semi-automated fashion having more than 100k human-annotated context–question–answer triples.
Secondly, we implement one baseline QAmodel based on Bidirectional Encoder Representations from Transformers (BERT).
Additionally, we implement twomodels: the first one is based on Science BERT (SciBERT), and the second is the combination
of SciBERT and Bi-Directional Attention Flow (Bi-DAF). The best model (i.e., SciBERT) obtains an F1 score of 75.46%. Our
dataset is novel, and our work opens up a new avenue for scholarly document processing research by providing a benchmark
QA dataset and standard baseline. We make our dataset and codes available here at https://github.com/TanikSaikh/Scientific-
Question-Answering.
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1 Introduction

With the deluge of research articles, it is increasingly getting
difficult for researchers to stay abreastwith the latest develop-
ment in science and prior works. It is arduous for researchers
to read all the papers, even in their specific domain of interest.
The problem becomes more pressing for medical practition-
ers who want to consume the latest scientific information
in medicine and biology but struggle with time from their
critical daily duties, even for senior academics who are
always loaded with diverse commitments and responsibil-
ities. Extracting desired and meaningful information from
scientific articles is an essential yet time-consuming prac-
tice for all researchers. With the recent progress in machine
learning (ML) and natural language processing (NLP) for
scholarly document processing [2], researchers have started
leveraging state-of-the-art advancements tomine and process
scholarly documents to derive actionable insights. With the
exponential rise in research articles nowadays, it seems a nat-
ural direction to employ state-of-the-art NLP/ML techniques
to help researchers counter the scholarly information over-
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load by assisting them to understand the scientific discourse
quickly. However, automatically comprehending scholarly
discourse is not straightforward, primarily due to the embed-
ded background knowledge in a scientific article. MRC is
one such NLP task that aims to make machines understand a
discourse to perform downstream problems. Understanding
a text document depends on how much one can efficiently
answer questions based on that text document. There has
been ongoing research on MRC on various textual docu-
ments like Wikipedia articles [37,59], news articles [7,47],
etc. However, there has not been a significant attempt for
QA in scientific articles except a few, such as the one pro-
posed for biomedical articles [34]. One reason is the lack of
high-quality datasets to perform MRC on scholarly papers.
To address this issue, in our current work, we introduce
ScienceQA, a dataset for QA on scholarly articles, which is
the first attempt in this direction to the best of our knowledge.

1.1 Problem statement

The Reading Comprehension (RC) task is similar to Ques-
tion Answering (QA). RC could be thought of as an instance
of QA as it is essentially a QA problem over a short pas-
sage of text. We viewMRC as a supervised learning problem
in a machine learning platform: given a collection of train-
ing examples {(di , qi , ai )}n

i=1, the aim is to learn a predictor
function f that takes a document of text d and an associated
question q as inputs and yields the answer a as output:

f : (d, q) −→ a (1)

In this article, we consider the abstracts only, which we treat
as a document, a kind of proxy for the full-text paper. The
above learning prediction is for a single document. We could
extend this task to a multi-document setting where d is a set
of documents or break it into smaller linguistic units such as
sentences [10]. We show one example from an article and its
possible question–answer pairs in Table 1.

This task on scholarly articles is more challenging com-
pared to general domain texts. It is even difficult for human
experts to understand a research paper after one reading.
On the other hand, MRC on scientific articles can help
researchers quickly comprehend the research presented and
pull up the desired information according to their needs.

As the number of such articles increases rapidly, collecting
and assembling information from these articles becomemore
and more difficult. Information retrieval or extraction, text
mining, and automatic QA solutions can help mitigate this
problem.

We could find only two prior research in this domain. The
first one is by Kim et al. [26] on bio-medical texts, whereas
the second one [35] is concentrated on scientific articles.
Both of these systems are on cloze style (Fill-in the blank)

typeMRCmodel. According to Chen et al. [6], depending on
the type of answers, MRC models could be divided into four
major types, viz., (i). cloze style, (ii). multiple-choice, (iii).
span prediction, and (iv). free-form answer. In cloze style,
the questions have a placeholder; systems have to identify a
word or entity that would be the best suitable to complete the
sentence or question. The answer is chosen from the prede-
fined choices or thewhole vocabulary. A few notable systems
in this type of task are Hermann et al. [20], Chen et al. [7],
Šuster et al. [45], and Dhingra et al. [16]. In multiple-choice
MRC, systems have to choose a correct answer from a set
of hypothesized answers. Many models have been built for
this type of task, to name a few: Huang et al. [23], Lai et
al. [29], and Richardson et al. [39]. Span prediction-based
QA systems [20,21,25,37] require extract a segment of text
from the corresponding supporting passage, as it is a kind of
extractive QA, where systems need to identify start and end
indices of the reading passage.

Free-form QA [27] finds an answer that could be any free
form text (i.e., a word sequence of any arbitrary length). The
current work focuses on the extractive span-of-texts-based
QAsystemand the dataset is also prepared.Recently, Saikh et
al. [41] have created 10K context–question–answer triples on
scholarly articles for this kind of task and dubbed it as Schol-
arlyRead. ScholarlyRead was created in a semi-automated
way, and it is a benchmark resource for QA on scholarly arti-
cles.ScholarlyRead is small in size and lies in a close domain.
In contrast, ScienceQA is a large-scale, open-domain dataset.

1.2 Motivation

The final goal of our continuing research is to build an AI-
assisted peer review system consisting of several modules,
use-cases for the editors, reviewers, and authors. A QA tool
built on our current research can be part of this AI-assisted
peer review pipeline. Both editors and reviewers can benefit
from this proposed system as they can query the literature
under review to retrieve the relevant information. Also an
inquisitive readerwould be able to ask questions before going
into the details of the paper. Some very obvious questions
could be:

– What problem does the article strive to solve?
e.g., in Table 1, the authors present two algorithms for
solving CUMULATIVE constraint based on a new ener-
getic relaxation.

– What is the approach adopted?
e.g., in the abstract contained in Table 1, the authors took
two novel filtering algorithms to solve the problem.

– What motivates the authors?
For this question, the system has to consider the Intro-
duction Section.
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Table 1 Question–Answer pairs for a sample abstract in the ScienceQA dataset. Each of the answers is a span-of-texts from the abstract

Abstract: We present two novel filtering algorithms for the CUMULATIVE constraint based on a new energetic relaxation. We introduce a a
generalization of the Overload Check and Edge-Finder rules based on a function computing the earliest completion time for a set of tasks.
Depending on the relaxation used to compute this function, one obtains different levels of filtering. We present two algorithms that enforce
these rules. The algorithms utilize a novel data structure that we call Profile and that encodes the resource utilization over time. Experiments
show that these algorithms are competitive with the state-of-the-art algorithms, by doing a greater filtering and having a faster runtime.

Q1: What did authors present for the CUMULATIVE constraint based on a new energetic relaxation?

Q2: What does the paper introduce?

Q3: What does the paper present?

– What is (are) the benchmark dataset(s) on which the eval-
uation is performed?
e.g., from Table 1, we can say that the paper makes use
of the Profile dataset for evaluating the system.

– Do the results outperform the existing state-of-the-arts?
The answer to this question lies in the last sentence of the
abstract.

– Are the results obtained by the proposed system/s note-
worthy?
The answer to this question lies in the last sentence of the
abstract too.

Based on the answers to these crucial questions, the editor
would get an idea about the research article, enabling them to
make an appropriate decision, i.e., either desk-rejecting it or
forwarding it to the next level and assigning it the appropriate
reviewers. This way, editors can assign reviewers better than
the existing approach,where the reviewers are assignedbased
on the authors’ given keywords.

1.3 Contributions

The key contributions of this article are threefold as follows:

– We have created more than 100k data points, i.e., context–
question–answer triplets for training data-hungry deep
neural network-based MRC models on scholarly arti-
cles. This dataset will serve as the benchmark evaluation
of Question Answering (QA) and Question Generation
(QG) on scholarly articles. We are unaware of any such
dataset in such a large volume.

– We fine-tune the answers of the dataset by the outputs
of our implemented SciBERT model. It seems that the
answers produced by this model are pretty promising.

– We have proposed several models based on BERT, SciB-
ERT, and SciBERT combined with BiDAF.

The rest of the paper is organized as follows. Section 2
describes a literature survey (i.e., existing datasets and mod-
els) for MRC. We describe our dataset preparation process,
evaluation scheme, and data annotation guidelines in Sect. 3.
Section 4 describes our baseline and proposed models. This

section is followed by Sect. 5, which contains the details
of the experiments carried out, results obtained, compari-
son and discussion. Section 5.1 shows the error analysis. We
conclude the paper in Sect. 6 and point to some directions to
future works.

2 Related work

The deep learning era has attracted lots of attention in this
field of MRC. Large-scale datasets and end-to-end neural
RC models have been the key attributes in the success of this
problem. On the one hand, creating these large-scale datasets
have made it possible to train data-hungry deep neural mod-
els. On the other hand, a clear understanding of existing
models helps us identify these models’ limitations and moti-
vates us to develop further. Recent interest in MRC/QA has
introduced several datasets as shown below:

Deep Read: Hirschman et al. [22] had curated a cor-
pus consisting of 60 stories each for the development and
test set of 3rd- to 6th-grade materials. They provided Deep
Read. This automated MRC system uses pattern-matching
algorithms that rely on shallow linguistic processing (i.e.,
stemming, named entity, semantic class identification, pro-
noun resolution, etc.).

MCTest: MCTest [39] is an open-domain MCQ type RC
tasks’ dataset that aims at the 7/8 years old RC level. The
documents are in the form of fictional stories. They defined
two baseline models based on lexical level features.

CNN/Daily Mail: Chen et al. [7] thoroughly examined the
CNN Daily mail dataset [20], consisting of over a million
examples. This datasetwas createdbyparsing theCNN/Daily
mail’s news contents for the cloze styleMRC systems, where
the questions are constructed from bullet point summaries by
blanking out a word or phrase. The model they developed is
based on the Attentive Reader [20].

Children Book Test: Children Book Test (CBT) [21] was
constructed in a similar spirit to CNN/Daily Mail. The docu-
ment was created taking the first 20 sentences of a children’s
book, aiming to infer the missing word in the 21st sentence.
They also categorized the questions based on the type (i.e.,
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named entity, common noun, preposition, or verb) ofmissing
words. Their model is based on memory networks.

bAbI: Weston et al. [53] proposed this artificial dataset,
comprising 20 different reasoning types. The bAbI motivates
building the model to capture multi-sentence reasoning to
answer a particular question. They proposed a framework and
a set of synthetic tasks for text understanding and reasoning.

SQuAD: Stanford Question Answering Dataset (SQuAD)
[37] is a widely used dataset for extractive span-of-texts-
based MRC task, having more than 100k context–question–
answer triples created by Crowdworkers from Wikipedia.
The questions are Wh-questions with guaranteed answers.
The authors provided a logistic regression-based method.
Later, Rajpurkar et al. [36] added diversity in SQuAD by
adding 53,775 unanswerable / impossible questions to test
theMRC systems’ robustness and named it SQuAD 2.0. They
evaluated three existing models, namely BiDAF-No-Answer
(BNA) and two variants (i.e., versions with and without
ELMo) of DocumentQA No-Answer (DocQA).

MS-MARCO: MAchine Reading COmprehension dataset
(MS-MARCO) [32] comprises 1,010,916 anonymized ques-
tions fromBing’s search query logs. The contexts are relevant
to web articles indexed by Bing. The answers to these ques-
tions are human-generated. This dataset contains 8,841,823
passages–extracted from3,563,535web documents retrieved
by Bing. This article proposed three different sub-tasks: (i).
given a set of passages, determine if a question is answer-
able, then extract and synthesize the answer as human; (ii).
generate a well-formed answer that is understandable with
the question and supporting context; and (iii). rank a set of
retrieved passages conditioned on a question.

NewsQA: Trischler et al. [47] presented NewsQA con-
taining 100,000 human-generated question–answer pairs for
span of texts based QA. The authors provided four models
for benchmarking: (i). a heuristic sentence-level baseline,
(ii). two neural models, viz., one is based on match-LSTM,
and the other is FastQA, and (iii). model based on human
data analysis.

TriviaQA: Joshi et al. [25] introduced TriviaQA, which
contains over 650K question-answer-document triples pre-
pared fromWikipedia, web articles, and trivia websites. The
paper used a Bi-DAF-based random classifier.

SearchQA: Dunn et al. [17] proposed SearchQA, con-
taining question–answer pairs, accompanied by more than
one document assumed to be the context. The challenges
here are to handle multiple documents. Since the supporting
documents are collected after question–answer pairs with
information retrieval, the questions are not guaranteed to
involve interesting reasoning between multiple documents.
Their methods are based on term frequency−−inverse doc-
ument frequency (TF-IDF) (selecting word with maximum
TF-IDF score as the answer) and Attention Sum Reader.

FreebaseQA: FreebaseQA [24] is dedicated to open-
domain factoid QA over a structured knowledge base. The
authors constructed this dataset by matching trivia-type
question–answer pairs with subject–predicate–object triples
in the knowledge base (i.e., freebase). It has 28k unique
questions. They used the Fixed-size Ordinally Forgetting
Encoding (FOFE)-neural network-based model to build a
Knowledge Base Question Answering (KBQA) system.

NarrativeQA: NarrativeQA [27] is based on summaries
of movie scripts and books, addressing the limitations of
existing datasets and tasks. The article presents a simple Bi-
LSTM-based sequence to sequence (Seq2Seq) model.

QAngaroo: Most existing methods rely on a single sen-
tence or document to answer a query. Enabling models to
combine multiple pieces of textual evidences from several
documents would extend the scope of RCmodels. This QAn-
garoo resource [52] serves this purpose.Theproposedmodels
are based on TF-IDF, FastQA, Bi-DAF, etc.

DuReader: DuReader [19] is an open-domain, large-scale
Chinese MRC dataset specifically designed to address real-
world MRC. It contains 200K questions, 420K answers, and
1M documents from Baidu Search and Baidu Zhidao. The
models are based on Match-LSTM and BiDAF.

RACE: RACE [29] consists of 28,000 passages and
100,000 questions generated by human experts that cover a
variety of topics of English examinations formiddle and high
school level Chinese students to test their ability of under-
standing and reasoning. They compared the performance of
several state-of-the-art reading comprehension models like
the sliding window algorithm, Stanford Attentive Reader,
and Gated-Attention Reader.

ARC Dataset: AI2 Reasoning Challenge (ARC) dataset
[11] has 7787 science questions of all non-diagram,multiple-
choice (4-way) QA types. This dataset encourages building
the QA models that require reasoning to answer a question
rather than just surface-level cues to find answers, as most of
the datasets have followed this path. Their significant models
are based onBi-DAF and a few neural entailmentmodels like
DecompAttn, DGEM, and DGEM-OpenIE.

HotpotQA: Existing MRC datasets cannot perform train-
ing of MRC systems that do complex reasoning and provide
explanations for the answer. It is obvious for some questions
where systems have to travel or reason over multiple sen-
tences and/or passages to find the answer. HotpotQA [60]
is dedicated for testing those kinds of systems, comprising
113k question–answer pairs from Wikipedia. The paper re-
implemented the method as described in Clark et al. [10],
subsuming the latest techniques of QA, namely character-
level models, self-attention, and bi-attention.

CommonsenseQA: Talmor et al. [46] presented Common-
senseQA, containing 12,247 examples for testing common-
sense knowledge. They offered BERT-based baseline model.
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Table 2 A comparison of existing MRC and QA datasets. Here, ScienceQA is different from other datasets in terms of domain and volume

Dataset Question source Answer Size Domain

ScentificQA (proposed) Semi-automatic Span-of-words 100K+ Scholarly articles (open domain)

ScholarlyRead [41] Semi-Automatic span-of-words 10K Scholarly Articles (Close Domain)

BioRead [34] Cloze Fill in single word 16.4 million Bio-Medical Literature

TweetQA [57] Crowd-sourced Generative 14K News, Twitter

SubjQA [4] Reviews Span of words 10K Reviews: Movies, Restaurants

SQuAD [37] Crowd-sourced Span of words 100K Wikipedia

TREC-QA [51] Query Logs IR, Free Form 1479 Short answer questions from any domain

WikiQA [59] Bing Query Logs IR, Sentence selection 3047 Wikipedia

Algebra [28] Standardized tests Computation 514 Algebra word problems

Science [12] Standardized tests multiple choice 855 Math. and Science Test

NewsQA [47] Crowd-sourced Span of Words 100k News

DuReader [19] Crowd-sourced Human Generated 200K Chinese Document.

Narrative QA [27] Crowd-sourced Human Generated 46,765 books and movie scripts

MC Test [39] Crowd-sourced Multiple choice 2640 Fictional story

CNN/Daily Mail [7] Cloze+Summary Fill in single word 1.4M News Articles

CBT [21] Cloze Fill in single word 688k freely available cultural eBooks

MathQA: MathQA [1] is a large-scale dataset for testing
math word and interpretable neural math problems. They
developed a neural encoder–decoder model.

CliCR: CliCR [45] comprises around 100k data points
constructed from clinical case reports for cloze-style QA
models. Their neural models are based on Stanford Atten-
tive Reader and Gated-Attention (GA) Reader.

CODAH: COmmonsense Dataset Adversarially authored
by Humans (CODAH) [8] is an adversarially created 2.8K
questions for testing commonsense. They proposed a BERT
andGenerative Pre-trainedTransformer (GPT)-1 basedmod-
els.

CoQA: Conversational Question Answering (CoQA) [38]
is for building conversational QA systems, comprising
127,000+ questions with answers collected from 8000+ con-
versations that are created using the conversation’s history
between two Crowdworkers in the form of QA. They used a
Seq2Seq with an attention model and DrQA model for QA.

RecipeQA: RecipeQA [58] is a multimodal RC dataset in
the recipe domain consisting of 36K question–answer pairs
from 20K cooking recipes. The proposed model is based on
the Impatient Reader.

BioRead: BioRead [34] comprises 16.4 million cloze-
style QA examples in the biomedical domain, created in
the same spirit to Children’s Book Tests. AS-READER,
AOA-READER-based baselinemodels are being used in this
article.

DREAM:Dialogue-basedREAdingComprehensionExam-
ination (DREAM) [44] is a multiple-choice RC dataset
containing 10,197 multiple-choice questions for 6,444 dia-
logues. In contrast to existing datasets, this one is the first

that focuses on in-depth multi-party dialogue understand-
ing. They proposed a generative pre-trained language model
(LM) following the frameworkoffine-tuned transformerLM.

There has been an interest in building NLP systems,
including QA on COVID-19. A workshop named NLP for
COVID-19 was held as a part of ACL 2020 [50]. As a part
of this workshop, Das et al. [13] presented an information
retrieval system on scientific articles related to COVID-19.
Their method extracts the relevant articles and sections based
on a given query. A competition on Biomedical Semantic
Indexing and Question Answering (BioASQ) [48] has pro-
vided a dataset onQA in the biomedical domain. It comprises
questions (Q), human-annotated answers (A), and the rele-
vant contexts (C). This challenge aims to develop systems
that will be able to semantically index huge numbers of
biomedical scientific articles and return good quality answers
given a question. The systems make use of information
from biomedical articles and ontologies. In contrast to these
datasets, our dataset is on scholarly articles from the scien-
tific domain with 100k QA pairs. Some of these datasets and
comparisons in multiple levels are shown in Table 2.

3 Dataset creation

We crawl three years’ accepted research articles from the
International Joint Conferences on Artificial Intelligence
(IJCAI) conference.Wecollect 1825 such articles. IJCAI arti-
cles are openly accessible; hence, we use those to develop our
dataset. The articles are in portable document format (PDF).
At first, we convert such PDF articles to JavaScript Object
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Table 3 Examples of a few phrases extracted by the Stanford con-
stituency parser that cannot be the plausible answers

We/we Some An example

Our method/s Them Best

This It/it That

These/these Our/our All

These rules They a

These algorithms Many Ad

That Much Each

Those Past I

The algorithms Other T

The models Me q

The paper Use Their/their

Such problems Both He

These conditions The And many more

Notation (JSON) encoded files using the Science Parse
library1. We extract the abstracts only from these JSON for-
matted articles, considering them as the context/document/
paragraph/passage in our experiment, and use these terms
interchangeably throughout this paper. The average length
of abstracts remains within 260–300 words. We split these
contexts into sentences using NLTKs’ Punkt Sentence Tok-
enizer2. This tokenizer splits a context into a list of sentences.
These extracted list of sentences are passed through a con-
stituencyparser [63].Weuse theStanford constituencyparser
(SCP) for this purpose, which essentially divides the given
sentences into nouns and verb phrases. We consider the noun
phrases. The studies of Rajpurkar et al. [37] and Trischler el
al. [47] have suggested that the noun phrases of a particular
passage are the plausible answers for that very passage. Par-
ticularly, the study of Rajpurkar et al. [37] has explored the
diversity of the answer types ofSQuAD.Theyparsed answers
using the constituency parser and PoS tagger contained in the
Stanford CoreNLP tool. Their analysis revealed that 32.6%
and 31.8% of the answers are proper nouns and common
nouns, respectively. The article by Trischler el al. [47] further
showed that most of answers (i.e., 22.2%) are common noun
phrases. In line with these findings, we extract and manually
evaluate all the noun phrases for each abstract. It is found that
there aremany such phrases (shown in Table 3) that cannot be
the plausible answers. We discard those phrases from the list
of answers and consider the remaining phrases as plausible
answers for a particular abstract.

We make a pairing of the plausible answers with its
abstract. We feed those paired document–answer as inputs
to an answer aware question generator (QG) [62] model to
obtain the accurate questions of those answers. We train that

1 https://github.com/allenai/science-parse
2 https://www.nltk.org/api/nltk.tokenize.html

model with combination of SQuAD [37] and ScholarlyRead
[41] datasets. The SQuAD is a widely used benchmark
dataset onWikipedia articles, andScholarlyRead is a recently
proposed benchmark dataset on scholarly articles for MRC.
The questions yielded by the QG model are manually
checked by human annotators. The diagram of the QGmodel
from research articles is shown in Fig. 1. This way, we cre-
ate the context–answer–question triples of more than 100k.
We provide span indices (i.e., start and end index) of the
answer in the context of the training/dev/test examples, as it
is for extractiveQA (i.e., the answer to a question should con-
tain in the supporting passage). We compute the indices in
this way: Finding the indices is straightforward if the answer
phrase occurs once throughout the passage.We face the chal-
lenge when the targeting answer phrase appears in multiple
sentences in the supporting passage. To overcome this, we
must find out the answer containing exact sentence. To do
this, we take the Levenshtein distance ratio between the
question and every sentence of the document. Levenshtein
distance between two pieces of texts provides the distance
between them, whereas Levenshtein distance ratio provides
similarity between two comparing sentences. We pick up the
sentence, which has the maximum ratio. This sentence ulti-
mately corresponds to the answer containing sentence. Then,
we compute the start and end indices of the answer phrase
from the sentence. We coin our dataset as ScienceQA3. We
split the whole dataset into training, development, and test-
ing sets with 82415, 10000, and 10000 number of instances,
respectively.

3.1 Evaluation of generated questions

For evaluating the QG system, we use the metrics that are
widely used for Machine Translation (MT) and Summariza-
tion tasks, such as BLEU [33], METEOR [14], and ROUGE
[31]. We apply these metrics to a sample of 2000 outputs
for evaluation. Our annotators generate questions for these
2000 examples. These metrics are the n-gram-based met-
rics, where lexical matching is performed. We also apply
consensus-based image description evaluation (CIDEr) [49],
which is a popular evaluation metric for evaluating various
tasks in computer vision. Evaluation results yield the BLEU,
METEOR, ROUGE, and CIDEr scores of 0.12, 0.098, 0.117,
and 0.244, respectively. We also define an entailment-based
metric to determine the entailment relation between the
machine-generated questions and reference questions. For
this purpose, we use a state-of-the-art entailment model,
equipped with external knowledge [9]. The model is trained
with the combination of SNLI [5] and Multi-NLI [54] cor-
pus. We evaluate the trained natural language inference

3 We make ScienceQA publicly available at: https://github.com/
TanikSaikh/Scientific-Question-Answering.
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Fig. 1 Proposed system for QG from research articles

(NLI) system on our questions pairs (i.e., system-generated
and human-generated questions as premise and hypothe-
sis, respectively) to predict the entailment relation between
them. We asked the annotators to provide entailment labels
(i.e., entailment, contradiction, and neutral) to each reference
question given the corresponding system-generated ques-
tions. We compare these labels with the systems’ predicted
labels. Further, we obtain an accuracy of 65%. Entailment
relation between these two questions indicates that gener-
ated questions are logically accurate and correct, i.e., much
closer to the question as humans generally used to ask. This
entailment-based metric could be a potential evaluation met-
ric for NLG tasks.

3.2 Annotation guidelines

Weemploy two annotators to check the quality of the system-
generated questions for more than one and a half years. Both
the annotators, aged 36 and 40, are post-graduates in science
with prior experience for the similar task. We instructed the
annotators as follows:

– The generated questions should be grammatically correct
and spelled correctly; proper punctuation should be there;
questions words and proper nouns should begin with a
capital letter.

– The question should be relevant to its answer and under-
standable to anyone, even those unaware of the context.

– The answer should be unique and factual for all the fac-
toid questions.

We randomly chose 1000 samples. We employ two annota-
tors to judge the naturalness (i.e., verify how the generated
questions are grammatically correct and fluent). They were
asked to give scores (between 0-4) to each question based on
the above two parameters. We compute the inter-annotator
agreement ratio in terms of the kappa coefficient [18]. It is
obtained as 0.81, which is considered good according to Lan-
dis et al. [30].

3.3 Dataset analysis

We compute the average length of context, answer, and the
question in the ScienceQA obtained as 121.18, 10.21, and

3.46, respectively. To understand the properties of the Sci-
enceQA, we analyze the questions and answers in the training
or development set.

Diversity in answer: As we assumed that the noun phrases
are the answers for a particular document, our answers’ types
are noun phrases.

Diversity in question: Simple QA systems mainly deal
with factoid questions. To make our QA system simple, we
generate all the questions as a factoid.Among them, themaxi-
mumnumber of questions is ofWhat type; other types include
Which, How, and Why, etc.

Reasoning required to answer questions: We randomly
picked up triples to understand the reasoning required to
answer the questions.We analyze the triples, denotingwhat is
required to answer the questions, and like many standard RC
datasets, we manually label the examples with the categories
shown in Table 4. From Table 4, it is evident that some per-
centage of questions in ScienceQA are not straightforward
to answer, whereas many are so easy to answer. It is also
observed maximum examples have some lexical divergence
between the question and the answer in the passage.

4 Methods

We implement the models based on BERT, Science BERT
(SciBERT) and a combination of SciBERT and Bi-DAF. We
describe each of these in the following sections.

BERT : We develop a baseline model using BERT [15].
The model is fine-tuned on our dataset combined with the
SQuAD dataset. An architectural diagram is shown in Fig. 2.
BERT requires highlighting the span of the texts containing
the answer, which implies simply predicting the start and end
indices of the answer. For this, we apply two classifiers for
predicting both indices. We feed its final embedding into the
start token classifier for each word in the passage. This clas-
sifier has a single set of weights applied to every word. After
taking the dot product between the output embeddings and
the start weights, we apply the softmax activation to produce
a probability distribution over all of the words. We pick the
word with the highest probability as a possible candidate for
the start token. The process is repeated for the end index pre-
diction using the end token classifier, which has a separate
weight vector.
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Table 4 Manually labeled 200 examples into various categories

Reasoning Description Examples %

Lexical Divergence Major correspondences between
the question and the answer
sentence are synonyms.

Q: What did authors introduce for the CUMULATIVE
constraint based on a new energetic relaxation? Sentence: We
present two novel filtering algorithms for the CUMULATIVE
constraint based on a new energetic relaxation.

65

Multiple sentence
reasoning

There is anaphora, or higher-level
fusion of multiple sentences is
required.

Q: Using which framework the existing TransH model is
generalized to a new model, m-TransH? Sentences: We
advocate a novel modeling framework, which models
multi-fold relations directly using this canonical
representation. Using this framework, the existing TransH
model is generalized to a new model, m-TransH. We
demonstrate experimentally that m-TransH outperforms
TransH by a large margin, thereby establishing a new state of
the art.

12

Lexical level Variation
(world Knowledge)

Major correspondences between
the question and the answer
sentence require extra knowledge
to resolve.

Q: What is the purpose of proposing two novel filtering
algorithms? Sentence: We present two novel filtering
algorithms for the CUMULATIVE constraint based on a new
energetic relaxation.

16

Fig. 2 A BERT/SciBERT-based QA Model. Image courtesy: ( [15]; https://blog.scaleway.com/2019/understanding-text-with-bert/) with minimal
modifications

Science-BERT : This paper deals with scientific texts, so
we use a variant of BERT trained on scientific texts to repre-
sent the input texts better. Specifically, we use SciBERT [3]
that is trained on 1.14M full-text papers with 3.1B tokens
from the semantic scholar. SciBERT has its vocabulary built
so that it best fits the training corpus. We use this pre-trained
model, to further fine-tune on our dataset combined with
the SQuAD dataset. The architecture diagram (i.e., Fig. 2)
remains the same as the previous one.

It is clear from Fig. 2 that these two models take input as
the concatenation of abstract and question separated by [SEP]
token. We have vector representations of both the documents
(abstracts) with ld tokens d1[d2, d3......dld ∈ R

h] and the
question [q ∈ R

h]. The aim is to predict the span that is most
likely the accurate answer. There are two classifiers on top
of this with a start vector S and end vector E to produce start
and end indices of the predicted answer. More explicitly, we
use a bilinear product to capture the similarity between di
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and q.

P(start)(i) = exp(di W (start)q)
∑

i ′ exp(di ′ W (start)q)
(2)

P(end)(i) = exp(di W (end)q)
∑

i ′ exp(di ′ W (end)q)
(3)

W (start), W (end) ∈ R
h×h are additional parameters to be

learned.
Combination of SciBERT and Bi-DAF: This model com-

bines both SciBERT and Bi-DAF approaches. This model
builds on top of a fixed word embedding pre-trained from
the unlabeled text while all the remaining parameters need
to be learned from the limited training data using the Bi-
DAF architecture. Bi-DAF is one of the promising models
for span-of-texts-based QA systems, which have achieved
state-of-the-art results on many standard datasets. We want
to stress that this is different from an ensemble model, but
instead is a single model that uses SciBERT’s contextualized
and combined embedding of both the question and the con-
text to train the Bi-DAF model and then predict. We propose
this method to leverage the following: viz., (i). representa-
tion of inputs from a powerful pre-trained language model
(BERT) and (ii). question-aware passage representation that
does not include early summarization by bi-directional atten-
tion flow mechanism (Bi-DAF). We use BERT-as-service
[56] to generate SciBERT embedding quickly and effi-
ciently. Let {q1, q2...qn} and {c1, c2...cm} denote the tokens
in question and context, respectively. Then F is as follows:
{q1...qn,

′′ ||| ′′, c1...cm}.

Sci B E RT _Embedding(F) = H

where H is the contextualized combined embedding. H is
then split, respectively, into Q and C , where Q and C denote
contextualized embeddings of question and context that are
matrices of dimension (token_length_question, 768) and
(token_length_context, 768), respectively.Thesequestions’
and contexts’ contextual embeddings are then sent to the Bi-
DAF architecture attention layer.

5 Experiments, results, and discussion

We run the above-proposed baseline and models on our
ScienceQA dataset and report our results. We use the fol-
lowing data augmentation technique to increase the training
examples: combine the following three datasets, viz., (a).
ScholarlyRead, (b). SQuAD v1.1, and (c). ScienceQA to train
our models and test on an unseen set from ScienceQA. We
then split the combined dataset into the following training /
development / testing instances: 159760/299955/9986.

Table 5 Proposed methods’ results and comparison with baseline
model and previous system

Models Results (%)
Exact Match F1

Best performing systems

SciBERT+Bi-DAF 48.74 65.5

SciBERT 63.8 75.46

Baseline system

BERT 41.2 65.73

Comparing system

ScholarlyRead [41] 20.6 37.31

We use two standard evaluation metrics (i.e., Exact Match
and F1) that are widely used for evaluating span-of-texts-
based QA systems [25,29,37]. The metrics do not consider
punctuation and articles (e.g., a, an, the, etc.). We have only
one reference answer for testing.

Exact Match: This metric computes the number of match-
ing predicted answers with the ground truth answer character
by character.

F1 score: This is a macro-averaged F1 score. It converts
the predicted and ground-truth answers as bag-of-words. The
average overlap between the predicted and gold standard
answers is then predicted. Further, we compute their F1 and
then take the average over all the instances.
We show the results inTable 5. It is evident that themodelswe
apply here perform way better than ScholarlyRead [41]. We
use a pre-trained (trained on the combination of Wikipedia
and book corpus) vanilla BERT model fine-tuned on our
dataset as our baseline. Surprisingly, the vanilla model even
performs better than our comparing system. The SciBERT
only model performs the best among all. The other model
which is a combination of SciBERT and Bi-DAF model
although performs way better than our comparing systems
and baseline, but falls short of the only SciBERT model. It
shows inferior performance than the SciBERT (only) model
in Exact Match and F1 and vanilla BERT model in terms
of the only F1. BERT is too harsh to tackle the instances
that require complex reasoning [40]. Also, many studies
[10,42,43,61] suggest that Bi-DAF is also not very efficient
in capturing these instances. The BERT implicitly uses self-
attention that learns global interaction between each pair of
words. On the contrary, Bi-DAF utilizes attention and Bi-
LSTM at the end. It seems counter-intuitive, and this could
be one of the possible reasons for the performance drop.
Another reason could be different tokenization methods used
in SciBERT and Bi-DAF architecture. We reserve this as a
future investigation.
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Fig. 3 BiDAF + SciBERT MRC model architecture

5.1 Error analysis

We perform qualitative and quantitative error analyses.
We extract wrongly classified instances from our best-
performing model for qualitative error analysis. We examine
those examples and try to find some patterns. The following
are our observations:

– The combined model (i.e., SciBERT + Bi-DAF) works
well when the answers combine one or two words. It
fails to predict correctly in case of answers with longer
sequence of tokens.

– Abstracts are usually 260-300 words, which can be con-
sidered a long document compared to the instances in the
SQuAD dataset. Such long documents make the QA task
difficult.

5.2 Challenges of using SciBERT pre-trained
embeddings

The first challenge that we faced was due to the differ-
ent tokenization methods of SciBERT as compared to the
Bi-DAF model. SciBERT uses WordPiece [55] tokeniza-
tion method, often splitting individual words into multiple
tokens. For example, if the input ”John Johanson’s house”
has the answer start and end index as 0 and 1, respectively,
for word-level tokenization method, then due to WordPiece
tokenization, it changes to ”john johan ##son ’ s house”.
Now, the answer start and end indices could be (0, 1) or (0,
2). This creates a lot of difference in a model in which accu-
rate start and end spans are a necessity to achieve high exact
match (EM) scores. The exact end token is often unavail-
able, so the nearest neighbor needs to be chosen, which adds
to the uncertainty in the dataset. This also leads to a signif-
icant difference between the EM and F1 scores achieved by
this model.

The second challenge is due to the maximum sequence
length limitation. We tried to maximize that length to allow
for more number tokens at once, which would prevent trun-
cation of contexts, but there was a considerable trade-off in
the batch size we could choose due to the memory limita-
tion of GPUs. We trained on multiple NVIDIA RTX 2080 Ti
11GB and finally had to settle with a max_sequence_length

of 384 and a batch size of 8. As hypothesized, a larger value
of the above variables leads to higher model accuracy.

6 Conclusion and future work

In this paper, we present ScienceQA, a novel dataset for
benchmark evaluation of methods in the MRC (QA and QG
in particular) task on scholarly articles. The dataset is cre-
ated semi-automatically, consisting of over 100k triples of
context–question–answer. The developed QA system could
provide valuable evidence in managing the vast number of
scholarly submissions. We offer a baseline and two more
models, viz., (i).VanillaBERT, (ii). ScienceBERT (i.e., SciB-
ERT), and (iii). Combination of BERT and Bi-DAF. Our
proposed models are competitive compared to the existing
state-of-the-art models. Our future works would include:

1. Extension of this task considering the full-text articles
instead of only abstracts. Abstracts are not enough to
answer the intricate details of the paper.

2. Advancement of the Bi-DAF model by incorporating
multi-hop attention.

3. Enrichment in size of the dataset up to 500k, and also
multi-hop version of ScienceQA (like HotpotQA).

4. Building visual question answering (VQA) models uti-
lizing images and tables available in the full-text articles.

5. Model based on Generative Pre-trained Transformer
(GPT) - 3.

We make our code and the ScienceQA dataset available at
https://www.iitp.ac.in/~ai-nlp-ml/resources.html#ScienceQA
also to further research in QA and QG on scholarly articles.
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