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Abstract Performance evaluation is receiving increas-
ing interest in graphics recognition. In this paper, we dis-
cuss some questions regarding the definition of a general
framework for evaluation of symbol recognition meth-
ods. The discussion is centered on three key elements
in performance evaluation: test data, evaluation metrics
and protocols of evaluation. As a result of this discus-
sion we state some general principles to be taken into
account for the definition of such a framework. Finally,
we describe the application of this framework to the
organization of the first contest on symbol recognition
in GREC’03, along with the results obtained by the par-
ticipants.
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1 Introduction

Performance evaluation has become an important
research interest in pattern recognition during the last
years. As the number of methods increases there is
a need for standard protocols to compare and evalu-
ate all these methods. The goal of evaluation should
be to establish a solid knowledge of the state of the
art in a given research problem, i.e., to determine the
weaknesses and strengths of the proposed methods on
a common and general set of input data. Performance
evaluation should allow the selection of the best-suited
method for a given application of the methodology un-
der evaluation.
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Following these criteria, image databases have been
collected and performance metrics have been proposed
for several domains and applications [6,12,18,21,29].
Several of these works deal with the evaluation of pro-
cesses involved in document analysis systems, such as
thinning [13], page segmentation [2], OCR [28], vec-
torization [22,26,27] or symbol recognition [1], among
others. In fact, the general performance evaluation
framework proposed in this paper is based on the work
carried out for the contest on symbol recognition orga-
nized during GREC’03 [25].

Although in any domain there are always some spe-
cific constraints, we can identify three main issues that
must be taken into account in the definition of any
framework for performance evaluation: a common data-
set, standard evaluation metrics and a protocol to handle
the evaluation process. The common dataset should be
as general as possible, including all kinds of variabil-
ity that could be found in real data. It must contain a
large number of images, each of them annotated with its
corresponding ground-truth. Metrics must be objective,
quantitative and accepted by the research community
as a good estimate of the real performance. They must
help to determine the weaknesses and strengths of each
method. In many cases, it is not possible to define a single
metric, but several metrics have to be defined according
to different evaluation goals. The protocol must define
the set of rules and formats required to run the evalua-
tion process.

In this paper, we propose a general framework for
performance evaluation of symbol recognition. For each
of these issues (data, metrics and protocol), we describe
the main problems and difficulties that we must face and
we state the general guidelines that we have followed for
the development of such a framework. Finally, we show
how we have applied this framework to the organization
of the GREC’03 contest on symbol recognition.

Symbol recognition is one of the main tasks in many
graphics recognition systems. Symbols are key elements
in all kinds of graphic documents, as they usually con-
vey a particular meaning in the context of the application
domain. Therefore, identifying and recognizing the sym-
bols in a drawing is essential for its analysis and inter-
pretation and a great variety of methods and approaches
have been developed (see some of the surveys on sym-
bol recognition [5,8,17] to get an overview of the current
state of the art).

In fact, symbol recognition could be regarded as a
particular case of shape recognition. However, there
are some specific issues that should be taken into ac-
count in the definition of an evaluation framework. First,
symbol recognition is not a stand-alone process. Usually,
it is embedded in a whole graphics recognition system

where the final goal is not only to recognize perfectly seg-
mented images of symbols, but to recognize and localize
the symbols in the whole document. Sometimes segmen-
tation and recognition are completely independent pro-
cesses, but sometimes they are related and performed
in a single step. For evaluation, that means that we
must consider two different sub-problems: recognition
of segmented images of symbols and localization and
recognition of symbols in a non-segmented image of a
document. These two different sub-problems will be re-
ferred to as symbol recognition and symbol localization,
respectively, throughout the paper. Second, sometimes,
symbol recognition depends on other tasks in the graph-
ics recognition chain (for example, binarization or vec-
torization). The performance of these processes can also
influence the performance of symbol recognition. We
should try to make the evaluation of symbol recognition
independent of these other tasks. At least, the analy-
sis of the results should be made taking into account
their influence. Third, symbol recognition is applied to a
wide variety of domains (architecture, electronics, engi-
neering, flowcharts, geographic maps, music, etc.). Some
methods have been designed to work only in some of
these domains and have been only tested using very
specific data.

Finally, if the goal of performance evaluation is to
help to determine the current state-of-art of research,
then, any proposal should give response to the needs of
the whole research community and should be accepted
by it. Therefore, in our proposal, a key point is the idea
of collaborative framework. The initial proposal must
be validated by the users and must be easily extended
as research advances and new needs or requirements
appear. Thus, our proposal relies on four desirable prop-
erties:

• public availability of data, ground-truth and metrics
• adaptability to user needs: each person must be able

to select a subset of the framework to work with
• extensibility the framework must allow for new kinds

of images or metrics to be easily added
• collaborative validation of data, metrics and ground-

truth.

The paper is organized as follows: Sects. 2 and 3
are devoted to discuss each of the main aspects in
performance evaluation, data and evaluation metrics,
respectively. In Sect. 4 we describe the protocol and
implementation issues of the framework. In Sect. 5 we
show the application of this framework to the GREC’03
contest. Finally, in Sect. 6 we state the main conclusions
and discuss the future work.
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2 Data

One of the key issues in any performance evaluation
scheme is the definition of a common set of test data.
Running all methods on this common set will permit
to obtain comparable results. This set should be generic,
large, and should contain all kinds of variability of
real data.

In symbol recognition, generality means including all
different kinds of symbols, i.e., symbols from all applica-
tions (architecture, electronics, engineering, flowcharts,
geographic maps, music, etc.) and symbols containing all
types of features or primitives (lines, arcs, dashed-lines,
solid regions, compound symbols, etc.). In this way, we
will be able to evaluate the ability of recognition meth-
ods to work properly in any application.

On the other hand, variability can be originated by
multiple sources: acquisition, degradation or manipu-
lation of the document, handwriting, etc. All of them
should be taken into account, when collecting test data in
order to evaluate the robustness of recognition methods.

However, in symbol recognition many methods are
specifically designed for a particular application or a
particular kind of symbols under specific constraints.
Therefore, it is not possible to define a single dataset con-
taining all kinds of images. Then, following the general
principle of adaptability, stated in the previous section,
we propose to define several datasets, instead of a single
one. Each dataset will be labeled according to the kind
of images contained in it. In this way, users can select
the datasets they want to use according to the properties
of their method. In addition, we can generate as many
datasets as required, combining all kinds of symbols and
criteria of variability.

Therefore, we need to establish some criteria to clas-
sify and organize all kinds of symbols (Sect. 2.1). Then,
we must also identify and categorize all kinds of vari-
ability of real images (Sect. 2.2). Finally, we will be able
to discuss how to collect and generate a large amount
of data and organize it according to these criteria of
classification (Sect. 2.3).

2.1 Classification of symbols

In general, there are two points of view for classify-
ing evaluation tests and their associated data [9]: tech-
nological and application. The technological point of
view refers to the evaluation of methods as stand-alone
processes trying to measure their response to varying
methodological properties of input data and execution
parameters. Datasets must be independent of the appli-
cation and must differ on the kind of image features. For
symbol recognition this point of view corresponds to the

generic evaluation of performance independently of the
application domain. Image features will be the differ-
ent shape primitives that can be found in the symbols.
According to the data used in the contest, we have iden-
tified three shape primitives: straight lines, arcs and solid
regions. However, new primitives (for example, dashed
lines, text, textured areas) could be added to the dataset
if required.

On the other hand, the application point of view
refers to the evaluation of methods in a particular appli-
cation scenario. Different datasets will correspond to
different application domains of a given method, and
each dataset will only include specific data for the given
application. In symbol recognition, categories refer to
the different domains of application: architecture, elec-
tronics, geographic maps, engineering drawings or what-
ever domain we should consider.

We have used this double criteria to classify symbols
in our framework. The support for it is that algorithms
are usually designed using these two points of view too.
Some methods are intended to be as general as possible,
and work well with symbols in a wide range of appli-
cations. On the other hand, some other methods are
intended to be part of a complete chain of a graphics
recognition system in a particular application domain.
They are specifically designed to recognize the symbols
in that application.

These are the two main criteria for classifying test
data. But from a more general viewpoint, we can use
labels corresponding to property/value pairs. The prop-
erty can refer to the application domain, primitives, ori-
gin, etc., while values are occurrences of these properties
(respectively, architecture/electronic/. . ., segments/arcs
and segments/. . ., CAD design/sketch/. . .). This provides
a general labeling system which can be easily extended,
allowing to define as much data as needed.

Therefore, we will assign at least two categories of
labels to each symbol: one with the domain of the sym-
bol and the other with the set of primitives composing it.
Each dataset is also labeled in the same way according
to the symbols included in it. With this organization each
user can select those datasets that fit the features of the
method under evaluation. In addition, new categories of
data can be easily added or modified and therefore, the
framework can evolve according to research needs. In
Fig. 1 we can see several examples of images classified
according to both points of view. Note that each symbol
can be included in several categories.

2.2 Variability of symbol images

Robustness to image degradation is essential for the
development of generic algorithms. Then, a framework
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Fig. 1 Classification of the same images according to the two
points of view: a technological, b application

for performance evaluation must include all kinds of
degradation in the test data. Besides, images should be
ranked according to the degree of degradation in order
to be able to determine whether the performance de-
creases as the difficulty of images increases.

In general, we can distinguish four sources of vari-
ability in symbol recognition:

• acquisition parameters: acquisition device (scanner,
camera or online device) and acquisition resolution

• global transformations: global skew of the document,
rotation and scaling of symbols

• binary noise: degradation of old documents, photo-
copies, faxes and binarization errors.

• Shape transformations: missing or extra primitives
(due to segmentation errors) and shape deforma-
tions due to hand-drawing.

We need to guarantee that all these types of degrada-
tions are included in the common dataset. We will gen-
erate different datasets corresponding to each kind and
degree of transformation and to selected combinations
of them. Each dataset will be labeled accordingly too.

2.3 Generation of test data

According to the principles stated in previous sections
we need to collect a large number of images. These im-
ages will be organized into several datasets, including
all kinds of symbols described in Sect. 2.1 and all types
of variability identified in Sect. 2.2. In addition, images
must be labeled with the ground-truth, i.e., the expected
result. We have to collect segmented images of isolated
symbols, but also non-segmented images of documents
in order to evaluate both symbol recognition and symbol
localization, as stated in Sect. 1.

There are basically two possibilities for collecting test
data: to use real data or to generate synthetic data. In
the following of this section, first, we will discuss the
advantages and drawbacks of each approach and how
we use them in our framework. Then, we will consider
some other specific issues related to the generation of
data for evaluation of symbol recognition.

2.3.1 Real data

Clearly, the main advantage of using real data is that it
permits to evaluate the algorithms with the same kind
of images as for real applications. Then, evaluation will
be a very good estimate of performance in real situa-
tions. However, manually collecting a large number of
real images is a great effort, unaffordable in many cases.
The task of annotating images with their corresponding
ground-truth is also time-consuming, and errors can eas-
ily be introduced. Another disadvantage is the difficulty
of collecting images with all kinds of transformations
and noise. Besides, it is not easy to quantify the degree
of noise in a real image. Then, it is not possible to define
a ranking of difficulty of images according to the degree
of noise.

2.3.2 Synthetic data

As an alternative, we can develop automatic methods to
generate synthetic data. Clearly, the main advantage is
that it allows to generate as many images as necessary,
and the annotation of images with the ground-truth is
also automatic. Then, manual effort is reduced. How-
ever, we need to devote research effort to the develop-
ment of models and methods able to generate images
resembling real ones with all possibilities of noise and
transformations. This is not an straightforward task in
many cases although several works have been done in
related fields of document analysis [3,11,15,16]. Images
generated using these methods will be easily classified
according to the type and degree of noise or degrada-
tion applied, permitting to assess the reduction in per-
formance with increasing degrees of image degradation.

We argue that both types of images are useful in a gen-
eral framework for performance evaluation of symbol
recognition. We believe that real images are the best test
for assessing performance in symbol localization. It is
really difficult to develop automatic methods to generate
non-segmented images of complete graphic documents.
Besides, as we can find many symbols in a single graphic
document, not many images are required. The problem
can be the annotation of images with the ground-truth.
We discuss it in Sect. 3.3.

On the other hand, synthetic images are the only way
to perform evaluation tests with large sets of segmented
images taking into account all degrees of degradation
and variation. In this case, many images are required
and it is easier to develop methods for their genera-
tion. In our framework we have developed methods for
the generation of global transformations, binary noise
(based on Kanungo’s method [15] and shape transfor-
mation (based on active shape models [25]).
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Fig. 2 Generation of data: a synthetic images, b real images

Figure 2 shows both synthetic and real images for
symbol recognition.

2.3.3 Specific issues

In addition, we have to take into account two other
specific issues of symbol recognition when generating
test data.

• Relation to vectorization: As explained in Sect. 1 sym-
bol recognition is simply one task in the graphics rec-

ognition chain. Vectorization is usually performed
as a previous step for recognition and then, many
symbol recognition methods work directly on the
vectorial representation of the image. The problem
is that, although there is not an optimal vectoriza-
tion method, the result of vectorization can influence
the performance of recognition. Then, apart from a
raster representation of images, we must also pro-
vide images in a common vectorial format so that all
methods can use the same vectorial data and recogni-
tion results are not influenced by the selected vector-
ization method. For images that can be automatically
generated in vectorial format, we can provide images
in their ideal vectorial representation, without need
for applying any vectorization method. If not pos-
sible (for example, for real images of for synthetic
images with binary degradations), we should apply
different standard vectorization methods to the ras-
ter image.

• The problem of scalability: One of the problems in
symbol recognition [17] concerns scalability: many
methods work well with a limited number of sym-
bol models, but their performance decrease when
the number of symbols is very large (hundreds or
thousands of symbols). One of the goals of the eval-
uation of symbol recognition must be to assess the
robustness of methods with a large number of sym-
bols. Then, for each kind of test several datasets with
an increasing number of symbols will be generated.

3 Performance evaluation

3.1 Objectives

In some pattern recognition fields, the main goal of eval-
uation is the definition of a global measure that per-
mits to determine the “best” method on a standard and
common dataset. However, it seems difficult to follow
the same approach for symbol recognition. As we have
stated in previous sections, performance of symbol rec-
ognition depends on many factors and it is not realistic
trying to define a single measure and dataset taking into
account all of them. Then, as symbol recognition remains
an active research domain, it seems more interesting to
focus on analyzing and understanding the strengths and
the weaknesses of the existing methods. This will be the
main goal of the proposed evaluation framework.

In this context, evaluation relies on three issues: first,
the definition of a number of standard datasets, cover-
ing the full range of variability, as discussed in Sect. 2.
Second, the definition of a set of measures, each of them
aiming at evaluating a specific aspect of performance.
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This will be discussed in Sect. 3.2. The definition of met-
rics is highly related to the definition of the ground-truth.
This point will be developed in Sect. 3.3. Third, the anal-
ysis of the results after calculating all the measures over
all the datasets, in order to draw conclusions on the
strengths and weaknesses of each method (Sect. 3.4).

3.2 Metrics

In the last years, several graphics recognition contests
have been organized, notably in the framework of the
International Workshop on Graphics Recognition
(GREC). As a result of this effort, several metrics and
protocols have been developed [14,22,26], with more or
less success, as sometimes, they favor the properties of
some of the contestant methods.

A similar work has to be done for symbol recognition:
what is the measure that permits to say that a given sym-
bol recognition method is good? Clearly, the answer will
be different for each of the two sub-problems identified
in Sect. 1: symbol recognition and symbol localization.
In the first case, for the recognition of isolated symbols,
it can be enough to count the number of correctly rec-
ognized symbols. But, in the second case, other informa-
tion, such as location, orientation and scale of symbols
should also be considered. Thus, in the following, we will
discuss different metrics for each of these sub-problems.

3.2.1 Symbol recognition

It seems clear that the basic metric for symbol recogni-
tion should be to test if the recognized symbol matches
the test symbol according to the ground-truth. Thus,
the recognition rate is the main evaluation criteria. This
was the simple approach used in the GREC’03 contest.
Because of the wide number of open questions regard-
ing performance evaluation of symbol recognition, we
decided, in a first time, to consider only the basic fea-
tures in order to advance in a better understanding of
all issues involved in it.

However, we believe that this criteria could be com-
plemented with other measures, in order to get a deeper
analysis of recognition methods, taking into account
other evaluation aspects. For example,

• The recognition rate, considering second or third
candidates, if this information is provided by some
methods.

• The orientation and scale of the symbol: we could
complete the recognition rate with a measure of
the accuracy in recovering the orientation and scale
of the symbol. This measure can be based on the

difference between the orientation and scale
provided by the recognition method and the ground-
truth.

• The computation time: we propose to use the aver-
age time per image. This metric will allow to compare
the results on tests with different number of images
or symbols. However, to be comparable, all recog-
nition methods should be run on the same machine
under the same conditions. That should be consid-
ered in the definition of the protocol (Sect. 4.2).

• Scalability, i.e., how the performance degrades as the
number of symbol models increases. We can measure
it according to the degradation of recognition rates
or according to the computation time.

3.2.2 Symbol localization

In the best of our knowledge, no performance evalu-
ation has ever been organized on symbol localization.
For this task, the problem of defining accurate metrics is
harder than in the case of symbol recognition. We have
to face two issues: the representation of the symbols,
and the definition of the metric itself.

The representation of a symbol (in the ground-truth
as well as in the recognition result) must include not
only an identifying label (as in the case of symbol recog-
nition), but also the location of the symbol. The problem
is that it is not easy to define a single representation of
the location of a symbol. The best representation will
depend on the kind of method. For example, if a rec-
ognition method works on the raster representation of
a symbol, the symbol location has to be computed with
respect to the related set of pixels. But if a recognition
method works on the vectorial representation of the
symbol, its location has to be computed with respect to
the involved set of vectorial primitives, maybe taking
into account some attributes of these primitives, such as
thickness. Clearly, both representations do not have to
be equal.

In fact, we argue that the representation of the loca-
tion of a symbol must be unique and independent of
the kind of method or image format, as the definition of
multiple representations arise the following issues:

• Multiple metrics have to be defined as the defini-
tion of the metric depends on the representation of
the symbols. This can permit to define more accu-
rate metrics but also requires to take into account all
possibilities.

• Multiple representations also lead to the definition
of multiple ground-truth for the same data.
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• Multiple metrics and multiple ground-truth then lead
to multiple performance analysis as it will be difficult
to compare results evaluated with different metrics.

As a first approach for representing the location of
a symbol, we propose the use of basic including rect-
angles, that enclose symbols, as described by Mariano
et al. [20]. This representation seems to be simple and
efficient. These rectangles can even be defined as
bounding-boxes.

Then, the metric between a ground-truth symbol and
a result symbol can be based on the percentage of over-
lapping between their including rectangles, in the case
that their associated labels match. Otherwise, the simi-
larity value will be 0. This metric permits to work at the
desired level of accuracy. We can fix a threshold so that
only symbols with a percentage of overlapping above
this threshold are considered as recognized. In this way,
defining several thresholds, we can obtain different rec-
ognition results at different levels of accuracy.

In order to combine the results of the metric obtained
for every symbol in the image, we propose to adopt a
metric similar to the one used during the ICDAR’03
conference on the robust reading competition [19] for
the text recognition in everyday scenes. The definition
principles are based on the fact that the metric must
favor the most pertinent applications, and penalize triv-
ial solutions, like the definition of a single bounding-box
which fully overlaps the image, or the definition of an
excessive large number of bounding-boxes.

So the proposed metric is based on the notions of
precision and recall. For a given test, let T be the num-
ber of targets belonging to the ground-truth, and R the
set of results supplied by an application. The number of
exact results is called e. The precision p is then defined
as the number of exact results divided by the number of
results:

p = e
|R| .

Thus, the applications that overestimate the number of
results are penalized by a little precision score. The recall
r is defined as the number of exact results divided by the
number of targets:

r = e
|T| .

Thus, the applications that underestimate the number of
results are penalized by a little recall score. The precision
and the recall may then be combined, if needed, to deter-
mine the global score s, expressing the recognition rate:

s = 2
(1/p) + (1/r)

.

3.3 Ground-truth

As said above, the definition of the ground-truth depends
basically on the representation of the symbols. Once
again, we have to distinguish between the definition of
the ground-truth for symbol recognition and for symbol
localization.

If we consider symbol recognition, where only seg-
mented symbols are involved, ground-truthing can be a
simple task. It basically consists of determining the label
of the symbol and this can be easily done by an human
operator and even, more easily by an automatic method
of image generation. If we also want to take into account
the accuracy in orientation and scale, we must include
this information in the labeling of the symbol too. But
this can be easily done with an automatic method of
image generation.

However, if we consider symbol localization, ground-
truthing is more difficult. In this case, both the label and
the location of the symbol have to be defined. According
to the single proposed metric (see Sect. 3.2), the defini-
tion of the ground-truth is also unique, and then easier
and more realistic to manage.

Although the representation of the symbol gives a
theoretical and concrete framework for the definition
of the ground-truth, some differences can exist between
the theoretical definition and the real definition of a
given ground-truth. Indeed, the bounding-box defined
by one person for a given symbol could appear mis-
placed to another person. Thus, there is a part of per-
sonal and subjective interpretation in the definition of
the ground-truth.

This point can be a serious problem, as the ground-
truth has to be accepted by the whole community to be
fully considered as a reference. To address this issue,
we are fully convinced that a collaborative framework
is required, as already pointed out in Sect. 1.

The basic idea is to involve a ground-truth designer
and some ground-truth validators for a given ground-
truth. Meanwhile, a ground-truth definition can be
modified if it is not satisfactory. Of course, a ground-
truth designer of some test data cannot be the ground-
truth validator of the same test data too. Once a
ground-truth is validated by some people, say two or
three, then, it can be considered valid. This organiza-
tion could be compared to a review process for a sci-
entific conference. Obviously, this organization is easier
to implement if a collaborative tool is available, as the
associated workflow is crucial. This tool includes the
following features:
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• General ground-truthing functionalities: images visu-
alization (raster, vectorial), bounding-box definition,
label definition . . .

• Directly interfaces with the database implementing
the information system containing all information
required for performance evaluation:
• information about the data: models of symbols,

test data and related ground-truthing.
• information about users involved in the evalua-

tion: their role and corresponding access privi-
leges (ground-truth design and validation, data
contributor . . .)

• The collaborative tool must be unique, in order to
be used in good conditions by all people involved
in the ground-truthing process. This implies that it
has to be available for a sufficient number of plat-
forms and ensures that all people work with the same
environment or references.

We want to point out that these principles and this
framework are a priori necessary in order to ensure that
test data, as well as their associated ground-truth, are
considered as valid by the whole community, and not by
only one person. All the performance evaluation pro-
cess relies on this assertion.

3.4 Analysis of the results

The results of the participants have to be analyzed in
order to determine the objectives of such a performance
evaluation campaign: the understanding of the strengths
and the weaknesses of the existing methods. This analy-
sis must be done with respect to the considered catego-
ries of data, the number of model symbols involved and
several other interesting criteria.

Independently of this large number of criteria, we
would point out that basically the analysis can be led
from the data point of view (data based), as well as from
the methods point of view (methods based). Indeed, if
it is interesting to understand what are the methods giv-
ing good results with a lot of data, it is also interesting
to understand what are the data difficult to recognize
with respect to the several recognition approaches. The
interest of a performance evaluation campaign is guided
by these two points of view.

Based on the metric that has been defined for symbol
recognition, we propose to define an index that per-
mits to perform the analysis of the results from different
points of view. This index is a measure of the degra-
dation of the performance along a set of tests with an
increasing level of difficulty. Let r0 be the recognition
rate for the test acting as the reference test (it should be

the “easiest” test in the series). Then the degradation of
performance for a given test i is defined as

di = r0 − ri

r0
.

This index gives the measure of how the original per-
formance degrades when some kind of degradation is
applied to the original images. As the index is normal-
ized by the original recognition rate it provides a good
estimate of the loss of performance as it does not depend
on the recognition rate for ideal images.

In this way, we can measure the robustness of recog-
nition methods to several properties, such as scalability
or degradation. We simply need to define a series of tests
with an increasing number of symbols (for scalability)
or with different levels of degradation and compute the
degradation index for every test. Some examples of the
application of this index to the analysis of the results will
be shown in Sect. 5.

4 Implementation

4.1 Introduction

The implementation of any performance evaluation sys-
tem requires the definition of a set of tools and proto-
cols in order to execute the tests, exchange information
between the participants and the organizers and manage
all the information about test data and results. This set
of tools and protocols must rely on the general concepts
stated in Sect. 1, such as the public availability of data,
the adaptation to user requirements and the simplicity
of management.

Among all these issues, in the remainder of this sec-
tion we will discuss the main ideas regarding protocols
and formats (Sect. 4.2), the organization of datasets
(Sect. 4.3) and the general architecture of the system
(Sect. 4.4).

4.2 Protocols and formats

Whatever the evaluation criteria and data, an evalua-
tion framework must provide formats and tools allow-
ing to exchange information about models, tests and
results [24]. In performance evaluation of symbol rec-
ognition, the first issue is about the format of images.
One basic assumption to be made is that the format of
images must not degrade the original image and must be
freely available for all participants. As there are methods
working on raster binary images and methods working
on vectorial images, whenever it is possible, we have to
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Fig. 3 Overview of the discribed performance evalution system

provide test images in both formats. Raster images are
not a big problem as there are a lot of very popular
solutions (such as TIFF, BMP and PNG). On the vec-
torial side, some “standard” formats exist, such as DXF
or more recently SVG, but they are complex to manage.
Thus, we have decided to use a simpler vectorial rep-
resentation, the VEC format proposed by Chhabra and
Phillips [4]. This simple format have already been used
in other contests on graphics recognition (vectorization
and arc detection) and therefore, it is already known
by the symbol recognition community. Moreover, the
simplicity of its definition would permit to eventually
extend it, if required.

To manage the contest, several other file formats are
required to precisely describe the tests, the results and
the ground-truth. In this case, the choice of the format
is a question of finding the best compromise that per-
mits to express all the information that is required with-
out obliging the participant methods to interface with
too complex formats. We have found that XML fulfills
these requirements as it is a flexible and standard for-
mat, allowing to easily describe complex information.
Moreover, the use of a DTD or a scheme can help to
normalize the data, avoiding description problems or
confusions, and associated with the XSLT style-sheets,
it allows the extraction and filtering of data that can be
automatically processed, both for participants and orga-
nizers. Examples of these XML files can be seen in Figs. 3
and 4.

Fig. 4 Fifty symbols used in Contest

Another important issue is the protocol for execu-
tion of the tests. Following the principle of adaptability
to user requirements, the basic idea must be to give each
participant the possibility to choose which tests he want
to compete in, according to the features of his method.
To achieve this point, each test has to be considered as
a stand-alone part and described with an independent
XML file as explained in the next section. This princi-
ple is useful in some other situations. Thus, if a program
crashes during a test, it is able to run the other tests.
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The model that we have selected for the execution
of the tests is a distributed model: each participant can
take a file describing a test, execute it locally and then,
provide the XML file with the results to the organizers.
This option gives the maximum freedom to the users,
for example regarding the platform of development or
the interface of the recognition method. This is coherent
with the general principles of the framework, but it can
also have some drawbacks as the organizers do not have
complete control on the development of evaluation and
on some of the results. For example results regarding
computation time are not fully comparable.

Finally, we want to point out that the availability of
the framework (formats, data, etc.) is very important.
In the context of performance evaluation, information
about formats and data is required to prepare the meth-
ods for running the tests and for learning purposes.

4.3 Organization of datasets

A general framework for performance evaluation must
include a very large number of datasets, taking into
account all the variability described in previous sections.
In order to manage this volume of datasets, we have to
organize and classify them according to their proper-
ties. We will achieve this goal in a double way. On one
hand, internally, we will store all information of every
test in the information system that supports the evalua-
tion framework and is described in the next section. On
the other hand, externally, we will make it public to the
participants by providing an XML description file for
every test, as can be seen in Fig. 3. This file contains all
the information that a participant has to know about a
test:

• the name of images
• the ground-truth for each image (for training sets

only)
• the category of symbols (as described in Sect. 2.1)

from technological and application point of view
• the number of symbols involved in the dataset (for

scalability issues)
• supported formats for images in the test
• whether the test corresponds to segmented or non-

segmented images
• whether the test includes real or synthetic images
• whether the image acquisition is online or offline
• the type and degree of degradation applied to the

data.

This organization allows to describe each test, so its
associated properties are known. In this way, each par-
ticipant can select the tests with the properties that fit

to the method being evaluated. Moreover, it facilitates
the analysis of the results, as it allows to organize the
analysis according to the properties of the tests.

4.4 Information system

In order to manage all this framework, we propose to
implement an information system supporting all required
features. This information system must be implemented
on the organizer’s side, but it must be of public access
and available through the Web with standard navigation
tools. It plays the role of a public repository where any
user (participant, organizer, ground-truth validator) can
find all the required information about the evaluation
process. However, the users are not tied to the imple-
mentation of the information system as the access is
done through the web and all the exchange of informa-
tion through the XML files that have been described in
Sect. 4.2. Providing public access to all the information
about data stored in the information system permits to
set up a continuous evaluation framework. Evaluation
does not depend on some predefined milestones, such as
the organization of specific contests, but any user can, at
any moment, download a set of tests, run a given method
on them and provide the results back to the organizers.
In this way we obtain the maximum flexibility for eval-
uation of current research.

Fig. 5 Samples of some degraded images generated using the
kanungo method for each model of degradation used
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An overview of the system is presented in Fig. 5. Of
course, the processes associated to the “participants” are
related to all kinds of participants (contributors, ground-
truth designers, contest participants . . .) and some con-
straints are associated to the system. In particular, a
participant cannot validate a ground-truth he has de-
fined before, he cannot get his own test data (at least if it
has not been degraded before), etc. Our aim is to point
out that collaborative aspects must be taken into account
from the beginning of the design of such a system.

5 Application of the framework: contest on symbol
recognition at GREC’03

In this section we will show an example of application of
the general framework presented before used in the First
Contest on Symbol Recognition held during GREC’03.
In this section we will explain how we have defined the
two main issues involved in evaluation systems: data and
metrics. We will also show the results obtained by the
participants in the contest.

5.1 Data

The first decision concerned which symbols we were
going to use in the contest and how to classify and orga-
nize them. For this first edition of the contest, we se-
lected 50 symbols from two domains: architecture and
electronics. All symbols were composed of at most two
graphical primitives: lines and arcs. Then, according to
the classification introduced in Sect. 2.1 we have used
two features at the technological level (lines and arcs)
and two categories at the application level (architecture
and electronics) which have been used to classify test
data. In Fig. 6 we can see all the symbols used in the
contest.

We decided to use only synthetic data since it was
easier to have a lot of well-organized images. Regarding
the variability of data we worked with five categories
of images: ideal data, images with aspect transforma-
tion (rotation and scaling), images with binary noise,
images with shape distortions and images combining

Fig. 6 Examples of increasing levels of vectorial distontion

binary noise and shape distortion. We used the deg-
radation model of Kanungo et al. [15] to generate nine
different models of binary noise, and we defined a shape-
distortion model based on Active Shape Models [7] to
simulate hand-drawn images. Figures 7 and 8 show some
examples of images with binary noise and shape degra-
dation, respectively.

Concerning specific issues of symbol recognition, we
only used segmented images, so that only recognition
was evaluated and not the ability to segment. Whenever
possible, we provided both binary and vectorial versions
of images. We used ideal vectorial representation when
it could be automatically generated by the generation
model. Therefore, for images with binary noise, only
the binary representation was available as we did not
apply any vectorization method to noisy binary images.
Finally, we defined three different sets of symbols, with
5, 20 and 50 symbols each, to test the robustness of
methods to scalability.

With all these combinations we generated a total
number of 72 different tests of data. For each test, we
provided a description file to the participants with the
specification of symbols and images included in the test.
Besides, we generated an XML file (Fig. 3) for each test,
describing all the properties of the test, along with the
ground-truth. Finally, participants generated an XML
file (Fig. 4) with the description of the results obtained
by their method for each test. Both kinds of XML files
were imported to the contest database allowing for auto-
matic comparison of the results with the ground-truth
and automatic generation of recognition rates for each
method and test.

5.2 Metrics

In this case, the definition of the metrics was very sim-
ple. We only worked with non-segmented images and,
therefore, the only result of the application of a symbol
recognition method was the label of the symbol iden-
tified in the image. Then, the metric simply consists of
a recognition rate for each method and test, without
taking into account the rejection.

5.3 Results

Five methods took part in the contest, although not all of
them could run all the tests, due to the properties of their
methods. The five participants were groups from the fol-
lowing institutions: University of Rouen—La Rochelle,
National University of Ireland—Maynooth, City Uni-
versity of Hong Kong, University of Nottingham and
Fudan Universty.
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Fig. 7 Examples of XML file
for test description

In Figs. 9, 10, 11, 12, 13, 14, 15, 16, we can see the
results obtained by each of the methods in the tests they
took part in. Figure 9 shows the results with ideal images
of the symbols for the sets of 5, 20 and 50 symbols. It
shows how the methods are able to discriminate among
a large number of symbols. In Fig. 10 we can find the
results for rotated and scaled images (for the set of 5, 20
and 50 symbols too).

Figure 11 contains the results with binary degraded
images. In this case, only two methods were run on all
the images and, therefore, only the results for these two
methods are included. For each of the nine models of
degradation the results with 5, 20 and 50 symbols are
shown. In order to provide a more detailed analysis
of the results with degradation we have also generated
Fig. 12. In this figure we apply the degradation index de-
fined in Sect. 3.4 to the nine models of binary degrada-
tion with the set of 50 symbols. The reference recognition
rate for computing the index is the recognition rate for

ideal images. This index clearly shows that for all models
of degradation the method by the Fudan University is
more robust to degradation than the method by the City
University of Hong Kong.

Figures 13 and 14 show the results for images with
vectorial distortion (for three levels of distortion) and
with a combination of vectorial distortion and binary
degradation.

In order to evaluate more precisely the scalability of
methods we have included Fig. 15. This figure has been
generated taking, for each method, the mean of recog-
nition rates for all tests with 5 symbols, for all tests with
20 symbols and for all tests with 50 symbols. In this way,
we can get a measure of the global scalability of each
method. In Fig. 15a we can see the absolute recognition
rates, while in Fig. 15b we have the degradation index
defined in Sect. 3.4 applied to scalability. It is clear that
this index helps to see the robustness of each method as
the number of symbol increases.
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Fig. 8 Examples of XML file
for discription of results

Finally, in Fig. 16 we can see the computation time
for every kind of test for sets with 5, 20 and 50 symbols.
Only the method by the City University of Hong Kong
reported results about the computation time. As ex-
pected, computation time increases as the number of
symbols in the dataset increases too.

From these results we can draw some general conclu-
sions:

• As expected, performance decreases when the num-
ber of symbols increase, even with ideal images.

• In general, methods can handle well the images with
rotation or scaling. However, the performance de-
grades when both transformations are combined.

• There are no significant differences in the perfor-
mance for the nine models of binary degradation.

• Methods are robust to the kind of shape deforma-
tions generated by the model of deformation.

Fig. 9 Recognition rates (in the y-axis) of each participant
method (in x-axis) for ideal tests

A more detailed discussion of these results can be
found in the report on the GREC’03 contest [25].

Later, some of the groups have done further work
on their methods and have obtained and published im-
proved results [10].
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Fig. 10 Recognition rates (in the y-axis) of each participant
method (in x-axis) for tests with rotation, scaling and combina-
tion of rotation and scaling

6 Conclusion and future work

We have presented a general framework for perfor-
mance evaluation of symbol recognition methods. This
framework relies on some general principles that could
also be applied to other similar performance evalua-
tion tasks in the domain of graphics recognition and
pattern recognition. These general principles arise from
the discussion about the two main issues concerning any
performance evaluation task: data and evaluation.

Concerning data, the framework relies on the classi-
fication of input data according to two different points
of view: methodological—based on image features and
application—based on the application scenario. This
classification permits to define many different datasets
for all possible kinds of input data. Regarding data gen-
eration we have stated the importance of using both

Fig. 11 Recognition rates (in the y-axis) for tests with the nine
models of degradation (in x-axis) for methods by the City Univer-
sity of Hong Kong and the Fudan University

Fig. 12 Measure of robustness to degradation for the nine mod-
els of degradation with 50 symbols

real and synthetic images, including all types of noise
and distortion. We have introduced a possible classifi-
cation of distortion types and remarked the importance
of including in the framework models and methods for
automatic generation of degraded images.

Concerning evaluation, we have defined several met-
rics for symbol recognition and symbol location. Each
metric gives response to different goals of performance
evaluation.

In addition, one of the key ideas in the proposed
framework is that of collaborative work so that the
framework can be validated by the research community,
and evolve according to its needs. Following this idea, a
public and collaborative environment for performance
evaluation of symbol recognition methods, ÉPEIRES,1

1 http://www.epeires.org
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Fig. 13 Recognition rates (in the y-axis) of each participant
method (in x-axis) for tests with deformation for both sets of
symbols

Fig. 14 Recognition rates (in the y-axis) for tests with the nine
models of degradation (in x-axis) and three levels of degradation
for methods by the City University of Hong Kong and the Fudan
University

is currently under development. We hope that this envi-
ronment will supply all data and resources needed by the
symbol recognition community for evaluation purposes.
All interested people are urged to use and to contribute
to this environment.

Fig. 15 a Evolution of recognition rates (in the y-axis) of each
participant method (in x-axis) for tests with increasing number of
symbols (5,20 and 50). b Measure of robustness to scalability for
each participant method

Fig. 16 Evolution of the computation time with the method by
the City University of Hong Kong with an increasing number of
symbol for each kind of test

Finally, we have described how these general princi-
ples have been used in the first international contest on
symbol recognition, held during GREC’03. Currently,
we are working on the extension of the framework for
the next editions of the contest. In it, we plan to add real
images with non-segmented symbols and, therefore, we
will need to include the new metrics for symbol locali-
zation, as discussed in this paper.
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