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Abstract Transcription of handwritten text in (old) docu- 1 Introduction

ments is an important, time-consuming task for digital li-

braries. Although post-editing automatic recognitionafitl- Transcription of handwritten text in (old) documents is an
written text is feasible, it is not clearly better than signpl important, time-consuming task for digital libraries. light
ignoring it and transcribing the document from scratch. Abe carried out by first automatically transcribing all docu-
more effective approach is to follow an interactive apptoac ment images off-line, and then manually supervising system
in which both, the system is guided by the user, and théranscriptions to edit incorrect parts. However, stat¢hef
user is assisted by the system to complete the transcriptiart technologies for Handwritten Text Recognition (HTR)
task as efficiently as possible. Nevertheless, in some-applare still far from perfect both in, unconstrained domains [4
cations, the user effort available to transcribe documisnts (10, 13| 23], and in old text documents [8]. Thus, post-editin
limited and fully supervision of the system output is not re-machine-generated output is not clearly better than simply
alistic. To circumvent these problems, we propose a novegnoring it and transcribing the document from scratch.
interactive approach which efficiently employs user effort  To circumvent this problem, HTR systems can be used
to transcribe a document by improving three different aswithin a Computer Assisted Transcription (CAT) framework,
pects. Firstly, the system employs a limited amount of efin which both, the system is guided by the user, and the user
fort to solely supervise recognised words that are likely tds assisted by the system to complete the transcription task
be incorrect. Thus, user effort is efficiently focused on theas efficiently as possible. In CAT systems, the main aim is to
supervision of words for which the system is not confideniemploy user effort efficiently since it is expensive and lim-
enough. Secondly, it refines the initial transcription pded  ited.

to the user by recomputing it constrained to user supervi- |n this work, we describe a novel CAT approach to tran-
sions. In this way, incorrect words in unsupervised pams cascribe (old) text documents in which user effort is consid-
be automatically amended without user supervision. Binall ered to be limited. The aim is to build a system, which em-
itimproves the underlying system models by retraining theyjoys the limited user effort to generate the best possible
system from partially supervised transcriptions. In orier transcriptions as efficiently as possible. The system eysplo
prove these statements, empirical results are presented g |imited effort by supervising only hypothesised words
two real databases showing that the proposed approach cgqat are likely to be misrecognised [27]. Thus, limited user
notably reduce user effortin the transcription of handemit  effort is efficiently focused only on the supervision of the
textin (old) documents. output parts for which the system is not confident enough.
Low confidence words are presented to the user in isolated
boxes, in a similar way as inl[2], focusing user attention and
preventing them from wasting effort in reading their comtex
Once user supervisions are performed, the system recom-
N. Serrano, A. Giménez, J. Civera, A. Sanchis, A. Juan putes the transcription_ subjef:ted_to user supervise_d words
DSIC, Universitat Politcnica de Valencia by means of a constrained-Viterbi search [23]. In this way,
Cami de Vera s/n, 46022 Valéncia, Spain output errors in the unsupervised parts can be automaticall
E-mail: {nserrano,agimenez jcivera,josanna,aj@usic.upv.es amended without user supervision. At the end of the process,
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partially supervised transcriptions are used to improee thproduce an acceptable automatic transcription of these doc
current system performance by means of adaptation tecliments|[10], and although post-editing is possible, it may
nigues [21]. These techniques improve the underlying sysaot be better than to manually transcribe documents. Alter-
tem models by retraining from correctly transcribed wordsnatively, it is more effective to interactively transcritiee
and high confidence parts within the transcriptions. document with the aid of a CAT system.

This paper provides a comprehensive description of mod-
els and techniques that have been studied and reported in
separate works [21, 28,124,/127]. However, significantly im-2.1 Computer Assisted Transcription of Text Images
proved baseline experimental results are reported forrtte fi
time in this work as a result of updating our feature extracA first approach of CAT of text images was proposed.in [29]
tion algorithm. Also, as a novelty, we further extend the-con following previous ideas applied to machine translatiod an
strained Viterbi-based search [23] to deal with the case o§peech recognition[3, 20]. In this work the authors prodose
word deletions. Moreover, a new experimental study witha prefix-based interactive-predictive approach in whidh th
a complete analysis of diverse aspects of the proposed apser reads from left to right both, the system output, and
proach is carried out on two HTR databases: GERMANAIts corresponding text image, correcting the first incdrrec
[17] and RODRIGO|[22]. word. Then, a valid prefip is defined including all words

The remainder of the paper is organised as follows. Firstlyp to the one corrected. Next, the system recomputes its hy-
a brief review of related work about automatic transcriptio pothesis constrained to this (fully supervised) prefix,akhi
of handwritten text documents is detailed in Seckibn 2. Secmay improve the unsupervised words. This process contin-
ondly, Sectiori B presents a detailed explanation of our indes until all words have been supervised.
teractive HTR approach. Finally, Sectioh 4 is devoted to re-  This supervision protocol updates the current hypothe-
port empirical results whereas conclusions drawn andéutursis by searching for the most probable sufithat better
work are summarised in Sectibh 5. completes the validated prefix This is achieved by conve-

niently introducing the prefix dependency on Eq. (1)

2 Related Work §= argsfnam(SI X,p) = argsmam(x |'s,p)p(s|p) 2)

State-of-art HTR systems cannot guarantee fully-autamatiln order to perform this search, the sequence of feature vec-
high-quality transcription of handwritten text docume[i]. tors is split into two fragments andxgH, which depends
However, they can be integrated in a computer-assisted apnly onp ands, respectively. The boundatyis unknown,
plication to boost transcriptor performance, as it was sucand considered a hidden variable, the estimation of which is
cessfully achieved in OCR recognition systems [2, 14]. approximated in the search process

State-of-art HTR systems are grounded on the statistical
framework [18]. This framework also constitutes a successs~ argmax g POS | P) P(Xhy1 | S) P(S| P)

ful approach for CAT in HTRL[21, 23, 29]. Traditionally, as S 1<hsT
stated in[[5], the task of HTR can be introduced from a sta- ~ argmaxmsax p(X? | p) p(xg+1 | s)p(s|p) 3)
S

tistical point of view as follows. Given a sequence of featur
VECtorsx = xq,---, Xt = X; representing a text line image, This two-step interactive-predictive search defined in(g}.
the recognition task can be understood as the search for tigrepeated until the transcription has been completely val
sequence of words that maximises the posterior probabil- gated. As a result, error-free transcriptions are obtained

ity: However, the prefix-based approach presents three main
. limitations. Firstly, the user needs to supervise all recog
W= argwma>1o(w |X) = argwma>1o(x | w)p(w) (1) nised words. Thus, this approach is not applicable when user

effort is limited. There are many applications in which user
wherep(x | w) corresponds to the image models gi(ev)  effort is limited or expensive. For instance, some applica-
corresponds to the language model. On the one ha(xd, tions need to build competent systems from scarce anno-
w) is the probability of a sequence of wondgo correspond tated data [9, 11, 21]in order to be used as soon as possible.
to a text line image. This probability is typically modelled Alternatively, in other applications complete annotatain
using Hidden Markov Models (HMMs). On the other hand,documents is not required to convey the meaning, or to be
p(w) is the probability of a sentenoe and it is usually used as source for other application, such as information re
modelled using a smoothedgram language model. This trieval [12]. Secondly, supervision must be performed from
technology is commonly adopted in current state-of-ttte-areft to right, and an important user effort has to be devoded t
HTR systems|[18]. However, even the best systems do ndbcate output errors. Thirdly, underlying models remaia th
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Fig. 1 Interactive transcription of the word “entonces” in GIDAG.corresponding reference word “teutonico” is highleghtdarkening the rest.

same over the whole transcription process, not taking adnstead of the correct “teutonico”, which can be corrected
vantage of the new data that becomes available through thvéithout looking at the context. The user will simply input
interactive process. the correct word and move to the next supervision.

These three limitations were overcome in previous work It must be noted that the snapshot shown in Figlire 1 is
presented by the authors [21] 23, 24, 27]. In our approacta simple user supervision. More complex supervisions in-
we deal with the interactive transcription of handwrittextt ~ volving incorrectly segmented words in the image are also
documents when user effort is limited. The system’s first obeommon and will be analysed in Sectlon]3.2.
jective is to wisely select which words’ supervision most
improves the system and the resulting transcriptions. Next
supervised words may help to further improve the curren8.1 Confidence measures
transcription as their supervision reduces the uncetdtit
nally, the system is adapted from the partially superviseép order to ensure error-free transcriptions, the user sieed
transcription produced. In the following section, we sum-to supervise the whole transcription. However, in tasks in
marise our previous work to provide a complete picture ofvhich the system error rate is acceptable, only few words

our research lines and highlight the contributions of the cu &re incorrectly recognised. A more effective interactien i
rent work. to ask the user to supervise only those words about which

the system is less confident. To this purpose, active legrnin

techniques can be used [26]. In our approach, we adopt a
3 The Interactive Transcription Approach strategy based on the use of confidence measures [19, 31] in

order to select which words should be supervised [27].
As mentioned, we deal with the interactive transcription of  Word-level confidence measures are calculated as word
(old) text documents in which user effort is limited. In our posterior probabilities estimated from word graphs. Gener
proposed approach, user effort is employed in supervisinglly speaking, word graphs are used to represent, in a com-
low confidence hypothesised words. For the sake of clapact form, large sets of transcription hypotheses with-rela
ity, we detail the supervision of a recognised word from thetively high probability of being correct. Consider the exam
user point of view. FigurEl1 shows the transcription dialogple in Fig.[2, where a small (pruned) word graph is aligned
of GIDOC [25], which is a set of tools that implements the with its corresponding text line image. In this figure, recog
proposed interactive transcription approach. nised and true transcriptions are shown above and below the

In this figure, it can be observed that a text line imagejmage, respectively. Each word graph node is aligned with

whose baseline is underlined in blue, has been automaticall discrete point in space, and each edge is labelled with a
recognised and the result is presented in line number eighivord (above) and its associated posterior probability (be-
In this moment, the system asks the user for supervision déw). For instance, in the word graph of F[g. 2, the word
a recognised word, which may be possibly incorrect. Thésus” has a posterior probability of@®0 of ocurring between
word to be supervised is highlighted both in the image by'estaba” and “un”, and @3 of occurring between “estaba”
darkening all but the corresponding word, and in the editabland “con”. Note that all word posteriors add up to one at
line by selecting it. It must be noted that word highlighting each point in space. Therefore, the posterior probabibity f
helps to focus user attention and prevents him from reada wordw to occur at a specific pointis given by the sum of
ing the context whenever unnecessary, saving user effort. lall edges labelled witkv that are found ap; e.g. “sus” has
this case, the recognised word to be supervised is “entbncea posterior probability of @2 at any point within its recog-
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Fig. 2 Word graph example aligned with its corresponding text Image and its recognised and true transcriptions. Eaclgnésed word is
labelled (above) with its associated confidence measure.

nition boundaries since the two edges labelled with “sustecognised word alignment are not perfect. For this reason,
occurs simultaneously. The word-level confidence measunee need to consider the following four supervision cases:

is calculated from these point-dependent posteriors by sim

ply computing the maximum posterior probability over all . )

points within the word recognition boundaries (Viterbiigalled).l) The text line image segment contains a word that has

As an example, each recognised word in Eig. 2 is labelled been corrgctly recognised. .
(above) with its associated confidence measure. 2) The tgxt line image segment contains a word that has
) . been incorrectly recognised.
Confidence measures were testedlin [27] on two re o .
. . ) Thetextline image segment contains more than one word.
handwritten databases being GERMANA one of both. In o ;
. ) 4) The text line image segment corresponds to a portion of
this work, confidence measures are employed to automati-
. Co word.
cally detect words to be supervised by a fictitious user know-

ing the reference transcription. A predefined percentage of

words are supervised in increasing confidence order and er- The first two cases simply ask the user to supervise the
ror is computed after supervision. Experimental resu®sh content of a correctly segmented word, which corresponds
that the use of confidence measures can help to reduce dragthe case detailed in F{g. 1. In this situation, the usepsim
tically the supervision effort improving the transcriptiac-  amends or accept the recognised word depending whether
curacy. The interested reader is referred to [27] for more th has been misrecognised or not. An examp|e of the third
tails. case is shown in Fi§l 2, where the supervision of the recog-
nised word “camarera” would result in two user edition op-
erations: the substitution of this word by “empresa” and the
insertion of “.”. Lastly, an example of the fourth case oc-
3.2 User supervision curs when supervising the word “una” in the same figure. In
this case, the image segment cannot be correctly identified
Confidence measures help the system to select actively whigh a single word, and consequently, the user would delete
words need supervision. However, supervision of recoghisethe current hypothesised word “una”. Later on, if the user is
words is not a straightforward process. asked to supervise the preceding or nextimage segment cor-
As it has been presented in Hig. 1, when the system asksespondingto a previously deleted word, such as “sus” in the
the user to supervise a recognised word, the text line imfigure, the system would show to the user the image segment
age segment corresponding to this word is presented to tlessociated with the word “sus” plus the deleted word “una”,
user. But, it might be the case that image segmentation aras they could correspond to a whole word “suspensa”.
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3.3 Constrained Viterbi-based search above (e.g. deletion of “sus” or “una” in Figl 2). Now, the
user defines a constrainot= (c1,cy,C3) by which wordcg

As we already pointed out, the easiest way to improve thhould not appear in any segméwﬁ), totally or partially,

system transcription is to simply ask the user to supervisg;ithin segmen&Z. Formally, Eqs[E37 can be extended to

some (hopefully misrecognised) words. This simple stratj,cjude the four supervision cases as follows:

egy will be referred to from here on @snventional, and

considered to be the interactive baseline system with oéspep(x |w,c) =  max_ p(x 7, XEZ,XIZH | w,c) (8)
to the other interactive approaches. However, user supervi O<ki<lo<T+1 !

sions can be used to further improve the transcription beyhere

yond basic correcting. Following this idea, we proposed an

extension to the cpnventlonal approach, in which given theb(x';rlvxti,xlﬁl |w,c) = p(x'f’l |w ) p(xti | W, C)
supervision of an image segment, the system recomputes a

new transcription subject to user supervisions [23]. Aad h p(XIZH | W‘svﬂl) 9)
been said, this approach has also been followed by Toselli.
et al [29], but as observed in Elgl. 2, it is constrained to a\lNlth

left-to-right supervision protocol. On the contrary, inrou p(th |we)  [kukel=[c1col (10)

. . 3=Ws
approach any word can be supervised independently from [k1,ko]=[c1,C] (11)

their context. This is due to the migration from lattice-tds p(xkz | W, C) = C37#Ws
search|[29] to constrained Viterbi-based seaftch [12]. The ky 1 [klﬁkZ(]:m[C#CZ]#O (12)
3=Ws

constrained Viterbi-search allows for the definition of der K
that must be necessarily recognised for a given image seg- p(xkl | W)

ment during the search process. These words narrow the ex- B
pansion of the search trellis at them, reducing the amount o ote that E¢LB reduces to &g. 5 whiég, k] = [c1, Co] and,

hypothesis that are explored, In this case, Eq§._10-11 equal to E[g§]6-7. The new deletion

= - . case is covered in Eds.]12 dnd 13.
In [23], the user performs the supervision according to : .
, L . . As explained above, constrained search generates a new
the first three supervision cases previously described. As a i . g
. ; ; hypothesis subject to user supervisions. However, as #re us
result, the user defines a constraint (c1,Cp,C3) by which

2 wordes must be recoanised from se me@ of the text MY ask for more than one supervision per text line im-
3 g 9 ge, the system could consider at least two alternativiestra

line image. This constraint can be included in the genera?. . .
search problem (E] 1) as follows: gies regarding when a new hypothe3|§ is recompqted . The
first strategy, known agelayed, consists in recomputing the
W = argmaxp(w | x,c) = argmaxp(x | w, c) p(w) (4)  most probable hypothesis after all supervisions are done.
w w To put it formally, let us assume thit constraints{c(™}
where the language modp{w) is assumed to be indepen- (M= 1,...,M) must be satisfied for each hypothesignd
dent of the user constraint At this point, it is convenientto Positions{s™} (with sV < ... < sM)) in which their corre-
split the image model in accordance with sponding wordsvgm) are considered to be written by hand in
s 1 e —_— segments (k™ k™) } (with 0 < kY < kP < ... < kM <
PX|W,€) = P0G~ [Wi ) p(XGE | W, €) P(Xy 1| Wsy1) (B) T ¢ 1). Then, our single-constraint model in Ed, 8 can be
extended to multiple constraints as follows:

otherwise (13)

where p(xgi |ws,C) is the only part of the image model in
which the constraint = (c1, ¢, C3) takes effect. Ag; is the

_ (1 _
only word that can be recognised from the image segmer(X | W, {c™}) = max p(xlil ! | wi Y
& 0 : : (0™ 5™}
Xe1, p(x&Z |ws, c) will be computed as: 1k
I\
PO |ws) ca=ws  (6) P0G | Wy (™)) (14)

P |Ws70>{ 0 C3 # Ws (") with

for each hypothesi and any positiors in which ws is to M
be considered as the word written by hand in the image segyxT | | w" Acmy = p(xkzm') | W, ™)
mentx&. On the other hand, the image models for the prefix ka1 nDl (™ TS

: c1—1,5-1 T Iwi (m+1)
and suffix,p(x;* | wy ). andp(Xg,1|Ws, 1), are assumed p(xk1<m) -1 | WS(:;rlLl) (15)
to only depend on the given word sequences. ko'M+1 sm+1

As a novelty, we further extend in this work the approach _ - ()
presented in [23] to include the supervision of words thatvhere each constraint-conditioned mopet ’ ., | Wy , (™)
need to be deleted, i.e. the fourth supervision case destcribis computed as in the single-constraint case (Eqd._10-13).
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In Eq.[I5, itis also assumed thé U _1—TandsM*D_ 3.4 Semi-supervised learning
1 = |w| (corresponding to the final image segment).

The second strategy, referred toitsative, consists in ~ UP t0 this point, we have described how to select possibly
recomputing a new hypothesis after each user supervisigicorrect recognised words, supervise them, and use this su
is committed. FigurE]3 compares the conventional, delayeBervision to improve the system hypothesis. At the end of
and iterative strategies regarding the behaviour of the syshis procedure, the system returns a final transcription con
tem in a real example from the GERMANA databdse [17]stituted by supervised and unsupervised words. Irfig. 3 su-
carrying out three user supervisions. pervised words were marked in bold face. The supervised

At the top of Fig[8, the reference transcription is alignedwords’ Wh|ch_have been annotated_b_y the user, can be ex-
with the text line image. Below the image, the figure is di_tracted find directly added to the trz_il_nlng set to improve thg
vided into four sections from top to bottom: Initial, Con- Underlying system models. In addition, as the least confi-

ventional, Delayed and lterative. The initial section tigg ~ d€Nt Words have been supervised, the remaining unsuper-
the most probable hypotheses provided by the system pyised Wo_rds_would correspond to high confidence words qf
fore any user supervision is performed. On the other hand€ textline image, and therefore, they could also be used in
conventional, delayed and iterative sections show thdtresu MProving the system. For instance, in Fig. 3, we would like

ing hypotheses once the user has interacted with the syE,Q add the whole sample produced by the Delayed approach,

tem following the corresponding strategy. It should be dote V‘{h'Ch is completely correct. However, as thgre are unsuper-
that the iterative section presents the result of threeemns vised words, the system needs to select which words may be

tive user supervision, since the system recomputes the mao¥p'rect. So, we resort_ again tf) confidence measures to suc-
probable hypotheses after each supervision. Most probab?@SSfu”y adap_t from h_|gh confldgnce unsupervised words by
hypotheses are displayed as a list of words for each imagg@€ans of semisupervised learning [9].
segment defined by the system. Below the most probable hy- Nevertheless, supervised and high confidence words may
pothesis, alternative words are shown in grey, which give ugefineé non-continuous image segments and may not cover
an idea of the uncertainty in that segment. Words are acconi?€ €ntire text line image. In order to split and extract text
panied by their corresponding confidence measure valudne image fragments along with their corresponding words
Additionally, for each best hypothesis, incorrect words ar @ New training data, we use the forced Viterbi alignment
underlined using a wavy line and user supervised words ar@S suggested in_[31]. In the end, supervised and high confi-
shown in bold face. dence words are incorporated as new fresh training data to
First, the Conventional strategy simply presents the re'—mpm\:e _sys(;e_m perforrpani;:_. I:cnagr?tan_d_langu?g_e n;o?els
sult of supervising the three least confident words from th&r€ retrained incorporating this resh training data ircha
initial recognition: “ratificacion” and the last occurresx mpdel, although we plan tq mcorpqrate on-Imet.ramm@tec )
of “la” and “este”. As no hypothesis recomputation is per_nlques to update models in real time|[16]. Bemg that as it
formed, non-supervised segments remain unchanged and t » we successfully adopted and tested semi-supervised

contain the initial errors. Secondly, the Delayed approac parning techniques in HTR [21], corroborating previous re
’ ts in the area of speech recognition [11]. It must be noted

! o - ul
presents the final transcription after supervising the sam&ba . ) .
three recognised words and hypothesis recomputation bas t, to our knowledge, this is the first work that combines

on constrained search has been carried out. As a result, noz?\gtive and semisupervised leaming at the word level in HTR.
supervised segments are modified to satisfy user supervi-

sions and the remaining errors are automatically corrected

Specifically, the initial incorrectly recognised wordsticé 4 Experiments

and “este” are replaced by the correct words “cuatro” and

“esto”, respectively. Lastly, the Iterative strategy déag  Experiments have been carried out on two recently com-
into three supervision steps is shown. In this case, we can opiled datasets: GERMANA [17] and RODRIGD [22]. GER-
serve that the supervised words are different from previouBIANA is the result of digitising and annotating a 764-page
strategies, since non-supervised words change every tingpanish manuscript from 1891, in which most pages only
a recomputation hypothesis is carried out. First, the userontain nearly calligraphy text written on ruled sheets of
replaces “la” by “20”, which causes the word previously well-separated lines. The example shown in Eig. 1 corre-
recognised as “ratificacion” to change to “estimacion”.iThe sponds to page 144. GERMANA is solely written in Span-
the user corrects “cetro” with “cuatro”, which causes theish up to page 180, but then it includes many parts writ-
misrecognised word “este” to be replaced by the correct woitgn in languages other than Spanish. RODRIGO is similar
“esto”. Finally, the user substitutes the word “este” by *Oc to GERMANA both, in size and page layout. However, it
tubre”. Even though, an error would remain at the end of theomes from a much older manuscript, from 1545, the writ-
supervision based on interactive strategy. ing style has clear Gothic influences, and it is completely
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cuatro dias despues de la ratificacion, esto es el 20 de @ctubr
1 0 e
[ | ;
I 0 Lo wablican o o 495 & it
Uy Li\-{ﬂ-ll L .E:\\mu.: AL WA YALamdn. €A €y @ A0 WL (h.
| | | | | ' | | | | | | |
\ . Initial \ I I i p—— Moste] T | I . \
| 2%\29 | déazs | deslpues | dle | If | @A'A'%CA'Q” \Q,g,gw Sss | il\ 536 | dle | Eg,l? |
| . . | | | | . | .90 | .98 | | | | . |
| nuestro | | | | | situacion | esta| es | | de | | estaba |
| 04 | | | | | 22 | 10 .02 |57 | 23 |
| datos | | | | ratificacion o | | ;oa | titulo |
‘ .02 ‘ ‘ ‘ ‘ ‘ .04 04, ‘ ‘ .04 ‘ 12 ‘
| | | | | | situacion " | | | ho | esta |
.01 .01 .02 03
| | | | | | | | | I o | | la |
| - | | | | | | | | | | |
—— Conventional : : : : : : : : 01 : : 01 ‘
| cetro | dias | despues I de | la | ratificacion, | eS| es | el 20 | de | Octubre I
| .92 | .92 | 1 1 01 1 90 I .98 | 1| 1 1 1 |
| nuestro | | | | | | esta | | | | | |
| 04 | | | | | | 10 | | | | |
| datos | | | | | | | | | | |
| 02 ‘ | | | | | | | | | | |
— Delayed 1 1 1 1 — 1 1 1 1 1 1 1
' cuatro ! dias | despues I 'de ! la ! ratificacion, lesto! es | el!l 20 ! de ! Octubre !
! 1 ! 1 ! 1 1 11 1 leogl 2 I 21 1 I 1| 1 !
| | | | | | | este | | | | | |
—— terate—— -
} Cl:J?éeS } } } } } ratifi(igcién }éit)a} '%rzw } } } } e'sé%tba }
} nu'%gtro } } } } } sitljggi()n } ' } ' } } } } tifg(l)o }
| datos | | | | | ' | | | | | | esta |
| 02 | | | | | | | | | | | 03 |
| | | L o o B
o 0
| cuzitro | dilas | deslpues | dle | If | 92“&%3&'2“ \eggo\ g% | il\ 210 | cie | Q,g,ge |
| | | | | | . | .98 | .98 | | | | . |
[ [ [ [ [ | ratificacion | esta| en | | | | estaba |
| | | | | | 11 | 11 .03 | | | 19 |
| | | | | | | | | | | | “tgéo |
| | | | | | | | | | | | : |
| | | | | | | | | | | | esta |
03
o o e
o .02
} cuzitro } dilas } deslpues } dle } lf } QASHD;A;ACA'Q” }eggo} g% } il} 210 } dle } Octgbre }
\ \ \ \ | | ratificacion | este | en | | | | |
| | | | | | A1 | .02 | .03 | | | | |

Fig. 3 Comparative of the conventional, delayed, and iteratiketegies when supervising a given recognised sentencéeAbp, the reference
is aligned with its corresponding text line image. The alitiypothesis is displayed after the image, in which eactdvi@accompanied by its
confidence. Misrecognised words are underlined using a \Wagyand alternative hypotheses for each word are showmaysgale. The most
probable hypotheses after user supervision of three wordhé presented strategies are shown. The three supewdsed are highlighted in
bold face.

written in Spanish. Some basic statistics of GERMANA and GERMANA RODRIGO
RODRIGO are provided in Tablé 1. Pages 764 853
Lines 20529 20357
Figures in Tabl€]l reflect that GERMANA is more com- Running words (K) 217 232
plex than RODRIGO. The vocabulary size and the num- Vocabulary size (K) 21 173
ber of out-of-vocabulary (OOV) words are larger in GER- Out-Of-Vocabulary(%) 25 119
MANA. OQV words constitute a major source of errors since Perplexity 274 1771

they represent the percentage of running words in the test Seable 1 Statistics of GERMANA and RODRIGO. Out-of-vocabulary
that do not appear in the training set. Moreover, GERMANAwords correspond to the percentage of running words in thtests,
also has greater perplexity, which is a clear indication of dvnich do not appearin the training set. Perplexity can bsictened as

. . .. the average number of words which can follow any word secgieard
more difficult task. This difference between the pelrplex'tyhas been calculated using a ten-fold validation on the wihodeiment.
of both documents is due to the multilingual nature and doc-

ument layout variability in GERMANA.
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We simulated the interactive transcription of these twathe PCA window-based algorithm is adopted in the rest of
handwritten text documents. Due to their sequential boolkexperiments presented in this work.
structure, the task is to transcribe them from the beginning
to the end. Previous works [28,/24] only focused on the
Spanish part of the GERMANA database, however here we — | GERMANA _RODRIGO

. .. Derivative-based 50.7 42.7

consider the complete transcription of both the GERMANA PCA windowed—baseJ 405 28.0
and ROD_RlGO databases. E_ach database was d'_Vlded IntoI'Zble 2 Comparative WER results for both feature extraction algo-
consecutive blocks of 3200 lines, except for the first blocKyithms derivative-based and PCA window-based. on the GERM
which only contains 1000 lines, and the last block, whichand RODRIGO databases.
also includes the last remnant of the lines. The experimen-
tal setting for each database is as follows. The first block is

devoted to train an initial system, and tune the preprocess- As reported in Tablg]2, results on GERMANA are sig-
ing and recognition parameters. These optimised parametetificantly poorer than those on RODRIGO. This is explained
remain the same for the rest of experiments. Next, startingy GERMANA multilinguality and great variety of docu-
from block two to the last block, each new block is recog-ment layouts. A posterior error analysis on GERMANA showed
nised and evaluated in terms of Word Error Rate (WER)that OOV words were recognised as the concatenation of
WER is calculated as the number of edit operations (i.e. inghorter words separated by blanks, since the blank symbol
sertions, deletions and substitutions) needed to convert t was always inserted between each pair of words. However,
recognised transcription into the reference divided by theetting the system decide whether a blank should be inserted
number of reference words. Next, the recognised block igr not, improved the baseline results by 4.9 points, resgilti
processed to select new candidate training segments (if neg 35.6 of WER. This improvement was incorporated into
essary), and lastly, added to the training set. Finallys§f®¢  the baseline system for GERMANA. However, this same

tem is fully re-trained each time a new block is added toidea provided worse results in RODRIGO, so it was not con-
the training set. It must be noted that complete re-trainingidered in its baseline system.

of models cannot be performed in real time since it takes
several days in a single core.
In the remainder of the section, first, in Section 4.1, we
establish our baseline system comparing two feature extrag » \Jser Interaction Model
tion algorithms. Then, in Sectidn 4.2, we present a user su-

pervision model to assess our interactive HTR system. Fiy, orqer to evaluate the actual performance of the interac-
nally, experimental results are reported in Sedfioh 4.3.

tive HTR system proposed, we should carry out an evalua-
tion campaign with real users. However, human evaluation
4.1 Baseline experiments is an expensive and time-consuming task. Alternatively, an
automatic evaluation allows us to rapidly assess and com-

In order to establish a strong baseline system that guarafare different interactive strategies at very low cost.hiie t
tees high recognition accuracy and hence, improved systeRUIPOSe, a user interaction model is defined to simulate the
usability, two feature extraction algorithms were complare interaction of a real user with our interactive HTR system.
on both databases. Our previous wotks |21, 23] applied a Here, we consider an interaction model in which the user
derivative-based algorithm as feature extraction method; is asked to supervigerecognised words of each image line
ever the PCA window-based algorithm has proved to obtaiim increasing confidence order. To this purpose, recognised
competitive results in other tasks [6]. As a novelty, outtfirs words are first delimited in the image text line as a byprod-
results using the latter feature extraction algorithm are r uct of the Viterbi-based search. Next, image lines are diyid
ported in this work. into segments which are monotonically aligned to words in

Table[2 shows comparative WER results for both feathe most probable hypothesis. When a word requires su-
ture extraction algorithms on GERMANA and RODRIGO pervision, its corresponding image segment is presented in
databases. As observed, the PCA window-based clearly salosed widgets to a fictitious user, as in Hig. 1. Then, the
persedes the derivative-based algorithm in terms of rdeognuser corrects it according to one of the supervision cases de
tion performance, since it captures a broader image contestribed in Section 3l2. Each of these cases implies a differe
to compute each feature vector, and PCA considers the corkind of supervision that can be represented by one or more
plete database to discard nuisance dimensions. AlsoyéatuLevenshtein edit operations [15]. For example, the second
vectors obtained by PCA present lower dimensionality thartase corresponds to a substitution , while the third case cor
those obtained with the derivative-based algorithm, tovi responds to a substitution plus one or more insertions, and
ing faster training and recognition times. For these ressonfinally, the fourth case represents a deletion.
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4.3 Interactive Experiments vised and high confidence parts of the resulting transcrip-
tions are added as new training material to built new models

In this section, we study the interactive transcription &%  to recognise the next block.

MANA and RODRIGO. In the experiments, a simulated user Fig.[ shows the result of the performed experiments for

interactively transcribes the whole documentconsidehiag 1 corpora. The X axis measures the user effort employed,
the gmount of ef‘fOI’t.IS limited. At fche e.nd of the process, thich is calculated as the percentage of reference wortls tha
quality of the resulting transcriptions is evaluated based have been supervised. Word supervision is considered under
WER. the cases detailed in Séc.13.2, even when it corresponds to
Two alternative interaction protocols have been evaluthe supervision of a correct word. In the Y axis, the quality

ated. In both protocols, words are supervised in order off the transcribed document is evaluated in terms of WER.
confidence from lowest to highest. The difference is that in

the first interaction protocol supervision is carried ooeli
per-line, whereas in the second protocol supervision is pe
formed at block level. Thus, for a given supervision effort

of X%, the difference is to supervis€ of the least con- h h thi ned f litt dd
fidence words at the line level &% of the least confident though this system was trained from little annotated data,

words at the block level. When supervising line by line, er_its evaluation provides a glimpse of the task difficulty. Bot

rors are assumed to be uniformly distributed over lines. OpEOrPUS have_ a relatively_ hig vocabulary containing a large
viously, this is an unrealistic assumption, but it is conitgat number of singletons. Since these words appear only once

with the order in which documents are usually transcribed.” the whole document, recognition error. |ncrea§es due to
. . . . . . these out-of-vocabulary (OOV) words. This effect is greate
All the interactive learning strategies described in Sec

. ) L9 in GERMANA, where there are six different lan n
tion[3.3: conventional (C), iterative (I), and delayed (Ryh G. , where there are six different anguages a d

. . . . multiple document layout structures, such as list, letnsl
been evaluated following the line-level interaction prmtb

Additionally, only the delayed strategy has also been eval"0tes:

ated following the block-level interaction protocol. Wellwi The objective of the interactive strategies is to produce
denote this strategy as delayed block-level (DB). From théhe best transcriptions with the lowest user effort. Thistbe
user point of view, the iterative strategy fits better in @lin case would correspond to a curve passing as close to the
by-line supervision, while a block-level supervision ssem XY axis as possible. On the other hand, the worst case cor-
more reasonable to be applied for the delayed strategy. ligsponds to a diagonal line connecting the top left point,
any case, all these interactive strategies have been cethpatvhich represents a void transcription, with the bottomtrigh
with the non-interactive supervision strategy called supe point, which represents the manual annotation of the whole
vised (S). In this latter strategy, the supervision effdrt o document. In this worst case, user effort would be devoted
X% is employed in the manual transcription of the fiXé6 ~ to manually transcribe a part of the document leaving the
words of the document and the rest of the document is autdest untranscribed. As observed in Hiy. 4, all the stragegie
matically transcribed using models trained from the manuafchieve to reduce user effort over manual transcriptioeesi
transcriptions. all curves are below the worst-case diagonal. Indeed, the
When evaluating interactive strategies, user effort is inj S&me transcription quality can be achieved with lesser user
tially devoted to fully supervise the first block (the firstarp ~ €ffort depending on which interactive strategy is employed
lines). This block is used to train and tune the initial syste Regarding comparison between the strategies proposed,
In the line-level experiments, user efforts of 14%, 22%, 31%all of them present a similar behaviour. Transcription accu
and 40% have been considered. These percentages corfgey is directly related to the available user effort. Hoarev
spond with the supervision of one, two, three or four wordshis improvement greatly decreases when 20% of the docu-
per line, respectively. Note that, in both corpora, the averment is supervised. This effect is caused because thd initia
age number of words per line is 11. Same values have beggystem is not be able to deal with image character variabil-
used in block-level experiments. In the case of the supeity and language complexity. Once sufficient training data
vised strategy, the user effort is measured stepwise as thg supervised, image models are well estimated since they
transcription of 2000-line blocks. It must be noted thatklo correspond to a unique author with a uniform script. How-
size in supervised experiments have been adjusted to simgver, the language complexity remains mostly due to OOV
late similar user efforts to those of the interactive experiwords. This latter effect can be directly observed in the su-
ments. pervised approach which improves uniformly as more data
For all interactive strategies, each block is automatjcall is supervised. Despite the fact that correct data imprdwes t
transcribed and partially supervised according to eaelt-str system as is added to the training set, the improvement from
egy. Once the supervision of one block is finished, supereorrect data is limited [11, 21]. However, this improvement

The second point of the curves, around 56% and 50% of
WER for GERMANA and RODRIGO, respectively, corre-
sponds to the first fully-annotated block (1000 lines) used t
tune all necessary parameters for interactive stratelfies
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Fig. 4 WER results from the interactive transcription experinsgrerformed. Word Error Rate (WER) of the final transcripsi®shown for each
approach using a limited user effort. A close-up is showrmeépper right corner depicting interactive approaches.

is also true in the case of interactive strategies in whidh da all the experiments. As said, the constrained Viterbi tech-
is added to the training set based on confidence measuresnique, described in S€c. 3.3, recomputes the system hypoth-

All interactive transcription strategies outperform the s esis constrained to user supervisions. This recomputation
pervised strategy. Indeed, for a similar user effort, thisre improves the initial transcription reducing the uncertgin
an important improvement in the transcription quality of 8,the search. For example, when only one word is supervised
and 15 points of WER on average for GERMANA and RO-Per line, the constrained search improves the results by 5
DRIGO, respectively. This is mainly caused because usef/ER points, decreasing down tcSAVER points when four
effort is used more efficiently. Interactive strategies &yp words are supervised. This fact is directly related to the-me
user effort to supervise likely incorrect words based on contioned effect of the confidence measures detecting incorrec
fidence measures. Consequently, user corrections directfyords beyond the third and fourth supervised words. On
reduce the error. On the contrary, the supervised approadhe contrary, in GERMANA, the constrained strategies only

supervise all words independently of their confidence whictputperform the conventional strategy in 5 an8l oints of
is a waste of user effort. WER when supervising one or two words per line, respec-

Performance behaviour of line level interactive approapvely' A posterior analysis of the results showed that the

ches s slightly different from the supervised approacteréh special treatment of blank symbol described i 4.1 harms

. . : L . the constrained recomputation.
is a greater improvement in the transcription quality when

the user supervises one or two words per line, with respect
to the case in which three of four supervisions per line are  \we can also observed that there is no significant dif-
performed. The reason behind this behaviour is an erroneogsrence between the iterative and delayed strategies n bot
detection of incorrect words based on confidence measuresorpora when supervisions are performed on the line level,
Confidence measures correctly identify the first word in needs corroborated by a bootstrap evaluatlon [7]. The itezativ
of supervision 80% of the times. However the second Wor%trategy was expected to be the best one since transcrip-
to be supervised is actually incorrect 60% of the times. Thejons are automatically modified based on user supervisions
explanation of this difference is that, as expected, narall - However, a detailed analysis showed that the confidence of
rors are uniformly distributed over lines. Also, small 0 ynsupervised words increases as more words are supervised
such as one character mismatch, are likely to go unnoticeghqy, consequently, the system recomputation does not re-
to the confidence measures. place them independently of their correctness. The delayed
Fig.[4 zooms the interactive results for each corpus. Irstrategy can be considered as the better performancegstrate
RODRIGO, both constrained search strategies, iteratjve (because recomputation cannot be performed in real time.
and delayed (D), clearly outperform the conventional (C) inLong waiting times are needed in the interactive approach
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to recompute hypotheses. Specifically, each recomputatidiecause the user effortis employed in completely annagtatin
took 30 seconds on average in an Intel i7 with 2.80 GHz. the first part of the document. On the other hand, the inter-
Regarding comparison between the two different interactive approach shows a reduction of user effort in terms of
action protocols, delayed block-level slightly improvet a typed characters when applying a high quantity of user ef-
previous approaches for all user efforts considered. Corfort. However, the improvement achieved by using a higher
cretely, results are improved by2b points of WER on av-  user effort decreases faster than in terms of supervisedswor
erage. This is mainly due to a better usage of user efforthis is mainly caused by the previously mentioned problem
which is used to supervise more erroneous words than th@bout the effectiveness of confidence measures. As said, the
previous experiments. However, the improvement is not sigfirst words to be supervised are likely to be incorrect and,
nificant in all cases and it would be expected to be highetthus, the user has to type a higher quantity of characters.
For instance, on the second point of GERMANA, which cor-On the contrary, when more words have been supervised,
responds to a 15% of user effort on average, all approach&spervision of correct words increases and a simple key in-
that include the constrained-Viterbi recomputation ashie ~ teraction is needed for supervision. As observed in [Hig. 5,
the same result independently of the interaction protagol a this effect greatly depended on the recognition perforreanc
plied. A deep analysis of the results indicates that a umifor In GERMANA, in which there are more errors than in RO-
distribution of the error seems adequate when the availableRIGO, the percentage of typed characters decreases more
quantity of user effort is small. The reason is because thglowly.
least confidence words in the lines almost correspond to the
least confident words in the block. On the contrary, when
supervision effort is high, uniform distribution of the err
per line is unrealistic and, consequently, the block-leyel

proach is more effective in the aim of supervising the wordgy, this work, we have described an interactive approach to
which are more likely to be incorrect. handwriting text transcription when user effort is limited

In the experiments discussed above user effort has beerhe main goal is to efficiently employ the available user su-
measured in terms of the percentage of supervised wordgervisions to generate the best transcriptions. Threerdifit
This metric has been used for two reasons. Firstly, in ordehteractive transcription strategies have been desciiined
to establish a fair comparison between all the strategies inheir performance compared with that of a fully supervised
dependently from the specific words which are supervisethaseline system in two real databases. All interactive ap-
Note that supervised words can be different depending oproaches have improved the baseline supervised approach.
the interactive strategy applied. Secondly, the difficttty In future work, we plan to improve interactive strategies
assess user effort. Actual supervision cost can only be ofn different manners. First, active learning techniquésent
tained in a real experiment with real users. This is a very coghan those used in this work will be considered to further im-
and time consuming task and alternative metrics are needgflove system accuracy from user supervisions. Second, we
to perform faster evaluation of the techniques. As alternagjill study how to improve language modelling by applying
tive, we have considered that the percentage of supervisggeas from our recent work on using external resoutces [30]
words is a straightforward metric which gives us an acceptand character-based language models [1]. Third, we plan to
able approximation to the actual cost of supervision. Howperform real user evaluations to develop more realistic au-
ever, this metric has the drawback of considering the samgmatic metrics. Finally, we will consider different, cotep
cost for the four supervision cases detailed in $ed. 3.2. Tentary approaches to reduce the time needed to recompute
circumvent this limitation, we have also used a new metrigypotheses and model retraining. In order to speedup hy-
that compute the percentage of characters typed by a userpthesis recomputation, the search space will be reduced to
the supervision process. As a difference, this metric ebnsi 3 |attice representation of the most probable hypotheses. O
ers that the equal and deletion operations have a lower edfte other hand, to reduce the computational cost of model

cost than the other edit operations. Thus, equal and deletiqetraining, online and incremental learning techniquek wi
operations only require to type one character whereas in thges tried.

other supervision cases the cost is the number of characters
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