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1 Confusion Matrices

1.1 Intra-Dataset Confusion Matrices

The Figures. (1, 2) illustrate the confusion matrices
of the EAMLTr−KLDReg

and MLTr−KLDReg
methods.

The figures show that the combined predictions from

the image and text modalities through a fusion method-
ology improve the classification accuracy of each class
of the dataset independently, compared to the single im-

age and text modalities. Furthermore, the EAMLTr−KLDReg

method outperforms the MLTr−KLDReg
methods given

the multi-modal fusion classification results.

1.2 Inter-Dataset Confusion Matrices

The Confusion matrices in the Figures. (3, 4, 5), display
the generalization ability of our best EAMLTr−KLDReg

approach for the image, text, and multi-modal modali-
ties respectively. Symmetrically, the Figures. (6, 7, 8)
refer to the image, text, and multi-modal modalities of
the proposed MLTr−KLDReg

method. Note that these
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methods are trained on RVLCDIP, and evaluated on
the Tobacco-3482 dataset.
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Fig. 1: Multi-Modal Fusion Modality of the MLTr−KLDReg
method.

Fig. 2: Multi-Modal Fusion Modality of the EAMLTr−KLDReg
method.
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Fig. 3: The Image Modality Confusion Matrix of the

EAMLTr−KLDReg
) method.

Fig. 4: The Text Modality Confusion Matrix of the
EAMLTr−KLDReg

method.

Fig. 5: The Multi-Modal Fusion Modality Confusion

Matrix of the EAMLTr−KLDReg
method.

Fig. 6: The Image Modality Confusion Matrix of the

MLTr−KLDReg
) method.
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Fig. 7: The Text Modality Confusion Matrix of the

MLTr−KLDReg
method.

Fig. 8: The Multi-Modal Fusion Modality Confusion
Matrix of the MLTr−KLDReg

method.
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Abstract In the recent past, complex deep neural net-
works have received huge interest in various document

understanding tasks such as document image classi-
fication and document retrieval. As many document
types have a distinct visual style, learning only visual

features with deep CNNs to classify document images
have encountered the problem of low inter-class discrim-
ination, and high intra-class structural variations be-
tween its categories. In parallel, text-level understand-

ing jointly learned with the corresponding visual prop-
erties within a given document image has considerably
improved the classification performance in terms of ac-

curacy. In this paper, we design a self-attention-based
fusion module that serves as a block in our ensem-
ble trainable network. It allows to simultaneously learn

the discriminant features of image and text modalities
throughout the training stage. Besides, we encourage
mutual learning by transferring the positive knowledge
between image and text modalities during the training

stage. This constraint is realized by adding a truncated-
Kullback–Leibler divergence loss (Tr-KLDReg) as a new
regularization term, to the conventional supervised set-

ting. To the best of our knowledge, this is the first
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time to leverage a mutual learning approach along with
a self-attention-based fusion module to perform docu-

ment image classification. The experimental results il-
lustrate the effectiveness of our approach in terms of
accuracy for the single-modal and multi-modal modal-

ities. Thus, the proposed ensemble self-attention-based
mutual learning model outperforms the state-of-the-
art classification results based on the benchmark RVL-

CDIP and Tobacco-3482 datasets.

Keywords Text Document Image Classification ·
Self-Attention-Based Fusion · Mutual Learning ·
Multi-Modal Fusion · Ensemble Learning

1 Introduction

Deep Learning has provided compelling results in var-
ious document understanding problems such as docu-

ment retrieval, information extraction, and document
image classification. Thanks to its impressive perfor-
mance over a large number of tasks, this area has been
explored extensively. Existing works covered several tech-

niques including document binarization [3, 45], layout
analysis [44,51], and structural similarity constraints [14]
for many document analysis tasks. However, to ensure

a good generalization, many deep neural networks with
large amount of parameters have been used for docu-
ment image classification in order to extract the most

relevant visual features [36].

Unlike the general images from the ImageNet dataset

[50], document images have a distinct visual style. There-
fore, numerous studies on document processing tasks
have used transfer learning. It has shown to be effective

on boosting the classification performance of document
images [1,16,25], whereas randomly initialized networks
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Fig. 1: Samples of different document classes in the RVL-CDIP dataset. From left to right: Advertisement, Budget,
Email, File folder, Form, Handwritten, Invoice, Letter, Memo, News article, Presentation, Questionnaire, Resume,
Scientific publication, Scientific report, Specification

are under-performing [29]. Additionally, from the per-
spective of a natural language processing classifier, doc-
ument images can be categorized into various classes

based on their textual content processed by an Optical
Character Recognition (OCR) system [48, 57]. Yang et
al. [65] presented a neural network to extract seman-

tic enriched information from textual content based on
a word embedding mechanism. Also, Appiani et al. [5]
described a system that exploits a structural analysis

approach to characterize and automatically index het-
erogeneous documents with variable layout, by deter-
mining the class of the document image based on reli-
able automatic information extraction methods.

Nevertheless, the challenge of document images re-

mains in their wide range of visual variability, where
documents from the same category might have differ-
ent spatial properties. Due to their particular visual

style, relying on deep convolutional networks to extract
visual properties to perform document image classifica-
tion might fail to distinguish between highly correlated
classes. The intra-class variability of document images

might be even larger than the inter-class variability,
where two or multiple document images of different
categories can be visually, and in terms of their textual

content, closer than two or multiple documents from the
same category. This level of intra-class variability can
be mitigated by introducing the latent semantic infor-
mation from the text corpus within the document im-

age. Once the visual features of the image modality and
the textual features of the text modality are extracted,
they are leveraged into a multi-modal network to com-

bine both feature vectors into one feature vector based
on a feature fusion methodology [7, 17, 43]. Typically,
multi-modal methods for document image classification

rely on image and text modalities. They contain two
or an ensemble of deep networks which are pre-trained

on large-scale datasets to extract discriminate features
from the input data. With such approaches, the learn-
ing process of the image modality and the text modal-

ity is still independent one from another. The output
features of both modalities are subsequently combined
together to perform an ensemble trainable document

image classification network [6,21,61,62]. Yet, these in-
dependent learning approaches might be enhanced if
the visual and the textual features share some mutual
information between them.

In this paper, we propose an ensemble trainable

network with a mutual learning strategy based on a
new regularization term, to model the interaction be-
tween visual and textual features learned across image
and text modalities throughout the training stage. The

conventional mutual learning strategy aims to encour-
age collaborative learning between modalities, allow-
ing image and text modalities to simultaneously learn

their discriminant features in a mutual learning man-
ner. The aim of introducing this approach is to enable
the current modality in process to mimic the other

modality by minimizing the difference in class prob-
abilities produced by the image modality and those
produced by the text modality. However, rather than
the conventional distillation-based teacher-student ap-

proach with one-way knowledge transfer from a pre-
trained teacher to a student [27], the conventional mu-
tual learning strategy starts with a pool of untrained

students in a student-to-student peer-teaching model,
to learn to solve the tasks collaboratively [72]. It turns
out that conventional mutual learning achieves better

results than independent learning in either a supervised
or a conventional distillation learning approach from
a larger pre-trained teacher. Nonetheless, conventional
mutual learning is a bi-directional knowledge transfer-

based method, in which the current student modality
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can learn from a better example from the other modal-
ity, meanwhile the good student learns from the worse
modality. That is to say, if the other student is worse
than the current student, the negative knowledge will

be introduced and might weaken the ongoing training.
This violates the motivation of the conventional mu-
tual learning. Thus, we introduce a mutual learning

approach based on a truncated-Kullback–Leibler diver-
gence regularization term (Tr-KLDReg). This approach
enables the current modality to learn only the posi-

tive knowledge from the other modality and prevent
the negative knowledge to be introduced in the on-
going learning of the current modality. The proposed
collaborative mutual learning approach with regular-

ization improves the quality of the final predictions of
the single-modal and multi-modal modalities, and helps
to overcome the drawback of the conventional mutual

learning trained with the standard Kullback–Leibler di-
vergence (KLD).

Furthermore, as one of the goals of this paper is
to combine image and text features through a better
multi-modal feature fusion methodology, we introduce
a self-attention-based feature fusion module that serves

as a middle block in our ensemble trainable network.
Therefore, we aim to simultaneously extract more pow-
erful and meaningful features from different middle blocks

of the image and text modalities through the self-attention-
based feature fusion module. This approach enables to
focus more on the salient parts of feature maps of each
modality, and aims to capture relevant semantic infor-

mation between the pairs of image regions and text
words. Such self-attention-based modules have recently
become an elemental component in many multi-modal

tasks such as visual question answering, image caption-
ing, image-text matching, etc [31,37,42,63]. Moreover,
we adopt an early average ensemble fusion scheme in

the final model to ensure a more stable and better-
performing solution for the task of document image
classification.

This work builds on our previous works on multi-
modal networks for document image classification [10,
11]. For the rest of the paper, we denote mutual learning

trained with the standard (KLD) as MLKLD, mutual
learning trained with regularization as MLTr−KLDReg ,
and ensemble self-attention-based mutual learning with

regularization as EAMLTr−KLDReg . Following are the
main contributions in this paper:

– We introduce a mutual learning with a regulariza-
tion term to overcome the drawback of the conven-
tional mutual learning. This approach allows the

current modality to learn the positive knowledge
from the other modality instead of the negative knowl-

edge which weakens the learning capacity of the cur-

rent modality in process.
– We present a self-attention-based feature fusion mod-

ule for a better multi-modal feature extraction to

perform fine-grained document image classification.
Our proposed self-attention-module enhances the over-
all accuracy of the ensemble network and achieves
state-of-the-art classification performance compared

to single-modal and multi-modal learning methods.
– We perform a comprehensive ablation study on the

benchmark RVL-CDIP and Tobacco-3482 datasets

to analyze the effectiveness of our proposed ensem-
ble trainable network with/without the mutual learn-
ing approach, and with/without the self-attention-

based feature fusion module.
– We evaluate the performance and the generalization

ability of the proposed ensemble network through
inter-dataset and intra-dataset evaluation on the bench-

mark RVL-CDIP and Tobacco-3482 datasets for the
single-modal and multi-modal fusion modalities.

The remainder of this paper is organized as fol-
lows. First, Section 2. reviews the related works and
Section 3. introduces our proposed architecture net-

work. Then, Section 4. provides the details of our pro-
posed method. We detail the experimental setup in Sec-
tion 5. We then perform the experiments and the abla-
tion study in Section 6. Finally, we give a conclusion of

this paper and provide the future work in Section 7.

2 Related Work

2.1 Image Embeddings

Over the past few years, a variety of research studies

have been proposed for document image classification.
Due to the different manners of organizing each doc-
ument, document images might be classified based on
their heterogeneous visual structural properties and/or

their textual content. Earlier attempts have utilized lay-
out structure to convert printed documents into a com-
plementary logical structure [18]. Region-based analy-

sis techniques have shown notable performance in visu-
ally identifying document components, assuming that
documents share a particular spatial configuration [12].

Amongst all, DCNNs-based approaches outperformed
hand-crafted feature methods for the task of document
image classification. Hao et al. [24] proposed a novel
method for table detection in PDF documents based

on CNNs. Harley et al. [25] proposed an alternative
strategy to learn visual features through region-based
approaches. Still, many pre-trained DCNNs-based ap-

proaches such as AlexNet, VGG-16, GoogLeNet, and
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ADVE Email Form

Letter Memo News

Report Resume Scientific

Fig. 2: Sample images and their corresponding OCR results of 9 classes of the Tobacco-3482 dataset that overlap
with the RVLCDIP dataset.

ResNet-50 [2,26,32,33,53,55,56] have been used along
transfer learning to achieve accurate document image

classification results on the RVL-CDIP1 and Tobacco-
3482 datasets.

2.2 Text Embeddings

Recently, classifying textual content extracted from doc-
ument images have been also investigated. In many nat-
ural language processing (NLP) tasks, the representa-
tion of words has drawn significant attentions. The de-

velopment of static word embeddings such as Word2Vec,
Glove [40,46], to contextualized dynamic word embed-
dings such as ELMO, Fasttext, XLNet, and Bert [19,41,

47, 66] have made a huge progress to address the poly-
semy problem and the semantic aspect of words. In the
meantime, several approaches handled the task of doc-

ument image classification by performing optical char-
acter recognition (OCR) techniques. Yang et al. [65]
combined generated text features with visual features
in a fully convolutional neural network. Also, [8,17] ex-

perimented with shallow Bag-of-Words (BoW) along
visual features in a two-modality classifier. Moreover,
similar to our approach, Lai et al. [35] presented a hy-

1 https://www.cs.cmu.edu/~aharley/rvl-cdip/

brid approach to extract contextual information using

a RNN-CNN.

2.3 Multi-Modal Embeddings

As stated before, documents are natively multi-modal.
Multi-modal learning for computer vision and natural

language processing has been widely used for image and
text level understanding problems such as text doc-
ument image based classification, visual question an-
swering [67, 74], image captioning [4] and image-text

matching [38]. Most multi-modal fusion and attention
learning methods require multi-modal reasoning over
multi-modal inputs that are represented into a com-

mon space, where data related to the same topic of
interest tend to appear together. For the multi-modal
fusion methods, earlier attempts used naive concate-

nation, element-wise multiplication, and/or ensemble
methods for multi-modal features [23,52,64,71]. Latest
works like [6, 7] introduced multi-modal deep networks
that jointly learn visual and textual features through

a fusion methodology. Noce et al. [43] proposed an ap-
proach that combines OCR and NLP algorithms to ex-
tract and manipulate relevant text concepts from docu-

ment images, which are visually embedded within each
document image to improve the classification results of
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Fig. 3: The proposed Ensemble Self-Attention-based Mutual Learning Network (EAMLTr−KLDReg )

a convolutional neural network. Fukui et al. [22] pro-
posed a multi-modal compact bi-linear pooling to effi-
ciently and expressively combine multi-modal features.
Xu et al. [61, 62] have recently proposed a novel archi-

tecture to merge textual and layout information for doc-
ument image classification. Finally, Souhail et al. [10,
11] proposed a multi-modal learning network that jointly

learns the features of image and text modalities through
different fusion schemes. The proposed methods have
shown a superior performance compared to the sin-

gle modalities, and thus, have achieved state-of-the-
art performance on the RVL-CDIP and Tobacco-3482
datasets using heavyweight and lightweight deep neural
networks along with different static and dynamic word

embeddings.

2.4 Self-Attention-based Fusion Embeddings

The attention learning was adopted to learn to attend
to the most relevant regions of the input space in or-
der to assign different weights to different regions. It

was first proposed by Bahdanau et al. [9] for neural
machine translation. The mechanism is firstly used for
machine translation where the most relevant words for
the output often occur at similar positions in the input

sequence. Later, Vaswani et al. [58] proposed a self-
attention module in machine translation models which
could achieve state-of-the-art results at the moment.

Then, the self-attention module was introduced to guide
the visual attention from images. For the image modal-
ity, the self-attention-based modules learn to focus on

particular image regions within a given document im-
age [49, 59, 73]. Beyond the visual attention modules

that are applied solely to the image modality, recent

studies have introduced co-attention models that learn
simultaneously from visual and textual attention to ben-
efit from fine-grained representations of both modali-

ties [31,42]. Wang et al. [60] proposed a novel position-
focused attention network to investigate the relation
between the visual and textual views. Chen et al. [13]
proposed a question-guided attention map that projects

the question embeddings to the visual space, and for-
mulates a configurable convolutional kernel to search
the image attention region. Furthermore, some exist-

ing works that handled the task of jointly learning the
interaction between image and text features used co-
attention and self-attention modules [39,68–70].

3 Architecture Overview

The proposed ensemble deep network (see Figure. 3) is
based on a multi-modal architecture, which consists of

the image, text, and image/text fusion modalities. The
image and text modalities are dedicated to extract vi-
sual features and textual embeddings respectively. The

fusion branch is used to combine the extracted im-
age and text features into multi-modal features. After
the training of the ensemble network, the classification

of document images is conducted by either the image
modality or the text modality. Moreover, the visual fea-
tures and the the text embeddings learned are fused to
conduct document image classification in a multi-modal

manner.
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3.1 Image Modality

The image modality extracts the visual features using
the Inception-ResNet-V2 [54] as a backbone network,
which is a convolutional neural network that achieved

state-of-the-art results on the ILSVRC image classifica-
tion benchmark. The model has 54.36 M parameters.

3.2 Text Modality

Further, we process all document images with an off-the
shelf optical character recognition (OCR) system, i.e.

Tesseract OCR2 to extract the text from document im-
ages. Since the document images from RVLCDIP and
Tobacco-3482 datasets are well-oriented and relatively

clean, it is quite straightforward to run the Tesseract
OCR engine on such documents. We utilized this OCR
engine to conduct a fully automatic page segmentation
without orientation or script detection. We analyzed

the output of OCR and find a lot of errors in the recog-
nition especially for the classes (Handwritten, Notes),
due to its incapability to recognize handwriting. Be-

sides, the tesseract OCR engine is not always good
at analyzing the natural reading order of documents.
For example, it may fail to recognize that a document
contains two columns, and may try to join text across

columns, which is the case of some samples from the
classes (ADVE, Scientific) as shown in the qualitative
results of the OCR engine in the Figure. 2. In addition,

it may produce poor quality OCR results, as a result of
poor quality scans, or the distinct forms of document
images as the sample shown in the Figure. 2 which cor-

responds to the class (News). They may contain hand-
written text, tables, figures, and multi-column layouts.
The embedded features extracted from the generated
text corpus are computed using Bert-base model [19].

It is a contextualized bi-directional word embedding
mechanism, that joints word representation conditioned
on both left and right context in all layers using self-

attention-based approaches.

3.3 Multi-Modal Module

After the training of the image modality/branch and
the text modality/branch by the proposed mutual learn-
ing approach with regularization (i.e. MLTr−KLDReg ),

we attempt to fuse these two modalities/branches to
simultaneously learn the image and text features ex-
tracted from the two image and text branches. More-
over, we adopt an early fusion methodology, (i.e. av-

2 https://github.com/tesseract-ocr/tesseract

erage ensembling) as in [11], which enables to enhance
the global performance of multi-modal networks.

3.4 Self-Attention-based Fusion Module

The proposed self-attention-based fusion module has
been inspired by the attention modules in the squeeze
and excitation network [28], which is based on re-weighting

the channel-wise responses in a certain layer of a CNN
by using soft self-attention in order to model the inter-
dependencies between the channels of the convolutional
features. As shown in Figure. 4 (a), the attention fu-

sion module is used as a middle fusion block in our
ensemble trainable network. The intermediate features
extracted from the middle blocks of the image branch

(e.g. the output of Residual block0) and the text branch
(e.g. the output of Transform block0) are passed to
the corresponding attention block as the inputs of the

attention block. The channel-wise information is then
extracted from the input image or text intermediate
features by performing down-sampling with the global
average pooling and global max pooling layers in the at-

tention blocks (see Figure. 4 (b)). The generated channel-
wise features are then inputted to the self-attention
block(s) to compute the attention maps. Specially, the

self-attention maps obtained from the different self at-
tention blocks are concatenated as the final self-attention
map in the visual attention block. Finally, the obtained
self-attention maps from the visual attention block and

text attention block are concatenated to generate the
fusion attention map of the different modalities. The
obtained fusion attention map is multiplied by the im-

age and text intermediate features respectively (i.e. the
input of the visual and text attention block) as the in-
put to the following Residual/Transform block in the

image/text branch (see Figure. 4 (a)).

4 Proposed Method

In this section, we detail the proposed multi-modal mu-

tual learning and self-attention-based feature fusion ap-
proaches.

4.1 Multi-Modal Mutual Learning

As seen in the Figure 3, the proposed multi-modal mu-
tual learning network consists of three different modal-
ities: image modality (image branch), text modality

(text branch) and the multi-modal modality (fusion of
the two image an text modalities).
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Consider a training dataset with a set of samples
and labels (xn, yn) ∈ (X ,Y), over a set of K classes Y ∈
{1, 2, ..,K}. To learn the parametric mapping function
fs(xn) : X 7→ Y, we train our ensemble network with

the parameter fs(xn, Θ), where Θ are the parameters
obtained by minimizing a training objective function
Ltrain denoted as:

Θ = arg min
θ
Ltrain(y, fs(x, θ)) (1)

The total training loss of the ensemble network Ltrain
is the sum of the weighted losses of the different modal-

ities, i.e. the image modality loss L1, the text modality
loss L2 and the multi-modal fusion (image/text) loss
L3. Specifically, L1 and L2 are obtained by the mutual

learning, which can be also called as the mutual learn-
ing loss. Thus, the total loss Ltrain, for a pair (xn, yn),
is defined as follows:

Ltrain(Xn;Θ) =
M∑

i=1

wiLi(X(i)
n ;Θi) = w1L1+w2L2+w3L3

(2)

where M = 3 is the number of modalities to be per-
formed. Xi and Θi are the corresponding features and

the parameters learned from each modality,Θ = {Θi}Mi=1

are the overall parameters of the networks to be opti-
mized by Ltrain. wi ∈ [0, 1] s.t.

∑
wi = 1 denote hyper-

parameters which balance the independent loss terms.
Thus Xi ∈ Rdi , where di is the dimension of the fea-
tures Xi, and Li, wi ∈ R1.

4.1.1 Mutual Learning Loss

The conventional mutual learning task loss consists of
two losses: a supervised learning loss (e.g. cross-entropy

loss) and a mimicry loss (e.g. Kullback-Leibler diver-
gence (KLD). The conventional mutual learning setting
aims to help the training of the current modality by

transferring the knowledge between one or an ensemble
of modalities in a mutual learning manner as in [72].
However, the knowledge learned from the other modal-
ity through the conventional (KLD) includes both the

negative part and the positive part that is transferred
to the current modality. Yet, instead of using the stan-
dard (KLD) in the original mutual learning, we propose

a so-called truncated-KLD loss (Tr-KLDReg) as a new
regularization term in the training loss of the current
modality, which enables to filter the negative knowl-
edge learned from the other modality, and only keep

the knowledge being positive to the current modality

(see Equation. 5). In this work, the cross-entropy loss

Ls of the current modality in process can be written as:

Ls(X;Θ) =

K∑

k=1

−yk log(Ps(ŷk|X, θk)) (3)

where the probability Ps is the softmax operation given
by:

Ps(X; θk) =
ef

θk (X)

∑K
k′ e

fθk′ (X)
(4)

whereK is the number of classes in the dataset, yk is the

one-shot label of the feature X of the input sample, Ps
is the class probability estimated by the softmax func-
tion. The truncated-Kullback-Leibler divergence regu-

larization (Tr-KLDReg) loss of the current modality in
process DKLReg is given by:

DKLReg (Ps2 ‖ Ps1) =
K∑

k=1

Ps2 max

{
0, log

(Ps2
Ps1

)}
(5)

where Ps1 is the class probability estimated by the cur-
rent modality, while Ps2 refers to the class probability
estimated by the other modality. In this way, the mu-

tual learning approach transfers the positive knowledge
learned from the current modality to the other modal-
ity, by adapting the conventional mutual learning with

the constraints of the mimicry loss DKLReg . (i.e. Tr-
KLDReg). In the following part, Ps1 refers to the class
probabilities of the image modality, while Ps2 refers to
the class probabilities of the text modality.

(i) Image Modality Setting: For the image modal-

ity, the overall loss function L1 is given by:

L1(X1;Θ1) = Ls1(X1;Θ1) + βDKLReg (Ps2 ‖ Ps1) (6)

where β = 0.5 is a hyper-parameter denoting the regu-
larization weight.

The motivation of the conventional mutual learning
aims to augment the training capacity of the network,

by introducing the mimicry loss to align the classifi-
cation probability of the current modality to the other
modality with better training. However, it is not always
true that the other/text modality performs better than

the current/image modality. In that case, the ongoing
training of the current/image modality will be weak-
ened by the sum of the mimicry loss with the supervised

loss (i.e. the cross-entropy loss for the classification of
the document image). For instance, the mutual learning
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Fig. 4: The proposed attention-based Fusion Module

with regularization DKLReg loss will encourage the cur-
rent/image modality to learn only the positive knowl-
edge from the other/text modality, and thus, prevent

the negative knowledge to be introduced in the ongo-
ing training of the current/image modality.
(ii) Text modality Setting: For the text modality,

the overall loss function L2 can be written as:

L2(X2;Θ2) = Ls2(X2;Θ2) + βDKLReg (Ps1 ‖ Ps2) (7)

Similarly to the image modality setting, the mutual

learning with regularization DKLReg loss will prevent
to transfer the negative knowledge that might be intro-
duced from the other/image modality, and thus, will
encourage to transfer only the positive knowledge to

the current/text modality throughout the training pro-
cess.

4.1.2 Multi-Modal Learning Loss

Instead of classifying document images using the in-
dependent image or text modalities mentioned before,
we can also conduct document image classification in a

multi-modal manner by combining the image features
and text embeddings extracted from the two modalities
trained with the mutual learning approach with regu-

larization (i.e. MLTr−KLDReg ). We directly superpose
the visual features of the trained image modality and
text embeddings of the trained text modality to gener-
ate the ensemble cross-modal features as shown in the

Equation 9. Note that the dimension of the features ex-
tracted from the image modality and the text modality
are equal in this work and are denoted as d. A soft-

max layer at the end of the network is used to learn
the classification of document images based on the en-
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semble cross-modal features X3. The parameter Θ3 of
the softmax layer is optimized by the cross-entropy loss
function L3(X3;Θ3) which is given by:

L3(X3;Θ3) = −
K∑

k=1

yklogP (ŷk|X3, Θ3) (8)

With X3 is given by:

X3 = [X1 +X2], X3 ∈ Rd (9)

4.2 Self-Attention-based Fusion Module

The aim of the self-attention-based fusion module (see
Figure. 4) is to enhance the representation of the con-
catenated image and text feature maps to capture their
salient features while eliminating to some extent the ir-

relevant or noisy ones. The adopted self-attention-based
fusion module has been inspired by the attention mod-
ule in [28, 58], which is based on the channel-wise re-

calibration of feature maps to model the dependency of
channels. The intermediate feature maps of each single
modality can be interpreted as a set of local descriptors
that include global information in the decision process

of the network. This is achieved by using global max
pooling and global average pooling layers to generate
channel-wise information. The advantage of these pool-

ing operations is to enforce correspondences between
feature maps and categories.

Consider a set of input features X = [x1, ..., xm] ∈
Rm.dx and output features F = [f1, ..., fm] ∈ Rm.df ,
where m is the number of samples, dx and df are the
dimensions of input and output features respectively.
For the image modality, the input features X are passed

to global average pooling and global max pooling layers.
The spatial information for each layer is computed as:

F ′IAvg = GlobalAvgPool2D(XIAvg ) (10)

F ′IMax = GlobalMaxPool2D(XIMax) (11)

where F ′IAvg , and F
′
IMax

correspond to the intermediate
feature maps of the intermediate input features XIAvg ,
andXIMax of the image modality. For the text modality,
the input features are fed to a global max pooling layer:

F ′TMax = GlobalMaxPool1D(XTMax) (12)

where F
′
TMax

corresponds to the intermediate feature
maps of the input features XTMax of the text modal-

ity. For our proposed self-attention-based fusion mod-
ule, the intermediate feature maps of the image and

text modalities extracted by the pooling operations are
fed to three independent fully-connected layers which
correspond to the vectors query, keys, and values re-
spectively as follows:

Q = FCq(F
′
); K = FCk(F ′); VI = FCv(F

′
) (13)

where Q,K,V ∈ Rm.d are three vectors of the same

shape used to calculate the attention function, which
consists of computing the compatibility of the query
with the key vectors to retrieve the corresponding value.

Given a query q ∈ Q and all keys K, we calculate the dot
products of q with all keys K, divide each by a scaling
factor

√
df and apply the softmax function to get the

attention weights on the values. The output features of

each self-attention module of image and text modalities
F are given as follows:

A = Softmax(
Q.KT√

df
) (14)

F = A.V (15)

where A is the attention map containing the attention
weights for all query-key pairs, and the output features
of the self-attention blocks F are the weighted sum-
mation of the values V determined by the attention

function A.
Learning an accurate attention map A is crucial for

self-attention learning. The scaled dot-product atten-

tion in the Equations (14, 15) models the relationship
between feature pairs. Once the spatial information are
extracted and fed into the self-attention blocks to com-

pute the attention maps, they are then concatenated
and multiplied by the input features of the image and
text modalities for adaptive feature fusion, which is
computed as follows:

M(F) = σ(F).F (16)

Where M is the feature map that is passed to the fol-

lowing intermediate image and text blocks of the image
and text modalities. The term σ(.) denotes the sigmoid
function. This feature map generated by the proposed
self-attention-based fusion module focuses on the im-

portant features of the channels and concentrates on
where the salient features are located.

5 Experimental Setup

5.1 Datasets

To evaluate the performance of our proposed ensem-
ble trainable network presented in the Section 3, two
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Table 1: The overall classification accuracy(Acc.), recall(R.), precision(Pr.) metrics of the proposed approaches on
the RVL-CDIP dataset.

Modality

Method Image Modality Text Modality Multi-modal Fusion

Acc.(%) R. Pr. Acc.(%) R. Pr. Acc.(%) R. Pr.

Independent Learning (IL) 85.04 0.85 0.85 84.96 0.85 0.85 94.44 0.94 0.94
Mutual Learning (MLKLD) 88.87 0.89 0.88 80.89 0.81 0.80 90.06 0.90 0.90
Mutual Learning (MLTr−KLDReg

) 90.81 0.91 0.91 88.80 0.89 0.89 96.28 0.96 0.96
Ensemble Self-Attention Mutual Learning (EAMLTr−KLDReg

) 97.67 0.98 0.98 97.63 0.98 0.98 97.70 0.98 0.98

benchmark datasets have been used. First, we intro-
duce a subset of the IIT-CDIP Test Collection known
as RVL-CDIP. This dataset consists of gray-scale la-

beled scanned document images into 16 classes (adver-
tisement, budget, email, file folder, form, handwritten,
invoice, letter, memo, news article, presentation, ques-

tionnaire, resume, scientific publication, scientific re-
port, specification). The dataset is split into training set
which contains 320, 000 images, and a validation and a
test sets which contain 40, 000 images each. Some repre-

sentative images from the dataset are shown in the Fig-
ure 1. Secondly, we use the public Tobacco-3482 dataset
to evaluate the performance and the generalization abil-

ity of the ensemble trained network on the common
classes between the two datasets. The Tobacco-3482
dataset contains 3, 482 gray-scale document images of
10 categories: ADVE, Email, Form, Letter, Memo, News,

Notes, Report, Resume and Scientific.

5.2 Preprocessing

As the image modality require as an input, images of a
fixed size, we first downscale all images to 229 x 229

pixels. Intuitively, when training DCNNs, data aug-
mentation has shown to be effective for real-world im-
age classification [33]. The training data is augmented

by shifting it horizontally and vertically with a range
of 0.1. Also, shear transform is applied with a range
of 0.1. To improve regularization of our image modal-

ity, cutout [20] is applied, which augments the training
data by partially occluded versions of the existing sam-
ple images. On the other hand, document images from
the RVL-CDIP dataset are well-oriented and relatively

clean. Hence, we run the Tesseract OCR engine. We
used the version 4.0.0-beta.1 of Tesseract based on a
LSTM engine to aim for better accuracy. The resulting

extracted text was not post-processed. Although docu-
ment information might be lost in OCR, such as type-
face, graphics, layout, stop words, mis-spellings, sym-

bols and characters. it could benefit from some level of
spell checking to improve the semantic learning. How-

ever, we chose to provide the true output of Tesseract
OCR as it is.

5.3 Training details

The network used in our proposed approaches were con-

ducted on a 4 NVIDIA RTX-2080 GPU, using stochas-
tic gradient descent optimizer (SGD), with Nesterov
momentum, mini-batch size of 16, and a learning rate
of 1e-3 decayed with a value of 0.5 every 10 epochs. the

learning rate decay is defined as :

lr = initial lr ∗ drop( iter
iter drop ) (17)

The mutual learning strategy with regularization (i.e.

MLTr−KLDReg ) is performed in each mini-batch through-
out the training process. At each iteration, the pre-
dictions of each modality are computed and the pa-

rameters are updated according to the predictions of
the other modality as in the Equations. (6, 7, 8). The
optimization process of parameters Θ1, Θ2, and Θ3 is
performed iteratively until convergence. We considered

early stopping within 10 epochs to stop the training
process once the model’s performance stops improving
on the hold out validation dataset.

6 Experiments and Ablation Study

6.1 Evaluation Protocol

To evaluate the performance and the generalization abil-

ity of our proposed ensemble network, we proceed with
intra-dataset and inter-dataset evaluation on the bench-
mark RVL-CDIP and Tobacco-3482 datasets. For the
intra-dataset evaluation, we train and test the model

on the same dataset to evaluate the performance of the
proposed approaches. Whereas, for the inter-dataset eval-
uation, we train and test the ensemble network on dif-

ferent datasets to evaluate the generalization ability of
the trained model. We first train our ensemble network
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Table 2: The overall classification accuracy of our best
EAMLTr−KLDReg method against baseline methods on

the RVL-CDIP dataset.

Method Model Accuracy(%)

Image
Nicolas et al. [7]

89.1
Text 74.6
Multi-modal 90.6

Image
Dauphinee et al. [17]

90.24
Text 82.23
Multi-Modal 93.07

Image
Cross-Modal [11]

91.45
Text 84.96
Multi-modal 97.05

Image
EAMLTr−KLDReg

(Ours)
97.67

Text 97.63
Multi-Modal 97.70

Baselines

Harley et al. [25] 89.80
Csurka et al. [15] 90.70

Tensmeyer et al. [56] 90.94
Azfal et al. [2] 90.97
Das et al. [16] 91.11
Das et al. [16] 92.21

Ferrando et al. [21] 92.31
Xu et al. [61] 94.42
Xu et al. [62] 95.64

on the RVL-CDIP dataset, then we employ the intra-

dataset evaluation on RVL-CDIP and the inter-dataset
evaluation on Tobacco-3482. Secondly, we train our en-
semble network on the Tobacco-3482 dataset, then we

employ the intra-dataset evaluation on Tobacco-3482
and the inter-dataset evaluation on RVL-CDIP. Note
that there is no overlap between training set and test

set either in intra-dataset or inter-dataset evaluation.

We report the accuracy, recall, and precision metrics

achieved on the test set for the following methods: the
Independent Learning based on the single-modal image
and text modalities, the Mutual Learning trained with

the standard Kullback-Leibler divergence (KLD). The
Mutual Learning trained with the truncated-Kullback-
Leibler divergence regularization (Tr-KLDReg) loss, and
the Ensemble Self-Attention Mutual Learning trained

with (Tr-KLDReg), that are denoted respectively as IL,
MLKLD, MLTr−KLDReg , and EAMLTr−KLDReg (see Ta-
ble. 1). We also compute the average precision (AP)

from prediction scores which summarizes a precision-
recall curve as the weighted mean of precision achieved
at each threshold, with the increase in recall from the
previous threshold used as the weight:

AP =
∑

n

(Rn − Rn−1)Pn (18)

where Pn and Rn are the precision and recall at the nth

threshold. The high area under the (AP) curve repre-
sents both high recall and high precision, where high
precision relates to a low false positive rate, and high

recall relates to a low false negative rate. High scores
for both precision and recall show that the model is
returning accurate results (high precision), as well as

returning a majority of all positive results (high recall).
In addition, we compare our work against other state-
of-the-art methods on the RVL-CDIP and Tobacco-
3482 datasets. Note that the baseline methods in the

Tables (2, 4) are not necessarily based on image and
text modalities. For example, [61] leverages image fea-
tures to incorporate words’ visual information into Lay-

outLM for document-level pre-training. Also, [62] lever-
ages pre-training text, layout and image in a multi-
modal framework by using text-image alignment and
text-image matching tasks in the pre-training stage,

where the cross-modality interaction is better learned.

6.2 Intra-dataset Evaluation

6.2.1 Results on the RVL-CDIP Dataset

On the large-scale RVL-CDIP dataset, all of the adopted
approaches in this work achieve comparable performance

with the state-of-the-art models. We report the overall
accuracy results in the Table 2. compared to our latest
work [11] and other baseline methods. The proposed
EAMLTr−KLDReg model achieves the best performance

in terms of accuracy for the single-modal image and text
modalities, and for the multi-modal fusion modality at
an accuracy of 97.67%, 97.63%, and 97.70% respec-

tively. The adopted self-attention-based fusion mod-
ule has shown its effectiveness in capturing simultane-
ously the inter-modal interactions between image fea-
tures and text embeddings, along with the mutual learn-

ing approach with regularization (i.e. MLTr−KLDReg ).
Therefore, it improves the global classification perfor-
mance of the single-modal and multi-modal modalities

and outperforms the state-of-the-art methods.

6.2.2 Evaluation of the Single-Modal Tasks on the
RVL-CDIP dataset

(i.) IL vs MLKLD: The reported results in the Ta-
ble 1 illustrate the impact of training the independent
image and text modalities in a mutual learning man-

ner, on the learning process of both modalities. We ob-
serve that the MLKLD method improves the classifica-
tion performance of the image modality from 85.04%
to 88.87%, while it deteriorated the performance of

the text modality from 84.96% to 80.89%. We explain
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Table 3: The overall classification accuracy(Acc.), recall(R.), precision(Pr.) metrics of the proposed approaches on
the Tobacco-3482 dataset.

Modality

Method Image Modality Text Modality Multi-modal Fusion

Acc.(%) R. Pr. Acc.(%) R. Pr. Acc.(%) R. Pr.

Independent Learning (IL) 96.17 0.96 0.96 96.02 0.96 0.95 96.95 0.97 0.97
Mutual Learning (MLKLD) 93.69 0.92 0.92 88.82 0.87 0.86 94.84 0.95 0.93
Mutual Learning (MLTr−KLDReg

) 97.70 0.97 0.96 96.27 0.95 0.96 98.28 0.97 0.98
Ensemble Self-Attention Mutual Learning (EAMLTr−KLDReg

) 97.99 0.97 0.98 96.27 0.95 0.96 98.57 0.98 0.98

this performance deterioration of the text modality by
learning the negative knowledge from the image modal-
ity. In fact, the knowledge transferred via the stan-
dard (KLD) loss harms the ongoing training of the

current/text modality in process. Here, given image
features from an image sample with its corresponding
text embeddings, the negative learning comes from the

low class probabilities predicted by the image modality,
while at the same time, the text modality has made the
right predictions from the same sample. In this way, the

mutual training is harmed for the text modality and its
loss variation L2(X2;Θ2) becomes slower. Thus, using
the Mutual Learning MLKLD method actually makes
the text modality worse than the Independent Learning

(IL) method.

Nonetheless, for the image modality, the classifica-
tion accuracy has improved. This means that transfer-
ring the knowledge from the text modality to the image

modality by learning mutually from the text predictions
is effective.
(ii.) IL vs MLTr−KLDReg : The classification results in

the Table. 1 show that, training the image and text
modalities in a mutual learning manner –trained with
the regularization term (i.e. Tr-KLDReg)– provide an
improvement compared to the IL and the MLKLD meth-

ods. It improves the classification accuracy of the image
modality from 85.04% for the IL method to 90.81% for
the MLTr−KLDReg method. Also, it enhances the pre-

dictions of the text modality from 84.96% to 88.80%
respectively.

Accordingly, the network keeps learning only from
its cross-entropy loss Ls(X;Θ) when the knowledge to
be transferred from the other modality will harm the

ongoing training of the current modality.
(iii.) MLTr−KLDReg vs EAMLTr−KLDReg : The pro-
posed self-attention-based fusion module for image and

text feature fusion focuses on the salient feature maps
generated from the image and the text modalities and
suppresses the unnecessary ones to efficiently leverage

these two modalities. The introduction of this atten-
tion module to fuse the two modalities along with the

mutual learning approach has shown its efficiency com-

pared to the MLTr−KLDReg method as shown in the
Table. 1. We demonstrate that the EAMLTr−KLDReg
method outperforms MLTr−KLDReg method with a sig-

nificant margin at an accuracy of 97.67%, 97.63% for
the image and text modalities respectively. The atten-
tion module enhances the classification performance of
all classes for the single-modal modalities. therefore,

leveraging both modalities to one another in a middle
fusion manner along with the mutual learning strat-
egy encourage collaborative learning during the train-

ing stage.

6.2.3 Evaluation of the Multi-Modal Tasks on the
RVL-CDIP dataset

In the multi-modal learning task, the learned image and

text features are combined to conduct document image
classification. At first, from the Table. 1, we see that
the multi-modal fusion predictions outperform the inde-
pendent predictions of the single-modal modalities for

each method. Moreover, jointly learning both modali-
ties in an ensemble network benefit from training image
modality and text modalities both independently (IL)

and in a mutual learning manner (MLTr−KLDReg ). The
ensemble predictions learned across the EAMLTr−KLDReg
method with an accuracy of 97.70%, outperform the

predictions learned from training the ensemble network
across either the MLTr−KLDReg , the MLKLD, or the
IL approaches at an accuracy of 96.28%, 90.06%, and
94.44% respectively. That is to say, the ability of the

self-attention-based fusion module along with the mu-
tual learning strategy –trained with the regularization
term (i.e. Tr-KLDReg)– to improve ensemble models

is beneficial for the task of document image classifica-
tion, which outperforms the state-of-the-art results for
the multi-modal task as seen in the Table 2. Accord-

ingly, The proposed EAMLTr−KLDReg method man-
ages to correct the classification errors produced by
image and text modalities during the learning process.
Hence, it provides state-of-the-art classification results

for the task of document image classification.
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Table 4: The overall classification accuracy of the pro-
posed approaches against baseline methods on the

Tobacco-3482 dataset.

Method Model Accuracy(%)

Image
Nicolas et al. [7]

84.5
Text 73.8
Multi-modal 87.8

Image
Asim et al. [6]

93.2
Text 87.1
Multi-modal 95.8

Image
Ferrando et al. [21]

94.04
Text -
Multi-modal 94.90

Image
Cross-Modal [10]

96.25
Text 97.18
Multi-modal 99.71

Image
EAMLTr−KLDReg

(Ours)
97.99

Text 96.27
Multi-modal 98.57

Baselines

Kumar et al. [34] 43.8
Kang et al. [30] 65.37
Afzal et al. [1] 76.6

Harley et al. [25] 79.9
Noce et al. [43] 79.8

In this manner, we showed the effectiveness of lever-
aging visual and textual features learned in a mutual

learning with regularization strategy through a self-
attention-based feature fusion module. Our approach
learns simultaneously relevant and accurate informa-

tion from the image modality, and the text modality
during the training stage. It enhances the ensemble
model predictions by encouraging attention collabora-
tive learning from one modality to another. Also, it

boosts the overall classification performance. We re-
port in the (Online Resource 1, Figures.(1,2)), the con-
fusion matrices of the multi-modal modalities of the

EAMLTr−KLDReg and the MLTr−KLDReg methods re-
spectively.

6.2.4 Results on the Tobacco-3482 Dataset

As reported in the Table. 3, which corresponds to the

achieved performance on the Tobacco-3482 dataset, the
EAMLTr−KLDReg method improves the classification
performance significantly. The proposed EAMLTr−KLDReg
method improves the overall performance of the single-

modal and multi-modal modalities at an accuracy of
97.99%, 96.27%, and 98.57% for the image modality,
for the text modality, and for the multi-modal fusion

modality respectively compared to other methods. Thus,
it achieves compelling performance results compared to

the baseline methods on the Tobacco-3482 dataset (see
Table. 4).

Besides, the results illustrate that training the im-
age and text modalities in a mutual learning manner

with the MLKLD method weakens the learning capac-
ity of the text modality. Therefore, we show the effec-
tiveness of the MLTr−KLDReg approach that transfers

only the positive knowledge from the current modality
in process to the other modality.

6.3 Inter-dataset Evaluation

6.3.1 Evaluation on the Tobacco-3482 Dataset

To evaluate the generalization ability of our ensemble
network trained on the RVL-CDIP dataset, we use the
benchmark Tobacco-3482 dataset and report the overall
accuracy, recall, precision, and F1-score as useful met-

rics to evaluate the performance of the single-modal
and multi-modal modalities. Since the Tobacco-3482 is
an imbalanced dataset, we focus more on the precision-

recall metrics which are useful to measure the success of
predictions when the classes are imbalanced, which are
reported in the Tables 5 and 6. Note that the precision
metric is a measure of result relevancy, while the recall

metric is a measure of how many truly relevant results
are returned. The F1-score measures the weighted aver-
age of the precision and recall, while the relative contri-

bution of precision and recall to the F1-score are equal.
However, we evaluate on 9 classes of the RVL-CDIP
dataset which overlap with the classes of the Tobacco-

3482 dataset, that are: Advertisement, Email, Form,
Letter, Memo, News article, Resume, Scientific publi-
cation, and Scientific report. We exclude the category
named Note from the Tobacco-3482 dataset which does

not overlap with any of the categories of the RVL-CDIP
dataset.

As it can be seen from the Tables. (5, 6) and the

(Online Resource 1, Figures.(3, 4, 5)), the proposed
EAMLTr−KLDReg method displays a better generaliza-
tion behavior than the MLTr−KLDReg method (Online

Resource 1, Figures.(6, 7, 8)) over 8 categories that
overlap with the RVL-CDIP dataset. The EAMLTr−KLDReg
method performs better with an overall accuracy of
87.29% for the image modality, 87.23% for the text

modality, and 87.63% for the multi-modal fusion modal-
ity, compared to 84.82%, 83.72%, and 86.68% for the
MLTr−KLDReg method respectively. Regarding the Sci-

entific publication category, the recall of the model con-
sidering the EAMLTr−KLDReg and MLTr−KLDReg meth-
ods is very low. Amongst all the samples, the ability
of the model to find the positive samples of the Sci-

entific publication category is only at 37.93%, 36.02%,
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Table 5: The Inter-Dataset Evaluation results of the Mutual Learning MLTr−KLDReg method on the Tobacco-3482
dataset.

Mutual Learning (MLTr−KLDReg
)

Class Labels Image Modality Text Modality Multi-modal Fusion #Nb. Samples

Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

Advertisement 0.9659 0.9659 0.9103 0.9596 0.8261 0.8879 0.9772 0.9304 0.9532 230
Email 0.9688 0.9850 0.9768 0.9577 0.9833 0.9703 0.9673 0.9866 0.9769 599
Form 0.9484 0.8956 0.9212 0.9360 0.8817 0.9080 0.9408 0.9582 0.9494 431
Letter 0.8959 0.9718 0.9323 0.9035 0.9577 0.9298 0.9329 0.9806 0.9561 567
Memo 0.9562 0.9855 0.9706 0.9466 0.9726 0.9594 0.9717 0.9968 0.9841 620
News article 0.8650 0.9202 0.8918 0.8406 0.9255 0.8810 0.9146 0.9681 0.9406 188
Resume 0.9836 1 0.9917 0.9836 1 0.9917 0.9756 1 0.9877 120
Scientific publication 0.9462 0.3372 0.4972 0.8889 0.3372 0.4889 0.9368 0.3410 0.50 261
Scientific report 0.2907 0.2491 0.2683 0.2707 0.2340 0.2510 0.2773 0.2302 0.2515 265

Overall Accuracy (%) 84.82 83.72 86.68

Table 6: The Inter-Dataset Evaluation results of the Ensemble Self-Attention Mutual Learning (EAMLTr−KLDReg )
approach on the Tobacco-3482 dataset.

Ensemble Self-Attention Mutual Learning (EAMLTr−KLDReg
)

Class Labels Image Modality Text Modality Multi-modal Fusion #Nb. Samples

Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

Advertisement 0.9910 0.9565 0.9735 0.9911 0.9696 0.9802 0.9865 0.9565 0.9713 230
Email 0.9916 0.99 0.9908 0.9933 0.99 0.9916 0.99 0.99 0.99 599
Form 0.9628 0.9606 0.9617 0.9630 0.9652 0.9641 0.9627 0.9582 0.9605 431
Letter 0.8983 0.9965 0.9448 0.9040 0.9965 0.9480 0.9056 0.9982 0.9497 567
Memo 0.9857 1 0.9928 0.9841 1 0.9920 0.9857 1 0.9928 620
News article 0.9490 0.9894 0.9688 0.9588 0.9894 0.9738 0.9487 0.9840 0.9661 188
Resume 0.9917 1 0.9959 0.9917 1 0.9959 0.9836 1 0.9917 120
Scientific publication 0.9519 0.3793 0.5425 0.9592 0.3602 0.5237 0.9364 0.3946 0.5553 261
Scientific report 0.2374 0.1774 0.2030 0.2261 0.1698 0.1940 0.2709 0.2075 0.2350 265

Overall Accuracy (%) 87.29 87.23 87.63

and 39.46% for the image modality, the text modality

and the multi-modal fusion modality respectively for
the EAMLTr−KLDReg method, while it is at 33.72%,
33.72%, and 34.10% for each modality respectively for

the MLTr−KLDReg method. The low recall for the two
methods is due to the overlap between two categories
that are Scientific publication and Scientific report.

After all, we see that for the two proposed EAMLTr−KLDReg
and MLTr−KLDReg methods, the model returns very

few results compared to the intra-dataset evaluation,
but most of its predicted labels are correct when com-
pared to the training labels for the single-modal modal-

ities, as well as for the multi-modal fusion modality.
Amongst all classes, the generalization ability of the
model given the two methods is very poor regarding the
class Scientific report, where the precision and recall are

very low, whereas, for the intra-dataset evaluation, the
performance of the ensemble network concerning the
category Scientific report is at 94.62%, and 94.30% for

the multi-modal fusion modality of the EAMLTr−KLDReg
and MLTr−KLDReg methods respectively.

We illustrate in the Figures. (5, 6) the precision-

recall curves of the best and worst classes for the multi-
modal modalities of the EAMLTr−KLDReg and MLTr−KLDReg
methods respectively. It shows the trade-off between

precision and recall for different thresholds. We com-
pute the average precision (AP) from prediction scores
which summarizes a precision-recall curve. We see that
the model is returning accurate results (high precision),

as well as a majority of positive results (high recall), as
it is the case for the categories Resume, Email, and
Memo, where most of the predicted samples are la-

beled correctly for either the EAMLTr−KLDReg or the
MLTr−KLDReg methods. However, we observe a good
precision but low recall for the Scientific publication

category, and a bad precision and recall for the Scien-
tific report category.

Therefore, Table. 8 illustrates the average-precision
scores (AP) of the common categories for the two pro-
posed methods MLTr−KLDReg , and EAMLTr−KLDReg .

Hence, we relate a good generalization ability of our
proposed EAMLTr−KLDReg and MLTr−KLDReg meth-
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Table 7: The Inter-Dataset Evaluation results of the Ensemble Self-Attention Mutual Learning (EAMLTr−KLDReg )
approach on the RVL-CDIP dataset.

Ensemble Self-Attention Mutual Learning (EAMLTr−KLDReg
)

Class Labels Image Modality Text Modality Multi-modal Fusion

Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

Advertisement 0.8292 0.9337 0.8783 0.8702 0.7281 0.7929 0.9381 0.9769 0.9571
Email 0.9654 0.9799 0.9726 0.9820 0.9366 0.9588 0.9944 0.9964 0.9954
Form 0.7953 0.9126 0.8499 0.9289 0.8746 0.9009 0.9588 0.9846 0.9715
Letter 0.9763 0.8109 0.8859 0.9417 0.8816 0.9106 0.9970 0.9574 0.9768
Memo 0.9660 0.8874 0.9250 0.9630 0.8926 0.9265 0.9972 0.9729 0.9849
News article 0.9577 0.7579 0.8462 0.9574 0.8076 0.8762 0.9966 0.9197 0.9566
Resume 0.9811 0.8802 0.9279 0.9985 0.9718 0.9850 0.9998 0.9891 0.9944
Scientific publication 0.5298 0.8827 0.6622 0.5218 0.9268 0.6677 0.5203 0.9856 0.6810
Scientific report 0.1858 0.0565 0.0867 0.3246 0.0974 0.1498 0.2889 0.0197 0.0368

Overall Accuracy (%) 78.89 79.06 86.68

Fig. 5: The Precision-Recall Curves of the Inter-
Dataset Evaluation of the best classes of the Multi-
Modal modalities for the two EAMLTr−KLDReg and
MLTr−KLDReg methods.

ods trained on RVL-CDIP, and evaluated on Tobacco-
3482, regarding 7 common classes between the RVL-
CDIP and Tobacco-3482 datasets, except for the Sci-

entific publication and the Scientific report categories
where it generalizes the worst.

6.3.2 Evaluation on the RVL-CDIP Dataset

Symmetrically, we propose to evaluate the generaliza-
tion ability of our proposed model trained on the Tobacco-

3482 dataset and validated on the large-scale RVL-CDIP
dataset. The overall accuracy, recall, precision, and F1-
score metrics of our best EAMLTr−KLDReg approach

are proposed in the Table. 7. We proceed with the same
evaluation protocol as in Section. 6.3.1, where there is

Fig. 6: The Precision-Recall Curves of the Inter-

Dataset Evaluation of the worst classes of the Multi-
Modal modalities for the two EAMLTr−KLDReg and
MLTr−KLDReg methods.

9 classes of the Tobacco-3482 dataset that overlap with
the classes of the RVL-CDIP dataset.

From the Table. 7, the EAMLTr−KLDReg method
displays a better generalization ability compared to the
other methods. It performs the best with an overall ac-

curacy of 78.89% for the image modality, 79.06% for
the text modality, and 86.68% for the multi-modal fu-
sion modality. Amongst all classes, and similarly to the
inter-dataset evaluation on the Tobacco-3482 dataset,

the network generalizes the worst for the same cate-
gories which are Scientific publication and Scientific re-
port, while it generalizes the best for the categories Re-

sume, Letter, Memo, and Email. Moreover, the ensem-
ble network manages to predict only 10.50% of sam-
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Table 8: The average precision (AP) scores of the
inter-dataset evaluation of the MLTr−KLDReg and the

EAMLTr−KLDReg for the Multi-Modal Fusion modality
on the Tobacco-3482 dataset

Method

Class Labels MLTr−KLDReg
EAMLTr−KLDReg

Advertisement 0.94 1.00
Email 0.99 1.00
Form 0.97 0.99
Letter 0.98 0.99
Memo 0.99 1.00
News article 0.96 1.00
Resume 1.00 1.00
Scientific publication 0.50 0.69
Scientific report 0.28 0.29

Micro-Average Precision 0.86 0.91

ples that belong to the Scientific report category as
true positives, while 85.26% are predicted as they be-

long to the Scientific publication category. At this stage,
the precision and recall of the model are very low re-
garding the Scientific report category for each modal-
ity. As mentioned in section 6.3.1, the bad precision

and recall are due to the overlap between the two cat-
egories, which results to a bad generalization ability
of the EAMLTr−KLDReg method considering only the

two categories, contrary to the intra-dataset evaluation,
where the ensemble network achieves accurate results
with high precision and recall for all the categories.

Therefore, we relate a good generalization ability
of our proposed EAMLTr−KLDReg trained on Tobacco-
3482, and evaluated on RVL-CDIP, regarding 7 com-
mon classes between the RVL-CDIP and Tobacco-3482

datasets, except for the Scientific publication and the
Scientific report categories where it generalizes the worst.
These results are encouraging as we can see that our

proposed system is able to learn on a small dataset
(around 6000 documents) compared to the RVL-CDIP
training set.

7 Conclusion and Future Work

In this paper, we have proposed an ensemble network

that jointly learns the visual structural properties and
the corresponding text embeddings from document im-
ages through a self-attention-based mutual learning strat-

egy (EAMLTr−KLDReg ). We have shown that the de-
signed self-attention-based fusion module along with
the mutual learning approach with the regularization

term enables the current modality to learn the posi-
tive knowledge from the other modality instead of the

negative knowledge, which weakens the learning capac-

ity for the current modality during the training stage.
This constraint has been realized by adding a mimicry
truncated-Kullback–Leibler divergence regularization loss

(i.e. Tr-KLDReg) to the conventional supervised set-
ting. With this approach, we have further combined
the mutual predictions computed by the trained image
and text modalities in an ensemble network through

multi-modal learning to boost the overall classification
accuracy of document images. The proposed mutual
learning strategy with regularization has shown to be

efficient in improving the overall performance of the
ensemble model. For the future research, we will im-
prove the performance and the generalization ability of

our self-attention-based mutual learning strategy to en-
hance the learning process between different modalities
both independently, and in an ensemble network.
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modal deep networks for document image classification.
In: 2020 IEEE International Conference on Image Pro-
cessing (ICIP), pp. 2556–2560 (2020). DOI 10.1109/
ICIP40778.2020.9191268

11. Bakkali, S., Ming, Z., Coustaty, M., Rusiñol, M.: Visual
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