Math. Program., Ser. A (2009) 118:1-12
DOI 10.1007/s10107-007-0180-y

SHORT COMMUNICATION

Global convergence of an SQP method without
boundedness assumptions on any of the iterative
sequences

Mikhail V. Solodov

Received: 24 April 2006 / Accepted: 14 June 2007 / Published online: 27 July 2007
© Springer-Verlag 2007

Abstract Usual global convergence results for sequential quadratic programming
(SQP) algorithms with linesearch rely on some a priori assumptions about the genera-
ted sequences, such as boundedness of the primal sequence and/or of the dual sequence
and/or of the sequence of values of a penalty function used in the linesearch proce-
dure. Different convergence statements use different combinations of assumptions, but
they all assume boundedness of at least one of the sequences mentioned above. In the
given context boundedness assumptions are particularly undesirable, because even for
non-pathological and well-behaved problems the associated penalty functions (whose
descent is used to produce primal iterates) may not be bounded below for any value of
the penalty parameter. Consequently, boundedness assumptions on the iterates are not
easily justifiable. By introducing a very simple and computationally cheap safeguard
in the linesearch procedure, we prove boundedness of the primal sequence in the case
when the feasible set is nonempty, convex, and bounded. If, in addition, the Slater
condition holds, we obtain a complete global convergence result without any a priori
assumptions on the iterative sequences. The safeguard consists of not accepting a fur-
ther increase of constraints violation at iterates which are infeasible beyond a chosen
threshold, which can always be ensured by the proposed modified SQP linesearch
criterion.
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1 Introduction
Consider the nonlinear programming problem

minimize f(x) )
subjecttox e D ={x e X" | gi(x) <0, i =1,...,m},
where f : 9" — N and g : R — N are differentiable. One of the classical, yet
practically efficient, approaches to solving (1) is the sequential quadratic programming
(SQP) method (see, e.g., [1, Chap. 4] and [4, Part III]). The development and analysis
of the method go back to [12] and to [5,6,8—11], as well as numerous subsequent
references.

Given some current primal iterate x* € %", SQP computes the primal direction of
change d* € :%" as the solution of

minimize (f(x*), d) + L (Hid, d) 5
subjectto d € Dy = {d € W' | g (x*) + (g} (x*),d) <0, i =1,...,m}, 2)
where Hj is an n x n symmetric positive definite matrix (For the purposes of this
discussion, we assume that Dy # (). We note that this is always the case when g is
convex and D # @. Also, having in mind global convergence properties, we shall not
discuss any specifics concerning the choice of H. Those specifics are much more
relevant for local convergence rates). In one of the most common classes of SQP
methods, the next iterate x**! is computed by a linesearch procedure in the obtained
direction d*, in order to decrease the value (with respect to x*) of some nonsmooth
penalty function

Vg R =R g (0) = f(x) + Brp(x), P >0, (€)

where fy is the current penalty parameter and the measure p of constraints violation
can be given, for example, by
m
PR > Ry, px) = Zmax {0, gi (x)}. 4)
i=1

To ensure that d* is a direction of descent for g, at x*. the standard way is to choose

Br = Ikl +8, 8 >0, Q)

where uX e M7 is a Lagrange multiplier associated to the solution d* of (2).

Ideally (and to be really satisfactory from the mathematical standpoint), a global
convergence result should show that the iterates approach stationary points of the
problem under reasonable assumptions on the problem data (perhaps boundedness

@ Springer



Global convergence of an SQP method 3

of some level sets or of the feasible set, perhaps some convexity, etc.). Despite rich
literature and widely acknowledged practical usefulness, this is not the case for SQP.
To prove global convergence of the method outlined above, some of the following a
priori assumptions on the iterative sequences, in this or that combination, are made in
the literature:

(A1) Br =B > 0forall k > ko (or equivalently, {y,k} is bounded);
(A2) limgo oo Yp(xF) > —o0;
(A3) {x*} is bounded.

Assuming (A3), the assumption (A2) becomes automatic, of course (for 8 fixed).
Furthermore, (A3) goes a long way to help justify (A1) in some situations, as will be
discussed below. However, assuming (A2) or (A3) cannot be regarded really satisfac-
tory in the context of SQP for the following reason. It is perfectly possible that for
non-pathological and well-behaved problems,

inf Yg(x) = —o0,

xehn

no matter what B > 0 is. Therefore, as {xk } is constructed by descent steps for g, ,
assuming (A2) or (A3) cannot be considered justifiable in this context. Consider, for
example, the problem

minimize x> subject to x? <. (6)

Evidently, ¥5(x) = x4+ B max{0, x> — 1} is unbounded below for any 8 > 0. Hence,
given that each SQP iteration is a descent step for 1, , one cannot take the possibility
of limy_ o Vg, (x¥) = —oo0 lightly. This is quite disturbing, since the problem above
satisfies just about any reasonable assumption one may want: we would like to compute
a stationary point of a polynomial function on a feasible set which is compact, convex
and satisfies the Slater condition. Hardly anything more could be asked. However,
to the best of our knowledge, there is no result in the literature which could claim
convergence of SQP for the presented example by looking at the problem data only, at
least when it comes to the basic SQP scheme outlined above. We shall give a theoretical
justification of why SQP works for problems like (6).

Before proceeding, we survey some of the typical global convergence statements
for basic (i.e., without complex modifications) SQP methods.

In [4, Theorem 15.2], the following situations are listed as possible for global
behaviour of SQP (we simplify the statement by assuming that the problem data is
defined on the whole space and that (1) has stationary points):

(i) {Bk} is unbounded, in which case so is {u*};
(i) Bx = B > O for all k > ko, and one of the following holds
(2) limg— 0 Yp(x*) = —o0,
(b) limg—oo L7 (x*, 1F) = 0 and limy_, o max{u¥, —g; (x)} = 0 for all i =
1,...,m.

Clearly, out of all the possibilities, only the last one is satisfactory: it means that the
residual of the Karush-Kuhn-Tucker (KKT) optimality conditions for problem (1)
goes to zero, i.e., the iterates approach the set of stationary points of (1). Therefore,
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to claim convergence, (Al) and (A2) need to be assumed or established, in order to
eliminate the situations (i) and (ii a).

There are many other SQP global convergence statements in the literature, but it
seems that all of them (again, at least for simple schemes) use some of (A1)-(A3),
perhaps proving the rest, in order to eliminate the unsatisfactory outcomes (i) and (ii a).
We shall cite only a few more. In [1, Proposition 4.14(a)], (A1) is assumed and the
statement deals with accumulation points of {x*} without proving their existence
(therefore, (A3) is needed for the result not to become vacuous). As already mentioned,
(A1) is actually not difficult to guarantee under reasonable assumptions, if (A3) is
assumed. An example of this is [1, Proposition 4.14(b)], where g is convex and satisfies
the Slater condition

Jx € W suchthatg;(x) <0, i=1,...,m. @)

Under convexity of g, (7) and (A3), convergence follows. When, in addition to
convexity of g and the Slater condition (7), the feasible set D is compact and f
is bounded below on %", (A3) had been established in [6, Theorem 3.3] (assuming
also (Al) and using approximate minimization of v in the direction d* instead of
an implementable linesearch). Of course, boundedness below of f on %" is just ano-
ther way of assuming (A2). It should be noted here that while boundedness below of
f on the feasible set D is a natural assumption necessary for existence of solutions
of the problem, boundedness of f on R” is a completely artificial requirement for a
constrained problem. Summarizing, (A2) is still needed as an assumption even in the
presence of (Al).

Let us go back to example (6). The possible trouble, of course, could come from
points xF < —1. Observe, however, thatif x* < —1 thend* > (1—(x¥)?)/(2x¥) > 0.
In particular, from the point x* < —1 the direction d* points to the feasible set D of
(1). It can be further seen that for xH = ¥k 4 g d* with any o € (0, 1], it holds
that p(x**1) < p(x¥). We note that the latter property is independent of the value of
the stepsize o which produced x**!, and in particular, independent of the value of i
chosen for the penalty function g, . The above observation indicates that the primal
iterates are getting closer to the bounded feasible set D, which makes the iterates
bounded. And this is just due to the structure of SQP constraints and regardless of
any other details of the method. From this, convergence of SQP when applied to the
example (6) comes as no surprise.

What has been observed for the example (6) is not accidental, of course. As is easily
seen, the directional derivative of p in the SQP direction d* € Dy is strictly negative
at any infeasible point x* ¢ D. Indeed, for arbitrary x € %" and d € %", we have that

placdy= > (g@.d)+ > max{0, (g/x).d)},

iely (x) iely(x)

where I (x) ={i=1,....,m | gi(x) >0}, Ip(x) ={i =1,...,m | gi(x) = 0}.
Since for any xk € MW" and d* € Dy it holds that (glf(xk),dk> < —gi(xbh =0,
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Global convergence of an SQP method 5

Vi e Io(x*), we have that

Zieu(xk)(&{(xk),dk), if x* ¢ D,

rovk. gky
p(xtdh) = [0’ ifxkeD (1+(Xk) =0). ®

Furthermore, for x* ¢ D and d* e Dy, we obtain that (g,f(xk), dk) < —gi (xk) <0,
Vi e I+(xk), so that

potidy < — D ath) =—pth <o. ®

iEI+(Xk)

This indicates that when we make a reasonably small step in the direction d¥ from an
infeasible point, then the measure of infeasibility p is “likely” to decrease [because of
(9)]. Of course, the latter is not quite automatic if we ignore in the course of linesearch
the values of p and look at ¥g, only. But we can guarantee the needed property by
combining the linesearch for g, with the linesearch for p. Actually, the only essential
modification we shall make to the standard SQP method consists in ensuring that

pFy < p(x*) when p(x*) > p,

where the infeasibility threshold p > 0 is a user-chosen parameter. Descent is not even
required. The idea is that this safeguard of not accepting an increase of constraints
violation at points which are already infeasible beyond a chosen (could be large)
threshold, should be enough to make {x*} bounded under reasonable assumptions
about the problem.

We should mention that the idea of limiting infeasibility of SQP iterates is certainly
not new. Related conditions with similar goals can be found, e.g., in [7], and possibly
other publications as well, but in the context of significantly modified SQP schemes.
Our goal here is to produce a complete global convergence result for the classical SQP
method, perhaps very slightly modified.

Recall that assuming regularity of constraints (e.g., the Slater condition (7) in the
case when g is convex), stationary points of (1) are characterized by the KKT conditions
in variables (x, u) € N" x R, which are

Fl) + 2000 gl (x) =0, (10)
mi >0, gi(x) <0, uigix) =0, i=1,...,m.

2 SQP algorithm and its global convergence

We shall now proceed to formally describe the algorithm details. The unique solution
d* of (2) and an associated Lagrange multiplier ;% are characterized by the KKT
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optimality conditions

165 + Hd* + )" plgi () =0, (11)
i=1
k>0, gk + (g (%), d*) <0, (12)
1 (gi (x5 + (gl x5y, d*y =0, i =1,...,m. (13)
Define 1
A = (f' (&%), d = Bp(F) + 5(de", dy, (14)

which is an upper bound for the derivative of /g, at x* in the direction d¥; specifically:

Y 55 dY = (£, dY + B D (gl (), db)

iel, (xk)

1 ko gk
< Ay 2(de ,d"), (15)

where the first equality follows from (8) and the inequality follows from (12) and (14).

Algorithm 1 below is the same as a standard SQP method, except for the update
rule of the penalty parameter and the linesearch procedure. We shall discuss those
differences after stating the method.

Algorithm 1 (SQP with an infeasibility safeguard)
Choose some x € R, p>08§>06-1=0,0€(0,1)and0 € (0, 1). Setk := 0.

1. Choose an n x n positive definite matrix Hy and compute (dk, Mk) e N x " as
the solution of (2) and an associated Lagrange multiplier.
Stop if d¥ = 0. Otherwise,

2. Set PR
_ | maXies (xk) Ky if x*¢D, 16
"=, if xeD (I (x") = 9). (16)
If Bx—1 < yi then set By := yi + 8, otherwise set By ‘= Pr—1.
3. Compute Ay by (14). Find ji, the smallest nonnegative integer j, such that
Y (5 +07dY) < g (&) + 007 Ap, if p(xf) < p, (17)
k Jj gk k J

p(F 4+ 07d%) < p(x¥)

4. Set xkt1 = x* + apd*, where ay = 0. Set k :=k + 1 and got to Step 1.

We note that the rule presented in Step 2 of Algorithm 1 for the choice of the penalty
parameter S is somewhat different from the common requirement based on (5) and
| 4% || oo- We cannot be completely sure whether our rule is new, but we were not able
to find it in the literature. The advantage of the rule based on ensuring that 8; > yx,
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Global convergence of an SQP method 7

instead of B > ||u¥|lso, is that it may increase Sr_; by a smaller value, when it
increases it at all. Since yx < ||it* || 00, quite possibly strictly, if the increase is needed
it may be smaller. For example, at feasible points y; = 0 and B;_; is not increased
(except on the first iteration, if it is feasible), while the standard rule may produce an
increase. Since keeping the penalty parameter as small as possible is a well-known
requirement for good numerical performance of SQP, the rule used in our algorithm
appears to be preferable to the standard one.

The main difference that shall allow us to prove stronger-than-usual convergence
results is the modification (18) of the standard linesearch procedure. Including the
second inequality in (18) is a necessary safeguard for our analysis. But as a practical
matter, choosing p > 0 very large one may expect/hope that p(x*) > p will not occur
and the method would therefore work just as the usual SQP. Even if p(x*) > p does
occur, one can still expect that when the first inequality in (18) would be satisfied, very
likely so would be the second. This is because d¥ is a direction of “strong” descent for
patxk & D (the directional derivative is smaller than the value — p(x*), see (9), which
is in turn smaller than — p, which can be chosen as a very negative number), while (18)
does not even require strict descent for p. Thus the interval of acceptable stepsizes
for the second inequality in (18) should typically be quite large. One can therefore
expect that (18) would often result in the same stepsize value as standard SQP. This is
why, even though our convergence results are established for the (slightly) modified
SQP method, we believe they are relevant for the usual SQP as well. For example, our
results certainly explain convergence of SQP for problems like (6), where the second
inequality in (18) always holds automatically, as discussed above.

We next show that Algorithm 1 is well-defined.

Proposition 1 Let f : N — RNand g : N — N be continuously differentiable in a
neighbourhood of x* € W'. Assume that the subproblem (2) is feasible (In particular,
this holds if g is convex and D # ().

If d* = 0 then Algorithm I terminates at a KKT point of (1).

Ifd* + 0 then the linesearch procedure in Step 3 of Algorithm 1 terminates finitely
with some integer ji. In particular, the k-th iteration of Algorithm 1 is well defined.

Proof Since Hj is positive definite, whenever the subproblem (2) is feasible it has the
unique solution d* . 1f d* = 0 then (1 1)—(13) show that the point (xk, ,uk) satisfies the
KKT conditions (10) for problem (1).

Suppose that d* # 0. Using (14), we have that

- 1
Ap = —(Hpd", d*) =" i (gi(x*), d*) — Bup(x*) + 5 (Hid", d*)
i=1 2
1
= Hed" a5y = > (B — i),

el (xk)

IA

where the first equality follows from (11), and the inequality follows from (13) and
the fact that /Li.‘gi (xk) <Oforalli & I (xF).
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8 M. V. Solodov

Furthermore, by Step 2 of Algorithm 1, either I} (x¥) = @ or B > u¥ for all
i € I (x*). Hence,

Ar < —%<dek,dk>. (19)

By (15), we further have that
1
U (s d) < A — S(Hd" db) < A <0, (20)

where the last inequality holds whenever d* # 0, due to (19).

By standard argument (20) implies that there exists a; > 0 such that (17) would
hold once j is such that 0/ < ay. If x* ¢ D, by (9) there exists by > 0 such that
the second inequality in (18) would hold once j is large enough to satisfy 6/ < by.
Consequently, in this case (18) holds for 6/ < min {ay, by }. O

We assume from now on that d* # 0 for all k, so that an infinite sequence of iterates
is generated. We next prove that the primal sequence is bounded.

Proposition 2 Let f : N — Nand g : X" — N be continuously differentiable
on N".

In the case of p = 0, suppose that the subproblems (2) are feasible for all k and
that the level sets of the function p are bounded (In particular, those assumptions hold
when g is convex and D is nonempty and bounded).

In the case of p > 0, suppose that g is convex and D is nonempty and bounded.

Suppose that in Algorithm 1 the matrices Hy are chosen uniformly bounded and
uniformly positive definite, i.e.,

c1lld|? < (Hyd, d) < c2||d||*> Vd € R" Q1)

for all k, where co > c¢1 > 0.
Then any sequence {xk} generated by Algorithm 1 is bounded.

Proof Denote the level sets of p by L(c) = {x € X" | p(x) < ¢}, ¢ € N. Obviously,
D = L(0). Note that when g is convex, the subproblems (2) are feasible automatically.
Also, in this case p is convex. If we assume that the level set D = L(0) of p isnonempty
and bounded, it follows that all the level sets of p are bounded (e.g., [3, Proposition
2.3.1]).

If there exists some iteration index k; such that p(x¥) < p forall k > k, then {x¥}
is bounded by the boundedness of L(p).

If there exists some iteration index k; such that p(xk) > p forall k > ky, then (18)
implies that p(x¥) < p(x*1) for all k > k;. Hence, it holds that x* € L(p(x¥1)) for
all k > kj. Since the level sets of p are bounded, we conclude that {xk} is bounded.

Suppose now that there is an infinite number of iterates such that p(x¥) < p and
such that p(x*) > p. Then we can define an infinite subsequence {k ), consisting of
all iteration indices such that

pky < p, pGRith > p. (22)
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Global convergence of an SQP method 9

Since the subsequence {xi} C L(p) is bounded, so is { f'(x*/)}. Take M > 0 such
that || f/ (xk1)|| < M for all j. We next show that {d%/} is bounded, separately for the
casesof p =0and p > 0.

Consider first the case of p = 0. The fact that x/ € L(0) = D means that
g(x¥/) < 0. Hence, d = 0 is feasible in subproblem (2). Using the optimality of
d*i in this subproblem, we obtain that (f’(x/), d*/) + L(Hyd", d") < 0. Hence,
%‘Hdk-/ I < [If'(x*)| < M, where the Cauchy-Schwarz inequality and (21) have
been used. We conclude that {d%i} is bounded.

Consider now p > 0, in which case g is assumed to be convex. Let x € D be
any fixed feasible point. By the convexity of g;, foralli = 1, ..., m, we have that
0> gi(x) > gi (xkiy + (glf(xkf'),)? — xKi), so that (F — x%i) € Dy;. Hence, by the
optimality of d¥/ in subproblem (2), we obtain that

1
MIE = XM+ Seall F=x1% = (f/(R), —xb) 4 2 (Hig (= xM), $—x)
1
= (f/@h). ) + 3 (Hy " dM)

> [ld%ili(erllati /2 — M, (23)

where the Cauchy—Schwarz inequality has been used twice, in the first and last inequa-
lities, together with (21). Taking into account the boundedness of {xki}, this shows
that {d*/} must be bounded.

We next consider the cases of p = 0 and p > 0 again together. Since x*it! =
x*i + ay;d%i, where o, € (0,1] and {x"/} C L(p) and {d*/} are bounded, the
subsequence {x¥/*1} is also bounded. Then by the continuity of p, {p(x¥it1)} is
bounded. Take C > 0 such that p(x*it1) < C forall ;.

In addition to {k; }, define also an infinite subsequence {k; }, consisting of all iteration
indices such that

ky = ki+1 -
p(x™) >p, p&"T) < p. (24)

By the definitions of {k;} and of {k;}, it holds that

C = pahith = p(hith) = o> p*) > p. kj+1 <k <k, 55

B> pGb), k1 =k <k )
where we have used the facts that p is nonincreasing on iterations with x* ¢ L(p)
[recall (18)] until the iterates enter L(p), after which they stay in L (p) until the k ;4 1-st
iterate leaves this set (xK+1 € L(p) and xKi+1t1 & L(p)). This iterate x*i+1+! again
satisfies p(xki+1t1) < C and, by induction, the chain of inequalities (25) holds for
any j. This means that {xK} c L(C), so that {x*} is bounded. O

We next show that the penalty parameter is fixed from some iteration on. The key
to the proof is boundedness of the primal sequence established in Proposition 2.

Proposition 3 Let f : X" — RNand g : X" — RN be continuously differentiable on
N". Let g be convex, D bounded and the Slater condition (7) be satisfied.
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10 M. V. Solodov

Then any sequence {Mk} generated by Algorithm 1 is bounded, and it holds that
B = Br, = B forall k > ko.

Proof By Proposition 2, under the stated assumptions {x¥} is bounded. Let M > 0
be such that || f/(x¥)|| < M for all k. Similarly to the proof of Proposition 2, we can
now deduce that the whole sequence {d¥} is bounded, by writing relations analogous
to (23), for (x — x¥) € Dy and d*.

We next show that the sequence {*} is bounded. Suppose the opposite, i.e., that
there exists {k;} such that | uki|| - oo as j — oo. Taking into account the boun-
dedness of {x¥} and of {||%i || ~' %7}, and taking a further subsequence, if necessary,
we can assume that {x*/} — % and {||u%i||~'u*i} — i # 0. Dividing (11) by
||/,ij || > 0, we have that

m
I 1 Ry Higd iy + 7 b 7 b g (x4 = 0.

i=1

Now taking into account the boundedness of { H;} and of {dk } when passing onto the
limit as j — oo, we obtain that

0= fugi(®). feR\(0} (26)
i=1

Define J = {i = 1,...,m | i; > 0}. Evidently, it must hold that ufj > O for all
i € J and all j sufficiently large. By (13) we then have that

gi(x") + (g](x").dY) =0 Viel. 27)

By the Slater condition (7), we have that 0 > g;(£) > g;(x%/) + (g/(x}7), £ — x%)
Vi € J. Subtracting (27) from the latter relation, we conclude that 0 > g;(x) >
(glf (xkf'), £ —xki — dkf') Vi € J. Taking possibly a further subsequence of {k;} so
that {d*/} — d, and passing onto the limit as j — 0o, we obtain 0 > g;(X) >
(gi(F), X — % — d) Vi € J.But then, using that ji; > 0 for all i € J, that ji; = 0 for
alli € {1,...,m}\J, and (26), we obtain

0> > figi®) = > i <g,{(f)v)2 - _‘2> = i<ﬂig;(i),£ -7 _&> =0
i=1

ieJ ieJ

which is a contradiction.

We have therefore established that {*} is bounded. This obviously implies that {y}
given by (16) is also bounded. Consequently, {8} is bounded. It then easily follows
from the construction of Step 2 of Algorithm 1 that § is modified only a finite number
of times, i.e., B = Pr, = P forall k > ko. O
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Global convergence of an SQP method 11

We next give the final convergence result, not assuming boundedness of any
algorithmic sequences. Here, we have to choose p strictly positive in Algorithm 1,
which was not important in previous results.

Theorem 1 Let [ : N — Nand g : N — N be continuously differentiable on
N, with derivatives which are Lipschitz-continuous on bounded sets. Let g be convex,
D bounded and the Slater condition (7) be satisfied.

Then any sequence {x*} generated by Algorithm 1, where p > 0, is bounded and
each of its accumulation points is a KKT point of problem (1).

Proof Having established the preceding results, the remaining argument is close to
standard, but we need to take into account the modified stepsize rule.

We first show that the sequence of stepsizes {«} is bounded away from zero. From
now on, let k > ko (so that By = B, by Proposition 3). Since the sequences {x¥} and
{d*} are bounded (by Proposition 2 and by the proof of Proposition 3, respectively), all
the functions involved are Lipschitz-continuous (with modulus L > 0) on the relevant
bounded set. Let also M > 0 be such that ||d¥|| < M for all k.

Foralla € [0,1]andi =1, ..., m, we have that

max {0, g; (x* + ad®)} — max {0, g; (x*) + a (g} (x"), d*)}

< max {0, g (x* + ad®) — g (x*) — a(g}(x"), a*)}
< lgi(F + ad®) — gi(xF) — a(gl(x"), ab)|
L
< Eoﬂnd"nz, (28)

where the first inequality follows from the fact that max {0, a — b} > max {0, a} —
max {0, b} Ya, b € 9i; and the last inequality is by the Lipschitz-continuity of g/ (e.g.,
[2, Proposition A.24]). We further have that

max {0, g (x*) + (g (xX), d*))

max {0, (g; (x*) + (] (x*), d)) + (1 — )i (x")}

armax {0, g (x*) + (g/(x"), @)} + (1 — &) max {0, g; (x*)}

(1 — ) max {0, g (x")}, (29)

IA

where the inequality is by the convexity of max{0, -}, and the last equality is by (12).
Combining (28) and (29), and summing them up fori = 1, ..., m, we conclude that

Lm
pF 4+ ad®) < (1 —a)pF) + Taznd"n?.

It follows that for iterations k such that p(x¥) > p, the second relation in (18) is gua-
ranteed to be satisfied for @ = 6/ such that Lma||d¥||>/2 < p(x¥), and in particular,
for a such that @ < 2p/(LM?*m) (note that p > 0 is important here). It is also well
known that there exists & > 0 such that the inequality (17) is satisfied for @ = 6/ such
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12 M. V. Solodov

that @ < &. From here, by standard argument, we obtain that Step 3 of Algorithm 1
generates oy > ¢« > 0 for all k.
Therefore, using also (19) and (21), for k > kg, we obtain that

Yp(*) — Y (MY > o Ar = oacr ||d %2

This implies that 0 = limg_, o @*, and the assertion follows by passing onto the limit
in (11)—(13) along appropriately chosen convergent subsequences. O
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