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Abstract

The standard algorithms for solving large-scale convex-concave saddle point problems, or, more
generally, variational inequalities with monotone operators, are proximal type algorithms which at
every iteration need to compute a prox-mapping, that is, to minimize over problem’s domain X the
sum of a linear form and the specific convex distance-generating function underlying the algorithms in
question. (Relative) computational simplicity of prox-mappings, which is the standard requirement
when implementing proximal algorithms, clearly implies the possibility to equip X with a relatively
computationally cheap Linear Minimization Oracle (LMO) able to minimize over X linear forms.
There are, however, important situations where a cheap LMO indeed is available, but where no
proximal setup with easy-to-compute prox-mappings is known. This fact motivates our goal in this
paper, which is to develop techniques for solving variational inequalities with monotone operators
on domains given by Linear Minimization Oracles. The techniques we are developing can be viewed
as a substantial extension of the proposed in [5] method of nonsmooth convex minimization over an
LMO-represented domain.

1 Introduction

The majority of First Order methods (FOM’s) for large-scale convex minimization (and all known to us
FOM’s for large-scale convex-concave saddle point problems and variational inequalities with monotone
operators) are of proximal type: at a step of the algorithm, one needs to compute prox-mapping

– to minimize over problem’s domain the sum of a linear function and a specific for the algorithm
strongly convex distance generating function (d.-g.f.), in the simplest case, just squared Euclidean
norm. As a result, the practical scope of proximal algorithms is restricted to proximal-friendly domains
– those allowing for d.-g.f.’s with not too expensive computationally prox-mappings. What follows
is motivated by the desire to develop FOM’s for solving convex-concave saddle point problems on
bounded domains with “difficult geometry” – those for which no d.-g.f.’s resulting in nonexpensive
prox-mappings (and thus no “implementable” proximal methods) are known. In what follows, we
relax the assumption on problem’s domain to be proximal-friendly to the weaker assumption to admit
computationally nonexpensive Linear Minimization Oracle (LMO) – a routine capable to minimize a
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linear function over the domain. This indeed is a relaxation: to minimize within a desired, whatever
high, accuracy a linear form over a bounded proximal-friendly domain is the same as to minimize over
the domain the sum of large multiple of the form and the d.-g.f. Thus, proximal friendliness implies
existence of a nonexpensive LMO, but not vice versa. For example, when the domain is the ball Bn of
nuclear norm in Rn×n, computing prox-mapping, for all known proximal setups, requires full singular
value decomposition of an n × n matrix, which can be prohibitively time consuming when n is large.
In contrast to this, minimizing a linear form over Bn only requires finding the leading singular vectors
of an n× n matrix, which is much easier than full-fledged singular value decomposition.

Recently, there was significant interest in solving convex minimization problems on domains given by
LMO’s. The emphasis in this line of research is on smooth/smooth norm-regularized convex minimiza-
tion [8, 10, 11, 13, 14, 25], where the main “working horse” is the classical Conditional Gradient (a.k.a.
Frank-Wolfe) algorithm originating from [9] and intensively studied in 1970’s (see [6, 7, 24] and refer-
ences therein). Essentially, Conditional Gradient is the only traditional convex optimization technique
capable to handle convex minimization problems on LMO-represented domains. In its standard form,
Conditional Gradient algorithm, to the best of our knowledge, is not applicable beyond the smooth
minimization setting; we are not aware of any attempt to apply this algorithm even to the simplest –
bilinear – saddle point problems. The approach proposed in this paper is different and is inspired by
our recent paper [5], where a method for nonsmooth convex minimization over an LMO-represented
convex domain was developed. The latter method utilizes Fenchel-type representations of the objective
in order to pass from the problem of interest to its special dual. In many important cases the domain
of the dual problem is proximal-friendly, so that the dual problem can be solved by proximal FOM’s.
We then use the machinery of accuracy certificates originating from [22] allowing to recover a good so-
lution to the problem of interest from the information accumulated when solving the dual problem. In
this paper we follow the same strategy in the context of variational inequalities (v.i.’s) with monotone
operators (this covers, in particular, convex-concave saddle point problems). Specifically, we introduce
the notion of a Fenchel-type representation of a monotone operator, allowing to associate with the v.i.
of interest its dual, which is again a v.i. with monotone operator with the values readily given by the
representation and the LMO representing the domain of the original v.i. Then we solve the dual v.i.
(e.g., by a proximal-type algorithm) and use the machinery of accuracy certificates to recover a good
solution to the v.i. of interest from the information gathered when solving the dual v.i.

The main body of the paper is organized as follows. Section 2 outlines the background of convex-
concave saddle point problems, variational inequalities with monotone operators and accuracy certifi-
cates. In section 3, we introduce the notion of a Fenchel-type representation of a monotone operator
and the induced by this notion concept of v.i. dual to a given v.i. This section also contains a simple
fully algorithmic “calculus” of Fenchel-type representations of monotone operators: it turns out that
basic monotonicity-preserving operations with these operators (summation, affine substitution of argu-
ment, etc.) as applied to operands given by Fenchel-type representations yield similar representation
for the result of the operation. As a consequence, our abilities to operate numerically with Fenchel-
type representations of monotone operators are comparable with our abilities to evaluate the operators
themselves. Section 4 contains our main result – Theorem 1. It shows how information collected when
solving the dual v.i. to some accuracy, can be used to build an approximate solution of the same accu-
racy to the primal v.i. In Section 4 we present a self-contained description of two well known proximal
type algorithms for v.i.’s with monotone operators – Mirror Descent (MD) and Mirror Prox (MP) –
which indeed are capable to collect the required information. Section 5 is devoted to some modifications
of our approach as applied to an affine monotone operator. In the concluding Section 6, we illustrate
the proposed approach by applying it to the “matrix completion problem with spectral norm fit” – to
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the problem
min

u∈Rn×n,

‖u‖nuc≤1

‖Au− b‖2,2,

where ‖x‖nuc =
∑

i σi(x) is the nuclear norm, σ(x) being the singular spectrum of x, ‖x‖2,2 = maxi σi(x)
is the spectral norm, and u 7→ Au is a linear mapping from Rn×n to Rm×m.

2 Preliminaries

Variational inequalities and related accuracy measures. Let Y be a nonempty closed convex
set in Euclidean space Ey and H(y) : Y → Ey be a monotone operator:

〈H(y)−H(y′), y − y′〉 ≥ 0 ∀y, y′ ∈ Y.

The variational inequality (v.i.) associated with (H,Y ) is

find y∗ ∈ Y : 〈H(z), z − y∗〉 ≥ 0 ∀z ∈ Y ; VI(H,Y )

(every) y∗ ∈ Y satisfying the target relation in VI(H,Y ) is called a weak solution to the v.i.; when Y is
convex and compact, and H is monotone on Y , weak solutions always exist. A strong solution to v.i.
is a point y∗ ∈ Y such that 〈H(y∗), y − y∗〉 ≥ 0 for all y ∈ Y ; from the monotonicity of H is follows
that a strong solution is a weak one as well. Note that when H is monotone and continuous on Y (this
is the only case we will be interested in), weak solutions are exactly the strong solutions.

The accuracy measure naturally quantifying the inaccuracy of a candidate solution y ∈ Y to
VI(H,Y ) is the dual gap function

ǫvi(y|H,Y ) = sup
z∈Y

〈H(z), y − z〉;

this (clearly nonnegative for y ∈ Y ) quantity is zero if and only if y is a weak solution to the v.i.
We will be interested also in the Special case where Y = V ×W is the direct product of nonempty

convex compact subsets V ⊂ Ev and W ⊂ Ew of Euclidean spaces Ev, Ew, and H is associated with
Lipschitz continuous function f(v,w) : Y = V ×W → R convex in v ∈ V and concave in w ∈W :

H(y = [v;w]) = [Hv(v,w);Hw(v,w)] with Hv(v,w) ∈ ∂vf(v,w), Hw(v,w) ∈ ∂w[−f(v,w)].

We can associate with the Special case two optimization problems

Opt(P ) = minv∈V
[
f(v) = supw∈W f(v,w)

]
(P )

Opt(D) = maxw∈W

[
f(w) = infv∈V f(v,w)

]
(D)

;

under our assumptions (V,W are convex and compact, f is continuous convex-concave) these problems
are solvable with equal optimal values. We associate with a pair (v,w) ∈ V × W the saddle point

inaccuracy

ǫsad(v,w|f, V,W ) = f(v)− f(w) = [f(v)−Opt(P )] + [Opt(D)− f(w)].

3



Accuracy certificates. Given Y, H, let us call a collection CN = {yt ∈ Y, λt ≥ 0, H(yt)}Nt=1 with∑
t λt = 1, an N -step accuracy certificate. For Z ⊂ Y , we call the quantity

Res
(
CN |Z

)
= sup

y∈Z

N∑

t=1

λt〈H(yt), yt − y〉

the resolution of the certificate CN w.r.t. Z.
Let us make two observations coming back to [22]:

Lemma 1. Let Y be a closed convex set in Euclidean space Ey, H be a monotone operator on Y , and
CN = {yt ∈ Y, λi ≥ 0,H(yt)}Nt=1 be an accuracy certificate. Setting

ŷ =

N∑

t=1

λtyt,

we have ŷ ∈ Y , and for every nonempty closed convex subset Y ′ of Y it holds

ǫvi(ŷ|H,Y ′) ≤ Res
(
CN |Y ′

)
(1)

In the Special case we have also
ǫsad(ŷ|f, V,W ) ≤ Res

(
CN |Y

)
(2)

Proof. For z ∈ Y ′ we have

〈H(z), z −∑
t λtyt〉 =

∑
t λt〈H(z), z − yt〉

[since
∑

t λt = 1]
≥ ∑

t λt〈H(yt), z − yt〉
[since H is monotone and λt ≥ 0]

≥ −Res
(
CN |Y ′

)

[by definition of resolution]

Thus, 〈H(z), ŷ−z〉 ≤ Res
(
CN |Y

)
for all z ∈ Y ′, and (1) follows. In the Special case, setting yt = [vt;wt],

ŷ = [v̂; ŵ], for every y = [v;w] ∈ Y = V ×W we have

Res(CN |Y ) ≥ ∑
t λt〈H(yt), yt − y〉

[by definition of resolution]
=

∑
t λt [〈Hv(vt, wt), vt − v〉+ 〈Hw(vt, wt), wt − w〉]

≥ ∑
t λt [[f(vt, wt)− f(v,wt)] + [f(vt, w) − f(vt, wt)]]

[by origin of H and since f(v,w) is convex in v and concave in w]
=

∑
t λt[f(vt, w)− f(v,wt)]

≥ f(v̂, w)− f(v, ŵ)
[since f(v,w) is convex in v and concave in w]

Since the resulting inequality holds true for all v ∈ V , w ∈ W , we get f(v̂)− f(ŵ) ≤ Res(CN |Y ), and
(2) follows. �

Lemma 1 can be partially inverted in the case of skew-symmetric operator H, that is,

H(y) = a+ Sy (3)
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with skew-symmetric (S = −S∗) 1 linear operator S. A skew-symmetric H clearly satisfies the identity

〈H(y), y − y′〉 = 〈H(y′), y − y′〉, y, y′ ∈ Ey.

Lemma 2. Let Y be a convex compact set in Euclidean space Ey, H(y) = a+ Sy be skew-symmetric,
and let CN = {yt ∈ Y, λt ≥ 0,H(yt)}Nt=1 be an accuracy certificate. Then for ŷ =

∑
t λtyt it holds

ǫvi(ŷ|H,Y ) = Res
(
CN |Y

)
. (4)

Proof. We already know that ǫvi(ŷ|H,Y ) ≤ Res
(
CN |Y

)
. To prove the inverse inequality, note that

for every y ∈ Y we have

ǫvi(ŷ|H,Y ) ≥ 〈H(y), ŷ − y〉 = 〈H(ŷ), ŷ − y〉
[since H is skew-symmetric]

= 〈a, ŷ − y〉 − 〈Sŷ, y〉+ 〈Sŷ, ŷ〉 = 〈a, ŷ − y〉 − 〈Sŷ, y〉 = ∑
t λt[〈a, yt − y〉 − 〈Syt, y〉]

[due to S∗ = −S] [due to ŷ =
∑

t λtyt and
∑

t λt = 1]

=
∑

t λt[〈a, yt − y〉+ 〈Syt, yt − y〉] = ∑
t λt〈H(yt), yt − y〉.

[due to S∗ = −S]

Thus,
∑

t λt〈H(yt), yt − y〉 ≤ ǫvi(ŷ|H,Y ) for all y ∈ Y , so that Res
(
CN |Y

)
≤ ǫvi(ŷ|H,Y ). �

Corollary 1. Assume we are in the Special case, so that Y = V × W is a direct product of two
convex compact sets, and the monotone operator H is associated with a convex-concave function f(v,w).
Assume also that f is bilinear: f(v,w) = 〈a, v〉 + 〈b, w〉 + 〈w,Av〉, so that H is affine and skew-
symmetric. Then for every y ∈ Y it holds

ǫsad(y|f, V,W ) ≤ ǫvi(y|H,Y ). (5)

Proof. Consider accuracy certificate C1 = {y1 = y, λ1 = 1,H(y1)}; for this certificate, ŷ as defined
in Lemma 2 is just y. Therefore, by Lemma 2, Res(C1|Y ) = ǫvi(y|H,Y ). This equality combines with
Lemma 1 to imply (5). �

3 Representations of Monotone Operators

3.1 Outline

To explain the origin of the developments to follow, let us summarize the approach to solving convex
minimization problems on domains given by Linear Minimization Oracles (LMOs), developed in [5]. The
principal ingredient of this approach is a Fenchel-type representation of a convex function f : X → R

defined on a convex subset X of Euclidean space E; by definition, such a representation is

f(x) = min
y∈Y

[〈x,Ay + a〉 − ψ(y)] , (6)

where Y is a convex subset of Euclidean space F and ψ : Y → R is convex. Assuming for the sake of
simplicity that X, Y are compact and ψ is continuously differentiable on Y , representation (6) allows
to associate with the primal problem

Opt(P ) = min
x∈X

f(x) (P )

1From now on, for a linear mapping x 7→ Bx : E → F , where E,F are Euclidean spaces, B∗ denotes the conjugate of
B, that is, a linear mapping y 7→ B∗y : F → E uniquely defined by the identity 〈Bx, y〉 = 〈x,B∗y〉 for all x ∈ E, y ∈ F .
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its dual

Opt(D) = max
y∈Y

[
f∗(y) = min

x∈X
〈x,Ay + a〉 − ψ(y)

]
(D)

with the same optimal value. Observe that the first order information on the (concave) objective of
(D) is readily given by the first order information on ψ and the information provided by an LMO for
X. As a result, we can solve (D) by, say, a proximal type First Order Method, provided that Y is
proximal-friendly. The crucial in this approach question of how to recover a good approximate solution
to the problem of interest (P ) from the information collected when solving (D) is addressed via the
machinery of accuracy certificates [22, 5].

In the sequel, we intend to apply a similar scheme to the situation where the role of (P ) is played
by a variational inequality with monotone operator on a convex compact domain X given by an LMO.
Our immediate task is to outline informally what a Fenchel-type representation of a monotone operator
is and how we intend to use such a representation. To this end note that (P ) and (D) can be reduced
to variational inequalities with monotone operators, specifically

• the “primal” v.i. stemming from (P ). The domain of this v.i. is X, and the operator is f ′(x) =
Ay(x) + a, where y(x) is a maximizer of the function 〈x,Ay〉 − ψ(y) over y ∈ Y , or, which is
the same, a (strong) solution to the v.i. given by the domain Y and the monotone operator
y 7→ G(y)−A∗x, where G(y) = ψ′(y);

• the “dual” v.i. stemming from (D). The domain of this v.i. is Y , and the operator is y 7→
G(y)−A∗x(y), where x(y) is a minimizer of 〈x,Ay + a〉 over x ∈ X.

Observe that both operators in question are described in terms of a monotone operator G on Y and
affine mapping y 7→ Ay + a : F → E; in the above construction G was the gradient field of ψ, but
the construction of the primal and the dual v.i.’s makes sense whenever G is a monotone operator on
Y satisfying minimal regularity assumptions. The idea of the approach we are about to develop is as
follows: in order to solve a v.i. with a monotone operator Φ and domain X given by an LMO,

A. We represent Φ in the form of Φ(x) = Ay(x) + a, where y(x) is a strong solution to the v.i. on Y
given by the operator G(y)−A∗x, G being an appropriate monotone operator on Y .
It can be shown that a desired representation always exists, but by itself existence does not help
much – we need the representation to be suitable for numerical treatment, to be available in
a “closed computation-friendly form.” We show that “computation-friendly” representations of
monotone operators admit a kind of fully algorithmic calculus which, for all basic monotonicity-
preserving operations, allows to get straightforwardly a desired representation of the result of an
operation from the representations of the operands. In view of this calculus, “closed analytic form”
representations, allowing to compute efficiently the values of monotone operators, automatically
lead to required computation-friendly representations.

B. We use the representation from A to build the “dual” v.i. with domain Y and the operator
Θ(y) = G(y)−A∗x(y), with exactly the same x(y) as above, that is, x(y) ∈ Argmin x∈X〈x,Ay+a〉.
We shall see that Θ is monotone, and that usually there is a significant freedom in choosing Y ;
in particular, we typically can choose Y to be proximal-friendly.

C. We solve the dual v.i. by an algorithm, like Mirror Descent or Mirror Prox, which produce
necessary accuracy certificates. We will see – and this is our main result – that such a certificate
CN can be converted straightforwardly into a feasible solution xN to the v.i. of interest such that
ǫvi(x

N |Φ,X) ≤ Res(CN |Y ). As a result, if the certificates in question are good, meaning that the
resolution of CN as a function of N obeys the standard efficiency estimates of the algorithm used
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to solve the dual v.i., we solve the v.i. of interest with the same efficiency estimate as the one
for the dual v.i. It remains to note that most of the existing first order algorithms for solving
v.i.’s with monotone operators (various versions of polynomial time cutting plane algorithms, like
the Ellipsoid method, Subgradient/Mirror Descent, and different bundle-level versions of Mirror
Descent) indeed produce good accuracy certificates, see [22, 5].

3.2 The construction

3.2.1 Situation

Consider the situation where we are given

• an affine mapping
y 7→ Ay + a : F → E,

where E, F are Euclidean spaces;

• a nonempty closed convex set Y ⊂ F ;

• a continuous monotone operator
G(y) : Y → F

which is good w.r.t. A,Y , goodness meaning that the variational inequality VI(G(·) − A∗x, Y )
has a strong solution for every x ∈ E. Note that when Y is convex compact, every continuous
monotone operator on Y is good, whatever be A;

• a nonempty convex compact set X in E.

These data give rise to two operators: “primal” Φ : X → E which is monotone, and “dual” Ψ : Y → F
which is antimonotone (that is, −Ψ is monotone).

3.2.2 Primal monotone operator

The primal operator Φ : E → E is defined by

Φ(x) = Ay(x) + a : y(x) ∈ Y, 〈A∗x−G(y(x)), y(x) − y〉 ≥ 0, ∀y ∈ Y. (7)

Observe that required y(x) do exist: these are just strong solutions to the variational inequality given

by the monotone operator G(y)−A∗x and the domain Y .

Now, with x′, x′′ ∈ E, setting y(x′) = y′, y(x′′) = y′′, so that y′, y′′ ∈ Y , we have

〈Φ(x′)− Φ(x′′), x′ − x′′〉 = 〈Ay′ −Ay′′, x′ − x′′〉 = 〈y′ − y′′, A∗x′ −A∗x′′〉
= 〈y′ − y′′, A∗x′〉+ 〈y′′ − y′, A∗x′′〉
= 〈y′ − y′′, A∗x′ −G(y′)〉+ 〈y′′ − y′, A∗x′′ −G(y′′)〉+ 〈G(y′), y′ − y′′〉+ 〈G(y′′), y′′ − y′〉
= 〈y′ − y′′, A∗x′ −G(y′)〉︸ ︷︷ ︸

≥0 due to y′ = y(x′)

+ 〈y′′ − y′, A∗x′′ −G(y′′)〉︸ ︷︷ ︸
≥0 due to y′′ = y(x′′)

+ 〈G(y′)−G(y′′), y′ − y′′〉︸ ︷︷ ︸
≥0 since G is monotone

≥ 0.

Thus, Φ(x) is monotone. We call (7) a representation of the monotone operator Φ, and the data
F,A, a, y(·), G(·), Y – the data of the representation. We also say that these data represent Φ.

Given a convex domain X ⊂ E and a monotone operator Φ̄ on this domain, we say that data F , A,
a, y(·), G(·), Y of the above type represent Φ̄ on X, if the monotone operator Φ represented by these
data coincides with Φ̄ on X.

7



3.2.3 Dual operator

Operator Ψ : Y → F is given by

Ψ(y) = A∗x(y)−G(y) : x(y) ∈ X, 〈Ay + a, x(y)− x〉 ≤ 0, ∀x ∈ X (8)

(in words: Ψ(y) = A∗x(y)−G(y), where x(y) minimizes 〈Ay+a, x〉 over x ∈ X). This operator clearly
is antimonotone, as the sum of two antimonotone operators −G(y) and A∗x(y); antimonotonicity of the
latter operator stems from the fact that it is obtained from the antimonotone operator ψ(z) – a section
of the superdifferential Argmin x∈X〈z, x〉 of a concave function – by affine substitution of variables:
A∗x(y) = A∗ψ(Ay + a), and this substitution preserves antimonotonicity.

Remark 1. Note that computing the value of Ψ at a point y reduces to computing G(y), Ay + a, a
single call to the Linear Minimization Oracle for X to get x(y), and computing A∗x(y).

3.3 Calculus of representations

3.3.1 Multiplication by nonnegative constants

Let F,A, a, y(·), G(·), Y represent a monotone operator Φ : E → E:

Φ(x) = Ay(x) + a : y(x) ∈ Y and 〈A∗x−G(y(x)), y(x) − y〉 ≥ 0 ∀y ∈ Y.

For λ ≥ 0, we clearly have

λΦ(x) = [λA]y(x) + [λa] : 〈[λA]∗x− [λG(y(x))], y(x) − y〉 ≥ 0∀y ∈ Y,

that is, a representation of λΦ is given by F, λA, λa, y(·), λG(·), Y ; note that the operator λG clearly is
good w.r.t. λA, Y , since G is good w.r.t. A,Y .

3.3.2 Summation

Let Fi, Ai, ai, yi(·), Gi(·), Yi, 1 ≤ i ≤ m, represent monotone operators Φi(x) : E → E:

Φi(x) = Aiyi(x) + ai : yi(x) ∈ Yi and 〈A∗
i x−Gi(yi(x)), yi(x)− yi〉 ≥ 0 ∀yi ∈ Yi.

Then ∑
iΦi(x) = [A1, ..., Am][y1(x); ...; ym(x)] + [a1; ...; am],

y(x) := [y1(x); ...; ym(x)] ∈ Y := Y1 × ...× Ym,
〈[A1, ..., Am]∗x− [G1(y1(x)); ...;Gm(ym(x))], [y1(x); ...; ym(x)]− [y1; ...; ym]〉
=

∑
i〈A∗

i x−Gi(yi(x)), yi(x)− yi〉 ≥ 0 ∀y = [y1; ...; ym] ∈ Y,
so that the data

F = F1 × ...× Fm, A = [A1, ..., Am], [a1; ...; am],

y(x) = [y1(x); ...; ym(x)], G(y) = [G1(y1); ...;Gm(ym)], Y = Y1 × ...× Ym

represent
∑

i Φi(x). Note that the operator G(·) clearly is good since G1, ..., Gm are so.
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3.3.3 Affine substitution of argument

Let F,A, a, y(·), G(·), Y represent Φ : E → E, let H be a Euclidean space and h 7→ Qh+ q be an affine
mapping from H to E. We have

Φ̂(h) := Q∗Φ(Qh+ q) = Q∗(Ay(Qh+ q) + a) :
y(Qh+ q) ∈ Y and 〈A∗[Qh+ q]−G(y(Qh+ q)), y(Qh + q)− y〉 ≥ 0 ∀y ∈ Y

⇒ with Â = Q∗A, â = Q∗a, Ĝ(y) = G(y) −A∗q, ŷ(h) = y(Qh+ q) we have

Φ̂(h) = Âŷ(h) + â : ŷ(h) ∈ Y and 〈Â∗h− Ĝ(ŷ(h)), ŷ(h)− y〉 ≥ 0 ∀y ∈ Y,

that is, F, Â, â, ŷ(·), Ĝ(·), Y represent Φ̂. Note that Ĝ clearly is good since G is so.

3.3.4 Direct sum

Let Fi, Ai, ai, yi(·), Gi(·), Yi, 1 ≤ i ≤ m, represent monotone operators Φi(xi) : Ei → Ei. Then

Φ(x := [x1; ...;xm]) = [Φ1(x1); ...; Φm(xm)] = Diag{A1, ..., Am}y(x) + [a1; ...; am] :
y(x) := [y1(x1); ...; ym(xm)] ∈ Y := Y1 × ...× Ym and
〈Diag{A∗

1, ..., A
∗
m}[x1; ...;xm]− [G1(y1(x1)); ...;Gm(ym(xm))], y(x) − [y1; ...; ym]〉

=
∑

i〈A∗
i x−Gi(yi(xi)), yi(xi)− yi〉 ≥ 0 ∀y = [y1; ...; ym] ∈ Y,

so that

F = F1 × ...× Fm, A = Diag{A1, ..., Am}, a = [a1; ...; am], y(x) = [y1(x1); ...; ym(xm)],

G(y = [y1; ...; ym]) = [G1(y1); ...;Gm(ym)], Y = Y1 × ...× Ym

represent Φ : E1 × ...× Em → E1 × ...× Em. Note that G clearly is good since G1, ..., Gm are so.

3.3.5 Representing affine monotone operators

Consider an affine monotone operator on a Euclidean space E:

Φ(x) = Sx+ a : E → E
[S : 〈x, Sx〉 ≥ 0∀x ∈ E]

(9)

Its Fenchel-type representation on a convex compact set X ⊂ E is readily given by the data F = E,
A = S, G(y) = S∗y : F → F (this operator indeed is monotone), y(x) = x and Y being either the entire
F , or (any) compact convex subset of E = F which contains X; note that G clearly is good w.r.t. A,F ,
same as is good w.r.t. A,Y when Y is compact. To check that the just defined F,A, a, y(·), G(·), Y
indeed represent Φ on X, observe that when x ∈ X, y(x) = x belongs to Y ⊃ X and clearly satisfies the
relation 0 ≤ 〈A∗x−G(y(x)), y(x)−y〉 ≥ 0 for all y ∈ Y (see (7)), since A∗x−G(y(x)) = S∗x−S∗x = 0.
Besides this, for x ∈ X we have

Ay(x) + a = Sx+ a = Φ(x),

as required for a representation. The dual antimonotone operator associated with this representation
of Φ on X is

Ψ(y) = S∗[x(y)− y], x(y) ∈ Argmin
x∈X

〈x, Sy + a〉. (10)
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3.3.6 Representing gradient fields

Let f(x) be a convex function given by Fenchel-type representation

f(x) = max
y∈Y

{〈x,Ay + a〉 − ψ(y)} , (11)

where Y is a convex compact set in Euclidean space F , and ψ(·) : F → R is a continuously differentiable
convex function. Denoting by y(x) a maximizer of 〈x,Ay〉 − ψ(y) over y, observe that

Φ(x) := Ay(x) + a

is a subgradient field of f , and that this monotone operator is given by a representation with the data
F,A, a, y(·), G(·) := ∇ψ(·), Y ; G is good since Y is compact.

4 Main result

Consider the situation described in section 3.2. Thus, we are given Euclidean space E, a convex
compact set X ⊂ E and a monotone operator Φ : E → E represented according to (7), the data
being F,A, a, y(·), G(·), Y . We denote by Ψ : Y → F the dual (antimonotone) operator induced by
the data X,A, a, y(·), G(·), see (8). Our goal is to solve variational inequality given by Φ, X, and our
main observation is that a good accuracy certificate for the variational inequality given by (−Ψ, Y )
induces an equally good solution to the variational inequality given by (Φ,X). The exact statement is
as follows.

Theorem 1. Let X ⊂ E be a convex compact set and Φ : X → E be a monotone operator represented
on X, in the above sense, by data F,A, a, y(·), G(·), Y . Let also Ψ : Y → F be the antimonotone
operator as defined above by the data X,A, a, y(·), G(·). Let, finally,

CN = {yt, λt,−Ψ(yt)}Nt=1

be an accuracy certificate associated with the monotone operator [−Ψ] and Y . Setting

xt = x(yt)

(these points are byproducts of computing Ψ(yt), 1 ≤ t ≤ N) and

x̂ =

N∑

t=1

λtxt (∈ X),

we ensure that
ǫvi(x̂|Φ,X) ≤ Res

(
CN |Y (X)

)
, Y (X) := {y(x) : x ∈ X} ⊂ Y. (12)

When Φ(x) = a+ Sx, x ∈ X, with skew-symmetric S, we have also

Res({xt, λt,Φ(xt)}Nt=1|X) ≤ Res
(
CN |Y (X)

)
. (13)

In view of Theorem 1, given a representation of the monotone operator Φ participating in the v.i.
of interest VI(Φ,X), we can reduce solving the v.i. to solving the dual v.i. VI(−Ψ, Y ) by an algorithm
producing good accuracy certificates. Below we discuss in details the situation when the latter algorithm
is either Mirror Descent (MD) [15, Chapter 5], or Mirror Prox (MP) ([21], see also [15, Chapter 6] and
[23]).

Theorem 1 may be extended to the situation where the relationships (8), defining the dual operator
Ψ hold only approximately. We present here the following slight extension of the main result:
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Theorem 2. Let X ⊂ E be a convex compact set and Φ : X → E be a monotone operator represented
on X, in the sense of section 3, by data F,A, a, y(·), G(·), Y . Given a positive integer N , sequences
yt ∈ Y , xt ∈ X, 1 ≤ t ≤ N , and nonnegative reals λt, 1 ≤ t ≤ N , summing up to 1, let us set

ǫ = Res({yt, λt, G(yt)−A∗xt}Nt=1|X) = sup
z∈Y (X)

N∑

t=1

λt〈G(yt)−A∗xt, yt − z〉, (14)

and

x̂ =

N∑

t=1

λtxt (∈ X).

Then

ǫvi(x̂|Φ,X) ≤ ǫ+ sup
x∈X

N∑

t=1

λt〈Ayt + a, xt − x〉. (15)

Proofs of Theorems 1 and 2 are given in section A.1.

4.1 Mirror Descent and Mirror Prox algorithms

Preliminaries. Saddle Point MD and MP are algorithms for solving convex-concave saddle point
problems and variational inequalities with monotone operators2. The algorithms are of proximal type,
meaning that in order to apply the algorithm to a v.i. VI(H,Y ), where Y is a nonempty closed convex
set in Euclidean space Ey and H is a monotone operator on Y , one needs to equip Ey with a norm
‖ · ‖, and Y - with a continuously differentiable distance generating function (d.-g.f.) ω(·) : Y → R

compatible with ‖ · ‖, meaning that ω is strongly convex, modulus 1, w.r.t. ‖ · ‖. We call ‖ · ‖, ω(·)
proximal setup for Y . This setup gives rise to

• ω-center yω = argmin y∈Y ω(y) of Y ,

• Bregman distance

Vy(z) = ω(z)− ω(y)− 〈ω′(y), z − y〉 ≥ 1

2
‖z − y‖2

where the concluding inequality is due to strong convexity of ω,

• ω-size of a nonempty subset Y ′ ⊂ Y

Ω[Y ′] =

√
2

[
max
y′∈Y ′

ω(y′)−min
y∈Y

ω(y)

]
.

Due to the origin of yω, we have Vyω(y) ≤ 1

2
Ω2[Y ′] for all y ∈ Y ′, implying that ‖y − yω‖ ≤ Ω for

all y ∈ Y ′.

Given y ∈ Y , the prox-mapping with center u is defined as

Proxy(ζ) = argmin
z∈Y

[Vy(z) + 〈ζ, z〉] = argmin
z∈Y

[
ω(z) + 〈ζ − ω′(y), z〉

]
: Ey → Y.

2MD algorithm originates from [19, 20]; its modern proximal form was developed in [1]. MP was proposed in [21]. For
the most present exposition of the algorithms, see [15, Chapters 5,6] and [23].

11



The algorithms. Let Y be a nonempty closed convex set in Euclidean space Ey, H = {Ht : Y →
Ey}∞t=1 be a sequence of vector fields, and ‖ · ‖, ω(·) be a proximal setup for Y . As applied to (H,Y ),
MD is the recurrence

y1 = yω;
yt 7→ yt+1 = Proxyt(γtHt(yt)), t = 1, 2, ...

(16)

MP is the recurrence

y1 = yω;
yt 7→ zt = Proxyt(γtHt(yt)) 7→ yt+1 = Proxyt(γtHt(zt)), t = 1, 2, ...

(17)

In both MD and MP, γt > 0 are stepsizes. The most important to us properties of these recurrences
are as follows.

Proposition 1. For N = 1, 2, ..., consider the accuracy certificate

CN =

{
yt ∈ Y, λNt := γt

[
N∑

τ=1

γτ

]−1

, Ht(yt)

}N

t=1

,

associated with (16). Then for every Y ′ ⊂ Y one has

Res(CN |Y ′) ≤ Ω2[Y ′] +
∑N

t=1 γ
2
t ‖Ht(yt)‖2∗

2
∑N

t=1 γt
, (18)

where ‖ · ‖∗ is the norm conjugate to ‖ · ‖: ‖ξ‖∗ = max‖x‖≤1〈ξ, x〉.
In particular, if

∀(y ∈ Y, t) : ‖Ht(y)‖∗ ≤M (19)

with some finite M ≥ 0, then, given Y ′ ⊂ Y , N and setting

(a) : γt =
Ω[Y ′]

M
√
N
, 1 ≤ t ≤ N, or (b) : γt =

Ω[Y ′]

‖Ht(yt)‖∗
√
N
, 1 ≤ t ≤ N, (20)

one has

Res(CN |Y ′) ≤ Ω[Y ′]M√
N

. (21)

Proposition 2. For N = 1, 2, ..., consider the accuracy certificate

CN =

{
zt ∈ Y, λNt := γt

[
N∑

τ=1

γτ

]−1

, Ht(zt)

}N

t=1

,

associated with (17). Then, setting

dt = γt〈Ht(zt), zt − yt+1〉 − Vyt(yt+1), (22)

we have for every Y ′ ⊂ Y

Res(CN |Y ′) ≤
1

2
Ω2[Y ′] +

∑N
t=1 dt∑N

t=1 γt
(23)

dt ≤ 1

2

[
γ2t ‖Ht(zt)−Ht(yt)‖2∗ − ‖yt − zt‖2

]
, (24)
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where ‖ · ‖∗ is the norm conjugate to ‖ · ‖. In particular, if

∀(y, y′ ∈ Y, t) : ‖Ht(y)−Ht(y
′)‖∗ ≤ L‖y − y′‖+M (25)

with some finite L ≥ 0, M ≥ 0, then given Y ′ ⊂ Y , N and setting

γt =
1√
2
min

[
1

L
,
Ω[Y ′]

M
√
N

]
, 1 ≤ t ≤ N, (26)

one has

Res(CN |Y ′) ≤ 1√
2
max

[
Ω2[Y ′]L

N
,
Ω[Y ′]M√

N

]
. (27)

To make the text self-contained, we provide the proofs of these known results in the appendix.

4.2 Intermediate summary

Theorem 1 combines with Proposition 1 to imply the following claim:

Corollary 2. In the situation of Theorem 1, let y1, ..., yN be the trajectory of N -step MD as applied
to the stationary sequence H = {Ht(·) = −Ψ(·)}∞t=1 of vector fields, and let xt = x(yt), t = 1, ..., N .
Then, setting λt =

γt∑N
τ=1 γτ

, 1 ≤ t ≤ N , we ensure that

ǫvi(
N∑

t=1

λtxt

︸ ︷︷ ︸
x̂

|Φ,X) ≤ Res({yt, λt,−Ψ(yt)}Nt=1︸ ︷︷ ︸
CN

|Y (X)) ≤ Ω2[Y (X)] +
∑N

t=1 γ
2
t ‖Ψ(yt)‖2∗

2
∑N

t=1 γt
. (28)

In particular, assuming
M = sup

y∈Y
‖Ψ(y)‖∗

finite and specifying γt, 1 ≤ t ≤ N , according to (20) with Y ′ = Y (X), we ensure that

ǫvi(x̂|Φ,X) ≤ Res(CN |Y (X)) ≤ Ω[Y (X)]M√
N

. (29)

When Φ(x) = Sx+a, x ∈ X, with a skew-symmetric S, ǫvi(x̂|Φ,X) in the latter relation can be replaced
with Res({xt, λt,Φ(xt)}Nt=1|X).

In the sequel, we shall refer to the implementation of our approach presented in Corollary 2 as to
our basic scheme.

5 Modifications in Affine case

In this section, we present some modifications of the proposed approach as applied to the case of v.i.
VI(Φ,X) with affine monotone operator Φ and LMO-represented convex compact domain X. While
the worst-case complexity bounds for the modified scheme are similar to the ones stated in Corollary
2, there are reasons to believe that in practice the modified scheme could outperform the basic one.
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5.1 Situation

In the rest of this section, we consider the case when the monotone operator Φ is affine:

Φ(x) = Sx+ a : E → E [S : 〈Sx, x〉 ≥ 0∀x ∈ E]

and our goal is to solve VI(Φ,X), where X is a convex compact subset of E; w.l.o.g. we assume that
0 ∈ X. We suppose that Φ is given by an affine Fenchel-type representation, that is, a representation
with data

F, A, a, G(y) := Gy, y(x) := Bx, Y = F, (30)

where

1. F is a Euclidean space, y 7→ Ay + a is an affine mapping from F to E;

2. y 7→ Gy : F → F is a linear monotone mapping, and x → Bx : E → F is a linear mapping such
that

(a) GB = A∗, (b) AB = S; (31)

3. Y = F .

Note that (31.a) implies that setting y(x) = Bx, y(x) is a strong solution to the v.i. associated with
the operator G(y) − A∗x and Y = F , while (31.b) says that Ay(x) + a = Φ(x), x ∈ E, as required in
the definition (7) of a Fenchel-type representation of a monotone operator.

5.2 Strategy

5.2.1 Preliminaries

We intend to get an approximate solution to VI(Φ,X) by applying MP to a properly built sequence
H = {Ht(·)} of vector fields on F . Let us fix a proximal setup ‖ · ‖, ω(·) for Y = F ; w.l.o.g., we assume
that the ω-center argmin F ω(·) of F is the origin, that is, ω′(0) = 0. Let L be the operator norm of
the mapping y 7→ G(y) := Gy : F → F from ‖ · ‖ to ‖ · ‖∗, so that

∀y ∈ F : ‖Gy‖∗ ≤ L‖y‖,
or, equivalently, 〈z,Gy〉 ≤ ‖z‖‖y‖ for all z, y ∈ F . In the sequel, we set

γ = L−1.

5.2.2 The construction

We intend to build Ht(·) recursively, according to the recurrence

y1 = 0
yt 7→ xt ∈ X 7→ Ht(v) = Gv −A∗xt[≡ G(v) −A∗xt] 7→
zt = Proxyt(γHt(yt)) 7→ yt+1 = Proxyt(γHt(zt)).

(32)

Note that independently of the choice of xt ∈ E, we have

‖Ht(v) −Ht(v
′)‖∗ ≤ L‖v − v′‖.

Now the relationships of the MP recurrence imply that (see (52) and (53))

∀z ∈ F : γ〈Ht(zt), zt − z〉 ≤ Vyt(z)− Vyt+1
(z). (33)

The essence of the matter is how we update the vectors xt; this is the issue we consider next.
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Functions fy(·). Given y ∈ F , let us set

fy(x) = γ〈a, x〉+max
z∈F

[〈z, γ[A∗x−Gy]〉 − Vy(z)] (34)

Since ω(·) is strongly convex on F , the function fy(·) is well defined on E; fy is convex as the supremum
of a family of affine functions of x. Moreover, it is well known that in fact fy(·) possesses Lipschitz
continuous gradient. Specifically, let ‖ · ‖E be a norm on E, ‖ · ‖E,∗ be the norm conjugate to ‖ · ‖E ,
and let L be the norm of the linear mapping y → Ay : F → E from the norm ‖ · ‖ on F to the norm
‖ · ‖E,∗ on E, so that

〈Ay, x〉 ≤ L‖y‖‖x‖E ∀(y ∈ F, x ∈ E),

or, what is the same,
‖Ay‖E,∗ ≤ L‖y‖ ∀y ∈ F
‖A∗x‖∗ ≤ L‖x‖E ∀x ∈ E.

(35)

Lemma 3. Let zy(ζ) = Proxy(ζ) : F → Y. Function fy(·) is continuously differentiable with the gradient

∇fy(x) = γAzy(γ[Gy −A∗x]) + γa, (36)

and this gradient is Lipschitz continuous:

‖∇f(x′)−∇f(x′′)‖E,∗ ≤ (γL)2‖x′ − x′′‖E ∀x′, x′′ ∈ E. (37)

For proof, see section A.4.

Updating xt’s, preliminaries. Observe, first, that when summing up inequalities (33), we get

Res({yt, λt = N−1,Ht(zt)}Nt=1|Y (X)) ≤ 1

2γN
Ω2[Y (X)] =

Ω2[Y (X)]L

2N
, Y (X) = BX. (38)

Second, for any xt ∈ X, 1 ≤ t ≤ N , we have x̂ = 1
N

∑N
t=1 xt ∈ X. Further, invoking (15) with

λt = N−1, 1 ≤ t ≤ N , and zt in the role of yt (which by (38) allows to set ǫ = Ω2[Y (X)]L
2N ), we get

ǫvi(x̂|Φ,X) = max
x∈X

〈Φ(x), x̂− x〉
≤ LΩ2[Y (X)]

2N +maxx∈X
1
N

∑N
t=1〈Azt + a, xt − x〉

= LΩ2[Y (X)]
2N +max

x∈X

L
N

∑N
t=1〈∇fyt(xt), xt − x〉

(39)

(we have used (36) and have taken into account that zt = zyt(γ[Gyt −A∗xt]), see (36) and (32); recall
that γ = 1/L). Note that so far our conclusions were independent on how xt ∈ X are selected.

Relation (39) implies that when xt is a minimizer of fyt(·) on X, we have 〈∇fyt(xt), xt − x〉 ≤ 0 for

all x ∈ X, and with this “ideal” for our purposes choice of xt, (39) would imply

ǫvi(x̂|Φ,X) ≤ LΩ2[Y (X)]

2N
,

which is an O(1/N) efficiency estimate, much better that the O(1/
√
N)-efficiency estimate (29).

15



Updating xt’s, CGA implementation. Of course, we cannot simply specify xt as a point from
ArgminX fyt(x), since this would require solving precisely at every step of the MP recurrence (32)
a large-scale convex optimization problem. What we indeed intend to do, is to solve this problem
approximately. Specifically, given yt (so that fyt(·) is identified), we can apply the classical Condi-
tional Gradient Algorithm (CGA) (which, as was explained in the introduction, is, basically, the only
traditional algorithm capable to minimize a smooth convex function over an LMO-represented convex
compact set) in order to generate an approximate solution xt to the problem minX fyt(x) satisfying,
for some prescribed ǫ > 0, the relation

δt := max
x∈X

〈∇fyt(xt), xt − x〉 ≤ ǫ. (40)

By (39), this course of actions implies the efficiency estimate

ǫvi(x̂|Φ,X) ≤ LΩ2[Y (X)]

2N
+ Lǫ. (41)

5.2.3 Complexity analysis

Let us equip E with a norm ‖ · ‖E , the conjugate norm being ‖ · ‖E,∗, and let L be the operator norm
of the mapping y 7→ Ay as defined in Lemma 3. Let, further, R = RE(X) be the radius of the smallest
‖·‖E-ball, centered at the origin, which contains X. Taking into account (37) and applying the standard
results on CGA (see section A.5), for every ǫ ∈ (0,LR2) it takes at most O(1)LR2

E(X)/ǫ CGA steps to

generate a point xt with δt ≤ ǫ; here and below O(1)’s are absolute constants. Specifying ǫ as Ω2[Y (X)]
2N ,

(41) becomes

ǫvi(x̂|Φ,X) ≤ LΩ2[Y (X)]

N
,

while the computational effort to generate x̂ is dominated by the necessity to generate x1, ..., xN , which
amounts to the total of

N (N) = O(1)
LR2

E(X)

Ω2[Y (X)]
N2

CGA steps. The effort per step is dominated by the necessity to compute the vector g = ∇fy(x),
given y ∈ F , x ∈ E, and to minimize the linear form 〈g, u〉 over u ∈ X. In particular, to ensure
ǫvi(x̂|Φ,X) ≤ ǫ, the total number of CGA steps should be proportional to 1/ǫ2. We see that in terms
of the theoretical upper bound on the number of calls to the LMO for X needed to get an ǫ-solution,
our current scheme has no advantages as compared to the MD-based approach analyzed in Corollary
2. We, however, may hope that in practice the outlined MP-based scheme can be better than our basic
MD-based one, provided that we apply CGA in a “smart” way, e.g., use CGA with memory, see [12].
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6 Illustration

6.1 The problem.

We apply our construction to the following problem (“matrix completion with spectral norm fit”):3

Opt(P ) = min
v∈Rpv×qv :‖v‖nuc≤1

[
f(v) := ‖Av − b‖2,2

]
(42)

where Rp×q is the space of p×q real matrices, ‖x‖nuc =
∑

i σi(x) is the nuclear norm on this space (sum
of the singular values σi(x) of x), ‖x‖2,2 = maxi σi(x) is the spectral norm of x (which is exactly the
conjugate of the nuclear norm), and A is a linear mapping from Rpv×qv to Rpb×qb . We are interested
in the “large-scale” case, where the sizes of pv, qv of v are large enough to make the full singular value
decomposition of a pv×qv matrix prohibitively time consuming, what seemingly rules out the possibility
to solve (42) by proximal type First Order algorithms. We assume, at the same time, that computing
the leading singular vectors and the leading singular value of a pv × qv or a pb × qb matrix (which,
computationally, is by far easier task than finding full singular value decomposition) still can be carried
out in reasonable time.

6.1.1 Processing the problem

We rewrite (42) as a bilinear saddle point problem

Opt(P ) = min
v∈V

max
w∈W

〈w, [Av − b]〉Fro︸ ︷︷ ︸
f(v,w)

V = {v ∈ Rpv×qv : ‖v‖nuc ≤ 1}, W = {w ∈ Rpb×qb : ‖w‖nuc ≤ 1}
(43)

(from now on 〈·, ·〉Fro stands for Frobenius inner product, and ‖ · ‖Fro – for the Frobenius norm on the
space(s) of matrices). The domain X of the problem is the direct product of two unit nuclear norm
balls; minimizing a linear form over this domain reduces to minimizing, given ξ and η, the linear forms
Tr(vξT ), Tr(wηT ) over {v ∈ Rpv×qv : ‖v‖ ≤ 1}, resp., {w ∈ Rpb×qb : ‖w‖ ≤ 1}, which, in turn, reduces
to computing the leading singular vectors and singular values of ξ and η.

The monotone operator associated with (43) is affine and skew-symmetric:

Φ(v,w) = [∇vf(v,w);−∇wf(v,w)] = [A∗w;−Av] + [0; b] : Rpv×qv ×Rpb×qb
︸ ︷︷ ︸

E

→ E.

From now on we assume that A is of spectral norm at most 1, i.e.,

‖Av‖Fro ≤ ‖v‖Fro, ∀v

(this always can be achieved by scaling).

3A more interesting for applications problem (cf. [2, 3, 17]) would be

Opt = min
v∈Rpv×qv

{‖v‖nuc : ‖Av − b‖2,2 ≤ δ} ;

applying the approach from [16], this problem can be reduced to a “small series” of problems (42).
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Representing Φ. We can represent the restriction of Φ on X by the data

F = Rpv×qv ×Rpv×qv

Ay + a = [ξ;Aη + b], y = [ξ; η] ∈ F (ξ ∈ Rpv×qv , η ∈ Rpv×qv),
G([ξ; η]︸︷︷︸

y

) = [−η; ξ] : F → F

Y = {y = [ξ; η] ∈ F : ‖ξ‖Fro ≤ 1, ‖η‖Fro ≤ 1}

(44)

Indeed, in the notation from section 3.2, for x = [v;w] ∈ X = {[v;w] ∈ Rpv×qv × Rpb×qb : ‖v‖nuc ≤
1, ‖w‖nuc ≤ 1}, the solution y(x) = [ξ(x); η(x)] to the linear system A∗x = G(y) is given by η(x) = −v,
ξ(x) = A∗w, so that both components of y(x) are of Frobenius norm ≤ 1 (recall that spectral norm of
A is ≤ 1), and therefore y(x) ∈ Y . Besides this,

Ay(x = [v;w]) + a = [ξ(x);Aη(x) + b] = [A∗w; b−Av] = Φ(v,w).

We conclude that when x = [v;w] ∈ X, the just defined y(x) meets all requirements from (7), and thus
the data F,A, a, y(·), G(·), Y given by (44) indeed represent the monotone operator Φ on X.

The dual operator Ψ given by the data F,A, a, y(·), G(·), Y is

Ψ(

y︷︸︸︷
[ξ; η]) = A∗x(y)−G(y) = [v(y) + η;A∗w(y) − ξ],

v(y) ∈ Argmin
‖v‖nuc≤1

〈v, ξ〉, w(y) ∈ Argmin
‖w‖≤1

〈w,Aη + b〉.
(45)

Proximal setup. We use the Euclidean proximal setup for Y , i.e., we equip the space F embedding
Y with the Frobenius norm and take, as the d.-g.f. for Y , the function

ω(ξ, η) = 1

2

[
‖ξ‖2Fro + ‖η‖2Fro

]
: F := Rpv×qv ×Rpv×qv → R,

resulting in Ω[Y ] =
√
2. Furthermore, from (45) and the fact that the spectral norm of A is bounded

by 1 it follows that the monotone operator Θ(y) = −Ψ(y) : Y → F satisfies (19) with M = 2
√
2 and

(25) with L = 0 and M = 4
√
2.

Remark. Theorem 1 combines with Corollary 1 to imply that when converting an accuracy certificate
CN for the dual v.i. VI(−Ψ, Y ) into a feasible solution x̂N to the primal v.i. VI(Φ,X), we ensure that

ǫsad(x̂
N |f, V,W ) ≤ Res(CN |Y (X)) ≤ Res(CN |Y ), (46)

with f, V,W given by (43). In other words, in the representation x̂N = [v̂N ; ŵN ], v̂N is a feasible
solution to problem (42) (which is the primal problem associated with (43)), and ŵN is a feasible
solution to the problem

Opt(D) = max
w∈W

min
v∈V

〈w,Av − b〉 = max
w∈W

{
f(w) := −‖A∗w‖2,2 − 〈b, w〉

}
,

(which is the dual problem associated with (43)) with the sum of non-optimalities, in terms of respective
objectives, ≤ Res(CN |Y ). Computing f(ŵ) (which, together with computing f(v̂), takes a single call

to LMO for X), we get a lower bound on Opt(P ) = Opt(D) which certifies that f(v̂) − Opt(P ) ≤
Res(CN |Y ).
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6.2 Numerical illustration

Here we report on some numerical experiments with problem (42). In these experiments, we used
pb = qb =: m, pv = qv =: n, with n = 2m, and the mapping A given by

Av =
k∑

i=1

ℓivr
T
i , (47)

with generated at random m× n factors ℓi, ri scaled to get ‖A‖∗ ≈ 1. In all our experiments, we used
k = 2. Matrix b in (42) was built as follows: we generated at random n× n matrix v̄ with ‖v̄‖nuc less
than (and close to) 1 and Rank(v̄) ≈ √

n, and took b = Av̄+ δ, with randomly generated m×m matrix
δ of spectral norm about 0.01.

6.2.1 Experiments with the MD-based scheme

Implementing the MD-based scheme. In the first series of experiments, the dual v.i. VI(−Ψ, Y )
is solved by the MD algorithm with N = 512 steps for all but the largest instance, where N = 257 is
used. The MD is applied to the stationary sequence Ht ≡ −Ψ, t = 1, 2, ..., of vector fields. The stepsizes
γt are proportional, with coefficient of order of 1, to those given by (20.b) with ‖ · ‖ ≡ ‖ · ‖∗ = ‖ · ‖Fro
and Ω[Y ] =

√
2 4; the coefficient was tuned empirically in pilot runs on small instances and is never

changed afterwards. We also use two straightforward “tricks”:

• Instead of considering one accuracy certificate, CN = {yt, λNt = 1/N, −Ψ(yt)}Nt=1, we build a
“bunch” of certificates

Cν
µ =

{
yt, λt =

1

ν − µ+ 1
, −Ψ(yt)

}ν

t=µ

,

where µ runs through a grid in {1, ..., N} (in this implementation, a 16-element equidistant grid),
and ν ∈ {µ, µ + 1, ..., N} runs through another equidistant grid (e.g., for the largest problem
instance, the grid {1, 9, 17, ..., 257}). We compute the resolutions of these certificates and identify
the best (with the smallest resolution) certificate obtained so far. Every 8 steps, the best certificate
is used to compute the current approximate solution to (43) along with the saddle point inaccuracy
of this solution.

• When applying MD to problem (43), the “dual iterates” yt = [ξt; ηt] and the “primal iterates”
xt := x(yt) = [vt;wt] are pairs of matrices, with n × n matrices ξt, ηt, vt and m×m matrices wt

(recall that we are in the case of pv = qv = n, pb = qb = m). It is easily seen that with A given by
(47), the matrices ξt, ηt, vt are linear combinations of rank 1 matrices αiβ

T
i , 1 ≤ i ≤ (k+1)t, and

wt are linear combinations of rank 1 matrices δiǫ
T
i , 1 ≤ i ≤ t, with on-line computable vectors

αi, βi, δi, ǫi. Every step of MD adds k+1 new α- and k+1 new β-vectors, and a pair of new δ- and
ǫ-vectors. Our matrix iterates were represented by the vectors of coefficients in the above rank 1
decompositions (let us call this representation incremental), so that the computations performed
at a step of MD, including computing the leading singular vectors by straightforward power
iterations, are as if the standard representations of matrices were used, but all these matrices
were of the size (at most) n× [(k + 1)N ], and not n× n and m×m, as they actually are. In our
experiments, for k = 2 and N ≤ 512, this incremental representation of iterates yields meaningful
computational savings (e.g., by factor of 6 for n = 8192) as compared to the plain representation
of iterates by 2D arrays.

4As we have already mentioned, with our proximal setup, the ω-size of Y is ≤
√
2, and (19) is satisfied with M = 2

√
2.
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Typical results of our preliminary experiments are presented in Table 1. There Ct stands for the
best certificate found in course of t steps, and Gap(Ct) denotes the saddle point inaccuracy of the
solution to (43) induced by this certificate (so that Gap(Ct) is a valid upper bound on the inaccuracy,
in terms of the objective, to which the problem of interest (42) was solved in course of t steps). The
comments are as follows:

1. The results clearly demonstrate “nearly linear”, and not quadratic, growth of running time with
m,n; this is due to the incremental representation of iterates.

2. When evaluating the “convergence patterns” presented in the table, one should keep in mind that
we are dealing with a method with slow O(1/

√
N) convergence rate, and from this perspective,

50-fold reduction in resolution in 512 steps is not that bad.

3. A natural alternative to the proposed approach would be to solve the saddle point problem (43)
“as it is,” by applying to the associated primal v.i. (where the domain is the product of two
nuclear norm balls and the operator is Lipschitz continuous and even skew symmetric) a proximal
type saddle point algorithm and computing the required prox-mappings via full singular value
decompositions. The state-of-the-art MP algorithm when applied to this problem exhibits O(1/N)
convergence rate;5 yet, every step of this method would require 2 SVD’s of n × n, and 2 SVD’s
of m ×m matrices. As applied to the primal v.i., MD exhibits O(1/

√
N) convergence rate, but

the steps are cheaper – we need one SVD of n × n, and one SVD of an m ×m matrix, and we
are unaware of a proximal type algorithm for the primal v.i. with cheaper iterations. For the
sizes m,n, k we are interested in, the computational effort required by the outlined SVD’s is, for
all practical purposes, the same as the overall effort per step. Taking into account the actual
SVD cpu times on the platform used in our experiments, the overall running times presented in
Table 1, i.e., times required by 512 steps of MD as applied to the dual v.i., allow for the following
iteration counts N for MP as applied to the primal v.i.:

n 1024 2048 4096 8192

N 406 72 17 4

and for twice larger iteration counts for MD. From our experience, for n = 1024 (and perhaps
for n = 2048 as well), MP algorithm as applied to the primal v.i. would yield solutions of better
quality than those obtained with our approach. It, however, would hardly be the case, for both
MP and MD, when n = 4096, and definitely would not be the case for n = 8192. Finally, with
n = 16384, CPU time used by the 257-step MD as applied to the dual v.i. is hardly enough to
complete just one iteration of MD as applied to the primal v.i. We believe these data demonstrate
that the approach developed in this paper has certain practical potential.

6.2.2 Experiments with the MP-based scheme

In this section we briefly report on the results obtained with the modified MP-based scheme presented
in section 5. Same as above, we use the test problems and representation (44) of the monotone operator
of interest (with the only difference that now Y = F ), and the Euclidean proximal setup. Using the

5For the primal v.i., (25) holds true for some L > 0 and M = 0. Moreover, with properly selected proximal setup for
(42) the complexity bound (27) becomes Res(CN |Y ) ≤ O(1)

√

ln(n) ln(m)/N .
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Iteration count t
1 65 129 193 257 321 385 449 512

Res(Ct|Y ) 1.5402 0.1535 0.0886 0.0621 0.0487 0.0389 0.03288 0.0293 0.0278
n = 1024 Res(C1|Y )/Res(Ct|Y ) 1.00 10.04 17.38 24.79 31.61 39.61 46.84 52.64 55.41
m = 512 Gap(Ct) 0.1269 0.0239 0.0145 0.0103 0.0075 0.0063 0.0042 0.0040 0.0040
k = 2 Gap(Ct)/Gap(Ct) 1.00 5.31 8.78 12.38 17.03 20.20 29.98 31.41 31.66

cpu, sec 0.2 9.5 27.6 69.1 112.6 218.1 326.2 432.6 536.4

Res(Ct|Y ) 1.4809 0.1559 0.0842 0.0607 0.0471 0.0391 0.0337 0.0306 0.0285
n = 2048 Res(C1|Y )/Res(Ct|Y ) 1.00 9.50 17.59 24.38 31.43 37.88 43.89 48.36 51.96
m = 1024 Gap(Ct) 0.1329 0.0196 0.0119 0.0075 0.0053 0.0041 0.0036 0.0034 0.0027
k = 2 Gap(Ct)/Gap(Ct) 1.00 6.79 11.21 17.81 25.09 32.29 37.23 38.70 50.06

cpu, sec 0.7 38.0 101.1 206.3 314.1 508.9 699.0 884.9 1070.0

Res(Ct|Y ) 1.4845 0.1476 0.0891 0.0605 0.0491 0.0395 0.0329 0.0292 0.0275
n = 4096 Res(C1|Y )/Res(Ct|Y ) 1.00 10.06 16.66 24.53 30.25 37.60 45.17 50.85 53.95
m = 2048 Gap(Ct) 0.1239 0.0222 0.0139 0.0108 0.0086 0.0041 0.0037 0.0035 0.0035
k = 2 Gap(Ct)/Gap(Ct) 1.00 5.57 8.93 11.48 14.40 30.48 33.14 35.76 35.77

cpu, sec 2.2 103.5 257.6 496.9 742.5 1147.8 1564.4 1981.4 2401.0

Res(Ct|Y ) 1.4778 0.1391 0.0888 0.0590 0.0469 0.0386 0.0324 0.0289 0.0270
n = 8192 Res(C1|Y )/Res(Ct|Y ) 1.00 10.63 16.64 25.06 31.53 38.29 45.68 51.10 54.76
m = 4096 Gap(Ct) 0.1193 0.0232 0.0134 0.0108 0.0054 0.0040 0.0035 0.0034 0.0034
k = 2 Gap(Ct)/Gap(Ct) 1.00 5.14 8.90 11.08 22.00 29.83 33.93 34.85 35.14

cpu, sec 6.5 289.9 683.8 1238.1 1816.0 2724.5 3648.3 4572.2 5490.8

Res(Ct) 1.4566 0.1154 0.0767 0.0556 0.0447
n = 16384 Res(C1|Y )/Res(Ct|Y ) 1.00 12.62 19.00 26.22 32.60
m = 8192 Gap(Ct) 0.11959 0.02136 0.01460 0.01011 0.00853
k = 2 Gap(Ct)/Gap(Ct) 1.00 5.60 8.19 11.82 14.01

cpu, sec 21.7 920.4 2050.2 3492.4 4902.2

Table 1: MD on problem (42). Platform: 3.40 GHz i7-3770 desktop with 16 GB RAM, 64 bit Windows
7 OS.
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Euclidean setup on Y = F makes prox-mappings and functions fy(·), defined in (34), extremely simple:

Prox[ξ;η]([dξ; dη]) = [ξ − dξ; η − dη] [ξ, dξ, η, dη ∈ Rpv×qv ]

fy(x) = 1
2〈y − γ[Gy −A∗x], y − γ[Gy −A∗x]〉+ γ〈a, x〉

= 1
2

[
‖ξ + γη + γA∗w‖2Fro + ‖η − γξ + γv‖2Fro

]
+ γ〈b, w〉Fro

y = [ξ; η], x = [v;w].

When choosing ‖ · ‖E to be the Frobenius norm,

‖ [v;w]︸ ︷︷ ︸
x

‖E = ‖x‖E,∗ =
√

‖v‖2Fro + ‖w‖2Fro.

and taking into account that the spectral norm of A is ≤ 1, it is immediately seen that the quantities
L, γ, L introduced in section 5.2, can be set to 1, and what was called RE(X) in section 5.2.3, can
be set to

√
2. As a result, by the complexity analysis of section 5.2.3, in order to find an ǫ-solution to

the problem of interest, we need O(1)ǫ−1 iterations of the recurrence (32), with O(1)ǫ−1 CGA steps
of minimizing fyt(·) over X per iteration, that is, the total of at most O(1)ǫ−2 calls to the LMO for
X = V ×W . In fact, in our implementation ǫ is not fixed in advance; instead, we fix the total number
N = 256 of calls to LMO, and terminate CGA at iteration t of the recurrence (32) when either a
solution xt ∈ x with δt ≤ 0.1/t is achieved, or the number of CGA steps reaches a prescribed limit (set
to 32 in the experiment to be reported).

Same as in the first series of experiments, “incremental” representation of matrix iterates is used in
the experiments with the MP-based scheme. In these experiments we also use a special post-processing
of the solution we explain next.

Post-processing. Recall that in the situation in question the step #i of the CGA at iteration #t
of the MP-based recurrence produces a pair [vt,i;wt,i] of rank 1 of n × n and m ×m matrices of unit
spectral norm – the minimizers of the linear form 〈∇fyt(xt,i), x〉 over x ∈ X; here xt,i is i-th step of
CGA minimization of fyt(·) over X. As a result, upon termination, we have at our disposal N = 256
pairs of rank one matrices [vj ;wj ], 1 ≤ j ≤ N , known to belong to X. Note that the approximate
solution x̂, as defined in section 5.2.2, is a certain convex combination of these matrices. A natural way
to get a better solution is to solve the optimization problem

Opt = min
λ,v

{
f(λ) = ‖Av − b‖2,2 : v =

∑N

j=1
λjvj,

∑N

j=1
|λj | ≤ 1

}
. (48)

Indeed, note that the v-components of feasible solutions to this problem are of nuclear norm ≤ 1, i.e.,
are feasible solutions to the problem of interest (42), and that in terms of the objective of (42), the
v-component of an optimal solution to (48) can be only better than the v-component of x̂. On the
other hand, (48) is a low-dimensional convex optimization problem on a simple domain, and the first
order information on f can be obtained, at a relatively low cost, by Power Method, so that (48) is
well suited for solving by proximal first order algorithms, e.g., the Bundle Level algorithm [18] we use
in our experiments.

Numerical illustration. Here we present just one (in fact, quite representative) numerical example.
In this example n = 4096 and m = 2048 (i.e., in (42) the variable matrix u is of size 4096 × 4096, and
the data matrix b is of size 2048 × 2048); the mapping A is given by (47) with k = 2. The data are
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generated in the same way as in the experiments described in section 6.2.1 except for the fact that we
used b = Aū to ensure zero optimal value in (42). As a result, the value of the objective of (42) at an
approximate solution coincides with the inaccuracy of this solution in terms of the objective of (42). In
the experiment we report on here, the objective of (42) evaluated at the initial – zero – solution, i.e.,
‖b‖2,2, is equal to 0.751. After the total of 256 calls to the LMO for X (just 11 steps of recurrence (32))
and post-processing which took 24% of the overall CPU time, the value of the objective is reduced to
0.013 – by factor 57.3. For comparison, when processing the same instance by the basic MD scheme,
augmented by the just outlined post-processing, after 256 MD iterations (i.e., after the same as above
256 calls to the LMO), the value of the objective at the resulting feasible solution to (42) was 0.071,
meaning the progress in accuracy by factor 10.6 (5 times worse than the progress in accuracy for the
MP-based scheme). Keeping the instance intact and increasing the number of MD iterations in the
basic scheme from 256 to 512, the objective at the approximate solution yielded by the post-processing
reduces from 0.071 to 0.047, which still is 3.6 times worse than that achieved with the MP-based scheme
after 256 calls to LMO.
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A Proofs

A.1 Proof of Theorems 1 and 2

We start with proving Theorem 2. In the notation of the theorem, we have

∀x ∈ X : Φ(x) = Ay(x) + a,
(a) : y(x) ∈ Y,
(b) : 〈y(x)− y,A∗x−G(y(x))〉 ≥ 0∀y ∈ Y.

(49)

For x̄ ∈ X, let ȳ = y(x̄), and let ŷ =
∑

t λtyt, so that ȳ, ŷ ∈ Y by (49.a). Since G is monotone, for all
t ∈ {1, ..., N} we have

〈ȳ − yt, G(ȳ)−G(yt)〉 ≥ 0
⇒ 〈ȳ, G(ȳ)〉 ≥ 〈yt, G(ȳ)〉+ 〈ȳ, G(yt)〉 − 〈yt, G(yt)〉 ∀t
⇒ 〈ȳ, G(ȳ)〉 ≥ ∑

t λt [〈yt, G(ȳ)〉+ 〈ȳ, G(yt)〉 − 〈yt, G(yt)〉]
[since λt ≥ 0 and

∑
t λt = 1],

and we conclude that

〈ȳ, G(ȳ)〉 − 〈ŷ, G(ȳ)〉 ≥
N∑

t=1

λt [〈ȳ, G(yt)〉 − 〈yt, G(yt)〉] . (50)

We now have

〈Φ(x̄), x̄−∑
t λtxt〉

= 〈Aȳ + a, x̄−∑
t λtxt〉 = 〈ȳ, A∗x̄−∑

t λtA
∗xt〉+ 〈a, x̄−∑

t λtxt〉
= 〈ȳ, A∗x̄−G(ȳ)〉+ 〈ȳ, G(ȳ)−∑

t λtA
∗xt〉+ 〈a, x̄−∑

t λtxt〉
≥ 〈ŷ, A∗x̄−G(ȳ)〉+ 〈ȳ, G(ȳ)−∑

t λtA
∗xt〉+ 〈a, x̄−∑

t λtxt〉
[by (49.b) with y = ŷ and due to ȳ = y(x̄)]

= 〈ŷ, A∗x̄〉+ [〈G(ȳ), ȳ〉 − 〈G(ȳ), ŷ〉]− 〈ȳ,∑t λtA
∗xt〉+ 〈a, x̄−∑

t λtxt〉
≥ 〈ŷ, A∗x̄〉+∑

t λt [〈ȳ, G(yt)〉 − 〈yt, G(yt)〉]− 〈ȳ,∑t λtA
∗xt〉+ 〈a, x̄−∑

t λtxt〉 [by (50)]
=

∑
t λt〈yt, A∗x̄〉+∑

t λt [〈ȳ, G(yt)〉 − 〈yt, G(yt)〉 − 〈ȳ, A∗xt〉+ 〈a, x̄− xt〉]
[since ŷ =

∑
t λtyt and

∑
t λt = 1]

=
∑

t λt [〈Ayt, x̄− xt〉+ 〈Ayt, xt〉+ 〈ȳ, G(yt)〉 − 〈yt, G(yt)〉 − 〈ȳ, A∗xt〉+ 〈a, x̄− xt〉]
=

∑
t λt [〈yt, A∗xt〉+ 〈ȳ, G(yt)〉 − 〈yt, G(yt)〉 − 〈ȳ, A∗xt〉] +

∑
t λt〈Ayt + a, x̄− xt〉

=
∑

tλt〈A∗xt −G(yt), yt − ȳ〉+∑
tλt〈Ayt + a, x̄− xt〉 ≥ −ǫ+∑

tλt〈Ayt + a, x̄− xt〉
[by (14) due to ȳ = y(x̄) ∈ Y (X)].

The bottom line is that

〈Φ(x̄), x̂− x̄〉 ≤ ǫ+
∑N

t=1
λt〈Ayt + a, xt − x̄〉 ∀x̄ ∈ X,

as stated in (15). Theorem 2 is proved.
To prove Theorem 1, let yt ∈ Y , 1 ≤ t ≤ N , and λ1, ..., λN be from the premise of the theorem, and

let xt, 1 ≤ t ≤ N , be specified as xt = x(yt), so that xt is the minimizer of the linear form 〈Ayt + a, x〉
over x ∈ X. Due to the latter choice, we have

∑N
t=1 λt〈Ayt + a, xt − x̄〉 ≤ 0 for all x̄ ∈ X, while ǫ

as defined by (14) is nothing but Res({yt, λt,−Ψ(xt)}Nt=1|Y (X)). Thus, (15) in the case in question
implies that

∀x̄ ∈ X : 〈Φ(x̄),
∑N

t=1
λtxt − x̄〉 ≤ Res({yt, λt,−Ψ(xt)}Nt=1|Y (X)),

and (12) follows. Relation (13) is an immediate corollary of (12) and Lemma 2 as applied to X in the
role of Y , Φ in the role of H, and {xt, λt,Φ(xt)}Nt=1 in the role of CN . �
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A.2 Proof of Proposition 1

Observe that the optimality conditions in the optimization problem specifying v = Proxy(ζ) imply that

〈ξ − ω′(y) + ω′(v), z − v〉 ≥ 0, ∀z ∈ Y,

or
〈ξ, v − z〉 ≤ 〈ω′(v)− ω′(y), z − v〉 = 〈V ′

y(v), z − v〉, ∀z ∈ Y,
which, using a remarkable identity [4]

〈V ′
y(v), z − v〉 = Vy(z)− Vv(z)− Vy(v),

can be rewritten equivalently as

v = Proxy(ζ) ⇒ 〈ζ, v − z〉 ≤ Vy(z)− Vv(z)− Vy(v) ∀z ∈ Y. (51)

Setting y = yt, ξ = γtHt(yt), which results in v = yt+1, we get

∀z ∈ Y : γt〈Ht(yt), yt+1 − z〉 ≤ Vyt(z)− Vyt+1
(z)− Vyt(yt+1),

whence,

∀z ∈ Y : γt〈Ht(yt), yt − z〉 ≤ Vyt(z)− Vyt+1
(z) + [γt〈Ht(yt), yt − yt+1〉 − Vyt(yt+1)]︸ ︷︷ ︸

≤γt‖Ht(yt)‖∗‖yt−yt+1‖−
1

2
‖yt−yt+1‖2

≤ Vyt(z)− Vyt+1
(z) + 1

2
γ2t ‖Ht(yt)‖2∗.

Summing up these inequalities over t = 1, ..., N and taking into account that for z ∈ Y ′, we have
Vy1(z) ≤ 1

2
Ω2[Y ′] and that VyN+1

(z) ≥ 0, we get (18). �

A.3 Proof of Proposition 2

Applying (51) to y = yt, ξ = γtHt(zt), which results in v = yt+1, we get

∀z ∈ Y : γt〈Ht(zt), yt+1 − z〉 ≤ Vyt(z) − Vyt+1
(z) − Vyt(yt+1),

whence, by the definition (22) of dt,

∀z ∈ Y : γt〈Ht(zt), zt − z〉 ≤ Vyt(z)− Vyt+1
(z) + dt. (52)

Summing up the resulting inequalities over t = 1, ..., N and taking into account that Vy1(z) ≤ 1

2
Ω2[Y ′]

for all z ∈ Y ′ and VyN+1
(z) ≥ 0, we get

∀z ∈ Y ′ :

n∑

t=1

λNt 〈Ht(zt), zt − z〉 ≤
1

2
Ω2[Y ′] +

∑N
t=1 dt∑N

t=1 γt
.

The right hand side in the latter inequality is independent of z ∈ Y ′. Taking supremum of the left hand
side over z ∈ Y ′, we arrive at (23).

Moreover, invoking (51) with y = yt, ξ = γtHt(yt) and specifying z as yt+1, we get

γt〈Ht(yt), zt − yt+1〉 ≤ Vyt(yt+1)− Vzt(yt+1)− Vyt(zt),
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whence

dt = γt〈Ht(zt), zt − yt+1〉 − Vyt(yt+1) ≤ γt〈Ht(yt), zt − yt+1〉+ γt〈Ht(zt)−Ht(yt), zt − yt+1〉
−Vyt(yt+1)

≤ −Vzt(yt+1)− Vyt(zt) + γt〈Ht(zt)−Ht(yt), zt − yt+1〉
≤ γt‖Ht(zt)−Ht(yt)‖∗‖zt − yt+1‖ − 1

2
‖zt − yt+1‖2 − 1

2
‖yt − zt‖2

≤ 1

2

[
γ2t ‖Ht(zt)−Ht(yt)‖2∗ − ‖yt − zt‖2

]
,

(53)

as required in (24). �

A.4 Proof of Lemma 3

10. We start with the following standard fact:

Lemma 4. Let Y be a nonempty closed convex set in Euclidean space F , ‖ · ‖ be a norm on F , and
ω(·) be a continuously differentiable function on Y which is strongly convex, modulus 1, w.r.t. ‖ · ‖.
Given b ∈ F and y ∈ Y , let us set

gy(ξ) = max
z∈Y

[〈z, ω′(y)− ξ〉 − ω(z)] : F → R,

zy(ξ) = argmax
z∈Y

[〈z, ω′(y)− ξ〉 − ω(z)] .

The function gy is convex with Lipschitz continuous gradient ∇gy(ξ) = −zy(ξ):
‖∇gy(ξ)−∇gy(ξ′)‖ ≤ ‖ξ − ξ′‖∗ ∀ξ, ξ′, (54)

where ‖ · ‖∗ is the norm conjugate to ‖ · ‖.
Indeed, since ω is strongly convex and continuously differentiable on Y , zy(·) is well defined, and

from optimality conditions it holds

〈ω′(zy(ξ)) + ξ − ω′(y), zy(ξ)− z〉 ≤ 0 ∀z ∈ Y. (55)

Consequently, gy(·) is well defined; this function clearly is convex, and the vector −zy(ξ) clearly is a
subgradient of gy at ξ. If now ξ′, ξ′′ ∈ F , then, setting z′ = zy(ξ

′), z′′ = zy(ξ
′′) and invoking (55), we

get
〈ω′(z′) + ξ′ − ω′(y), z′ − z′′〉 ≤ 0, 〈ω′(z′′) + ξ′′ − ω′(y), z′′ − z′〉 ≤ 0

whence, summing the inequalities up,

〈ξ′ − ξ′′, z′ − z′′〉 ≤ 〈ω′(z′)− ω′(z′′), z′′ − z′〉 ≤ −‖z′ − z′′‖2,
implying that ‖z′ − z′′‖ ≤ ‖ξ′ − ξ′′‖∗. Thus, a subgradient field −zy(·) of gy(·) is Lipschitz continuous
with constant 1 from ‖ · ‖∗ into ‖ · ‖, whence gy is continuously differentiable and (54) takes place. �

20. To derive Lemma 3 from Lemma 4, set in the latter Lemma Y = F and note that fy(x) is
obtained from gy(·) by affine substitution of variables and adding linear form:

fy(x) = gy(γ[Gy −A∗x]) + γ〈a, x〉.
whence ∇fy(x) = −γA∇gy(γ[Gy −A∗x]) + γa = γAzy(γ[Gy −A∗x]) + γa, as required in (36), and

‖∇fy(x′)−∇fy(x′′)‖E,∗ = γ‖A[zy(Gy −A∗x′)− zy(Gy −A∗x′′)]‖E,∗

≤ (γL)‖∇gy(γ[Gy −A∗x′])−∇gy(γ[Gy −A∗x′′])‖
≤ (γL)‖γ[Gy −A∗x′]− γ[Gy −A∗x′′]‖∗ ≤ (γL)2‖x′ − x′′‖E

(we have used (54) and equivalences in (35)), as required in (37). �
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A.5 Review of Conditional Gradient Algorithm

The required description of CGA and its complexity analysis are as follows.
As applied to minimizing a smooth – with Lipschitz continuous gradient

‖∇f(u)−∇f(u′)‖E,∗ ≤ L‖u− u′‖E , ∀u, u′ ∈ X,

convex function f over a convex compact set X ⊂ E, the generic CGA is the recurrence of the form

u1 ∈ X
us+1 ∈ X satisfies f(us+1) ≤ f(us + γs[u

+
s − us]), s = 1, 2, ...

γs =
2

s+1 , u
+
s ∈ Argmin u∈X〈f ′(us), u〉.

The standard results on this recurrence (see, e.g., proof of Theorem 1 in [12]) state that if f∗ = minX f ,
then

(a) ǫt+1 := f(ut+1)− f∗ ≤ ǫt − γtδt + 2LR2γ2t , t = 1, 2, ...
δt := maxu∈X〈∇f(ut), ut − u〉;

(b) ǫt ≤ 2LR2

t+1 , t = 2, 3, ...

(56)

where R is the smallest of the radii of ‖ · ‖E-balls containing X. From (56.a) it follows that

γτδτ ≤ ǫτ − ǫτ+1 + 2LR2γ2τ , τ = 1, 2, ...;

summing up these inequalities over τ = t, t+ 1, ..., 2t, where t > 1, we get

[
min
τ≤2t

δτ

] 2t∑

τ=t

γτ ≤ ǫt + 2LR2
2t∑

τ=t

γ2τ ,

which combines with (56.b) to imply that

min
τ≤2t

δτ ≤ O(1)LR2
1
t +

∑2t
τ=t

1
τ2∑2t

τ=t
1
τ

≤ O(1)
LR2

t
.

It follows that given ǫ < LR2, it takes at most O(1)LR
2

ǫ steps of CGA to generate a point uǫ ∈ X with
maxu∈X〈∇f(uǫ), uǫ − u〉 ≤ ǫ.
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