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Abstract

Factor analysis, a classical multivariate statistical technique is popularly used as a funda-
mental tool for dimensionality reduction in statistics, econometrics and data science. Estimation
is often carried out via the Maximum Likelihood (ML) principle, which seeks to maximize the
likelihood under the assumption that the positive definite covariance matrix can be decomposed
as the sum of a low rank positive semidefinite matrix and a diagonal matrix with nonnegative
entries. This leads to a challenging rank constrained nonconvex optimization problem. We
reformulate the low rank ML Factor Analysis problem as a nonlinear nonsmooth semidefinite
optimization problem, study various structural properties of this reformulation and propose fast
and scalable algorithms based on difference of convex (DC) optimization. Our approach has
computational guarantees, gracefully scales to large problems, is applicable to situations where
the sample covariance matrix is rank deficient and adapts to variants of the ML problem with
additional constraints on the problem parameters. Our numerical experiments demonstrate the
significant usefulness of our approach over existing state-of-the-art approaches.

1 Introduction

Factor Analysis (FA) [2, 6], 24], arguably a fundamental dimensionality reduction technique
for multivariate data has been around for more than a hundred years. FA is popularly used
to understand the correlation structure among a collection of observed variables in terms of a
smaller number of common factors. In a typical FA model, we assume that the (mean centered)
observed random vector x € RP*! may be expressed in the form: x = Lf 4 u, where, L :=
((£;7)) € RPX" is a matrix of factor loadings, f € R7*! is a random vector of scores and u € RP**
is a vector of uncorrelated variables. We assume that f and u are uncorrelated, have zero means
and without loss of generality we set Cov(f) = I,—this leads to the following decomposition:

Cov(x) =X =LL" + ¥, (1)

where, Cov(u) := ¥ = diag(¢1,...,1,). Decomposition suggests that the population co-
variance matrix ¥ := ((0;)), can be written as the sum of a low rank positive semidefinite
(PSD) matrix and a diagonal matrix ¥ with nonnegative entries. In particular, this implies
that Var(z;) can be decomposed in two parts Var(z;) = 02 = > ,_, {2, + 1;, where, >, (%
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represents the variance of x; which is shared with other variables via common factors (commu-
nality) and v; represents the variance of z; not shared with other variables (specific or unique

variance).
One of the most popular FA estimation methods is the Maximum Likelihood (ML) procedure
[2412,[6]. Given n multivariate samples x;,7 = 1,...,n, which are assumed to be mean-centered,

the task is to minimize the negative log-likelihood with respect to 3 that is of the form .
This leads to the following optimization problem:

minimize L£(X):= —logdet(Z 1) 4 tr(X!S)
st X =0+ LLT (2)
¥ = diag(i1,...,1p) = €l

where, S = %Z?:l x;x; is the sample covariance matrix; ¥ € RP*P L € RP*" and X are the
optimization variables; the notation A > B means that A — B is PSD; and tr(-) is the usual
trace operator. Here, € is a small positive constant, specified a-priori to ensure that Problem
is bounded belowﬂ We note that Problem can be rewritten in terms of a new variable
© = LL’ € ®*P and placing a rank constraint on ® as: rank(®) < r — hence, in what follows,
we will often refer to Problem as a rank constrained optimization problem.

Observe that Problem is nonconvex in X since (a) the objective function £(X) is not
convex [10] in X and (b) the equality constraint ¥ = ¥ + LL" is nonconvex.

Related work: FA has a long tradition that dates back to more than a hundred years [33].
We present here a selective overview that is relevant for this work—important contributions
in FA have been nicely documented in [24] 2], [6] [4]. Despite being a problem of fundamental
importance in statistical estimation, not much is known about its computational properties.
Unfortunately, popular off-the-shelf implementations for ML factor analysis (as available in
Matlab and R that are in routine use) are quite unstablﬂ — they are based on rather ad-hoc
computational algorithms and lead to negative variance estimates which are problematic from
a statistical inferential viewpoint. This is perhaps not surprising, given that the basic problem
underlying ML factor analysis is a difficult (nonconvex) optimization problem and there has
been limited work in developing mathematical optimization based algorithms for this problem.
It is also difficult to generalize existing algorithms in the presence of additional constraints,
depending upon the problem/application context. [2I], 2] present a nice overview of classical
algorithms used for ML factor analysis. Some modern computational approaches for ML factor
analysis are based on the seminal contribution of [I7]. This approach requires S to be of full rank
and one needs to assume that L has exactly rank r. It applies a (rather ad-hoc) gradient descent
like algorithm w.r.t ¥. Recently [28] provide necessary and sufficient conditions for existence of
a solution of Problem (|2|) with e = 0, however, they do not provide any computational algorithm
for solving Problem Another popular approach for ML factor analysis is based on the EM
algorithm[30, [8]. Publicly available implementations of the EM-type methods apply to the case
where, n is smaller than p and hence S is not full rank.

Not all methods in FA are based on the ML framework. In other approaches, one seeks to
estimate a matrix 3 of the form ¥ = ¥ +LL", which is close to the sample covariance matrix S
in terms of some metric (for e.g., the Frobenius norm: ||S — X||r). Some popular methods in the
literature are minimum residual FA, principal axis, principal component method, minimum trace
FA, among others —see [32] [6], [7] for more description on these approaches. Fairly recently [7]

'Indeed, ¥ = I implies that X = eI > 0. Thus, —logdet(X~") > plog(e) and tr (£~ 'S) > 0 which shows
that Problem [2| is bounded below. Note that Problem with ¢ = 0 need not have a finite solution, i.e., the ML
solution need not exist. Note that if one of the 1; — +o0c then £(3) — oo, a similar argument applies if LL’ becomes
unbounded. Thus the infimum of Problem is attained whenever ¢ > 0.

2We have observed this in our experiments and this is also reported in our section on numerical experiments.



proposed integer optimization based methods for the problem of minimizing ||S — 2||%, where,
X is of the form with an additional restriction of S — X = 0. [31] study the noiseless
decomposition for the FA problem, using nuclear norm relaxations of the rank constraint on
® := LL'. The aforementioned line of work is different from the ML criterion in FA as the
data-fidelity measure is different. In this paper, our focus is on the computational properties of
the ML problem .

Contributions: The main contributions of this paper can be summarized as follows:

1. We propose a new computational framework for the task of (Gaussian) Maximum Like-
lihood estimation in Factor Analysis — a problem central to classical and modern multi-
variate statistical learning. The associated optimization problem is challenging: it is given
by the minimization of a nonconvex function subject to a rank constraint and additional
semidefinite constraints. We reformulate the problem as the minimization of a nonsmooth
nonconvex function of eigenvalues of a positive semidefinite matrix, subject to (simple)
polyhedral constraints.

2. Using (convexity) properties of spectral functions, we show that the objective function can
be expressed as a difference of convex functions; and is hence amenable to computational
techniques in difference of convex optimization (see for example [16]). The computational
bottleneck of our algorithm is a low rank singular value decomposition (SVD) of a p x p
matrix that needs to be performed for every iteration — exploiting problem structure, we
show that this can be computed with cost O(min{n,p}? max{n,p}). An important ad-
vantage of our proposal, when compared to many other commonly used, publicly available
implementations; is that it applies to the case where the sample covariance matrix is rank
deficient.

3. We explore computational guarantees of our proposed algorithm in terms of reaching a first
order stationary point. We demonstrate that on a series of numerical examples (including
both real and synthetic datasets), our method significantly outperforms commonly used
approaches for ML factor analysis (in terms of superior numerical stability, smaller com-
putation times and obtaining solutions with better objective values). To our knowledge,
our proposal is one of the most scalable computational mathematical optimization-based
approaches for factor analysis. Our approach also generalizes to instances of ML factor
analysis where, ¥ is not necessarily diagonal.

Notation: For a real symmetric matrix A,x,, we will denote by A(A), the vector of real
eigenvalues of A, i.e., (A (A), A2(A),...,  \p(A)) with A;(A) > A;11(A) for all i. For a real
postive semidefinite (PSD) matrix A we use Az to denote its symmetric square root. If A is
invertible and PSD, then we use A~% to denote the square root of A~!. The matrix I denotes
the identity matrix (with dimension determined from the context, unless otherwise mentioned).
For a vector a, we use the notation a > 0 to denote component-wise inequality; for a matrix
A, we use the notation A = 0 (or > 0) to denote that the matrix A is positive semidefinite
(respectively, positive definite). We will assume all diagonals of S are strictly greater than zero.
For a non-negative integer m we denote 1,...,m by [m].

2 Methodology

We state a simple result (the proof of which is omitted) regarding the eigenvalues of the product
of two matrices — a property that is used throughout the paper.

Proposition 1. For any two symmetric matrices Ay, and Bpy,, we have A (AB) = A(BA).

A simple corollary of the above that is used widely in the paper is:



Corollary 1. For any PSD matriz ®, we have:
1 1 1 1
)\<<I’2S‘I>2>zA(S@):)\(@S)z)\(S%I)S?) (3)

2.1 Reformulations

In this section we present a reformulation of the low rank optimization Problem (2) to one
that does not involve any (combinatorial) rank constraint: Proposition [2| reformulates Prob-
lem as an optimization problem in ¥. The resulting problem is amenable to efficient
optimization techniques based on difference of convex optimization. In Proposition [3| we provide
a characterization of an optimal solution of Problem .

Proposition 2. (a) Problem is equivalent to:

minimize {log det(P) + tr (S*) + Z (log(max{1, A7 }) — max{1,\]} + 1)} )
i=1

s.t. W =diag(yn,...,¢¥p) = €l
1 1
where, A > A5 > ... > Ay denote the eigenvalues of S* := W~ 2SW ™2 and the optimization
variables are W, S* and {\}}i>1.

1
(b) Suppose W is a minimizer of Problem and L = W2 (21,2, ...,2,] where, 21,%2,. .., %
~ 1 .1 “
are eigenvectors of W~ 2SW ™2 corresponding to its top r eigenvalues \,i < r with ||2;||> =
max {1,5\;‘} —1 foralli=1,...,r. Then (\il,f;) is a minimizer of Problem .

Proof. Part (a): We first minimize Problem with respect to L for a fixed value of ¥. A
simple application of the Sherman Woodbury formula, with some rearrangement gives:

=1 = ($+LLT)™
= ¢ - wIL(I4+LTe L) LTe ! (5)
O O AL(I 4+ LT e L) LT AR

1
Writing L* = ¥~ 2L in the last line of display , we get:
S =0 - L I+ (L)L) (L) T e
The above implies that:
tr(27'S) =tr(¥'S) — tr (\IJ’%L* (T+@L)TLY) " (L*)Tqr%s)
—tr (P ESTE) — tr ((L*)Txp—%sq:—%L* (1+ (L*)TL*)_l) (6)
—t2(S%) — tr ((L*)TS*L* (1+ (L*)TL*)’I) (Using, S* = &2 S¥2)
where, in the second and third lines of display (€]) we (repeatedly) used the fact that tr(AB) =
tr(BA).
In addition, note that:
—logdet(E7!) =logdet(X) = logdet(¥ +LLT) ;
= logdet(P) + logdet (I + L*TL*) (7)

4



Using (6), (7) in the objective function of Problem (2), i.e., £(X) = —log det(Z7) +tr(=7'S)
we get the following equivalent reformulation of Problem :

minimize  A(®,L) := logdet(¥) + logdet (I + L*TL*> + tr (S*)
-1
—tr (L*TS*L* (1+17L) ) (®)
s.t. ¥ = diag(y1,...,¥p) = €,

where, recall we use the notation: L* = lIl_%L and S* = \Il_%SlIl_%; and the optimization
variables in Problem are ¥, L (and consequently, L*,S*). Note that h (¥,L) = h(¥,LU)
for any orthogonal matrix U. So we can substitute L by LU in Problem . We choose
U such that the columns of L* are orthogonal or zero vectors. Note that the derivative of
h(¥,L) = logdet(LL" + ¥) + tr((LLT + ¥)~!S) w.r.t. L is given by:

Oh(¥,L)
oL

Setting the above gradient to be zero and writing ¥ = ¥ + LLT we have L = S(¥ +LL ")~ L.
After some elementary algebra this can be written as:

—2nl(m-S) 2 'L 9)

S*L* (I+L*TL*)_1 —L". (10)

Since we choose the columns of L* to be pairwise orthogonal or zero vectors, it follows that
I+ L*TL* is a diagonal matrix. This means that is a collection of eigenvector equations
for the matrix S*. From condition we have that at an optimal value of L, the columns of
L* are either pairwise orthogonal eigenvectors of S* with eigenvalues as the diagonal entries of
I+ L*TL* or they are zero vectors. Denoting the columns of L* by z;,i = 1,...,r the part of
the function h(¥,L) in display , that depends upon L is given by:

r

7] S*z;
o) = Y (tog(1+ a7) - 52 (1)

p— 1+ z;-'_zi
Since z;s are pairwise orthogonal or zero vectors, it follows from equation that
S*Zi = ﬁiZi, with 61' =1+ Z;-rZi. (12)

Note that in the above equation, either 8; = 1 with z; = 0 or §; > 1 and (; equals some
eigenvalue of S* with eigenvector z; — thus becomes

g(L) = (log(B:) — Bi +1). (13)
i=1
Note that 8 — log(8) — 8 + 1 is strictly decreasing for all 5 > 1. So it is easy to see that
is minimized for 8; = max{1, A} for 1 <14 <r, where, A} > ... > A are the top r eigenvalues
of S*. The optimal choice of z; is given by z; = 0 when §; = 1 and when 3; > 1, z; is an
eigenvector of S* with eigenvalue \! and with z; z; = max{1, \}} — 1. Noting that

Ghin - A(®,L) = min {mﬁn h(‘I’,L)}, (14)

and substituting the values of L that minimize the inner minimization problem, above, into the
objective function (¥, L), we obtain (4).
Part (b): The proof of this part is a consequence of the proof of Part (a). O



The method of minimizing the objective function w.r.t. L with ¥ held fixed, is inspired by
the classical work of [19] 20, T7]—this line of work however, assumes S to be of full rank. We do
not assume that S is full rank. [28] investigate the existence of ML solutions for a general S —
no algorithms for computing the solution are presented. The expression derived herein, does
not appear in [28]. Formulation plays a key role in developing algorithms for Problem ,
a main focus of this paper.

Proposition 3| shows that any solution of Problem is bounded above.

Proposition 3. Let W be a solution of Problem . Then diag(S) = U = el

Proof. Note that for any ¥ > 0, g—flﬁ = diag (2_1 (X2-19) 2_1). Let L (¥) be the optimal
value of L for fixed value of ¥. Then from the proof of Proposition [2} it follows that g—f =0 at
(T,L(P)). Setting @ to zero, we have L = SX7'L; and applying Sherman Woodbury formula
on (¥ + LLT)™!, we have the following chain of inequalities:

L = S=7'L
S(e7 - 'L(I+LTe L) LTe )L (15)
— SeTL-SeTL((I+LTe L) T LTe L) (16)
= SUTL-SYTL(I- (1+LTw L)) (17)
— SUILI+LTe L), (18)

Eqn follows from ; Eqn follows from by using the observation that for a PSD
matrix B we have the following identity: (I+B)™!B =1— (I+B)~! (which can be verified by
simple algebra).

Moreover using on X! the expression S~ simplifies as:

SE =S¥l (SeTL(I+LTe L) ) (LT )
= S¥ ' -LL"W¥ ' (Using expression of L from rhs of (I8))
= ST (Z-¥)¥ ! (Since, T =LL' +¥)
S} Juui )1\ e (19)

Note that we have the following expression for ¥~ (X — 8) X~

TlEo-s)zt= x-Sy
= -2 (ST -nwl41T)
= —(Z's)e 4wt (20)
= —(¥'S—¥¢!'E4+0) L @!
= vi(z-s)v'

where, the second line follows by using expression of SX~! from ; and the fourth line follows
by using the same expression for 7S = (SX~1)T.
Using (20)), the expression for g—\’f, =212 -8) 2! reduces to

% =diag(Z7'(Z-8)T7") = ¥ 'diag (T -S) ¥ . (21)

So, we conclude that 8‘% > 0 if ¢; > s;; for some 1 <14 < p. We are minimizing Problem (4]),

so the optimal solution must satisfy 1@ < s;4;- This completes the proof. O



We present another equivalent representation of Problem , by a simple change of variables
® := U !. In what follows below, unless otherwise specified, we use the shorthand ® :=

dlag (¢1, e a¢p) and ¢ = (¢1, N ,(bp).
Corollary 2. Problem 1s equivalent to the following optimization problem in ¢:

P T
minimize  f(¢) := > (—log¢i + sii¢hi) + »_ (log (max{1,A}) — max{1, A7} + 1)
i=1 i=1 (22)

L

2

1
st. 0 < ® =diag(¢1,...,¢p) = —
€
1 1 .
where, {\*}] are the top r eigenvalues of S* = ®2SP2. If W is a solution to Problem then,
we have ¥ = 'i;l, where, & is a solution to Problem (122]).

Remark 1. Problem (and Problem (22))) is a minimization problem in ¥ (respectively, ®),
unlike the (rank constrained) Problem with variables L and ¥. Note that Problem 1S
nonconvez due to the nonconvex objective function, though the constraints are convex. Corol-
lary@ shows that the the objective function f(¢p) appearing in Problem 18 neither convex
nor concave but it can be written as a difference of simple conver functions.

2.2 Expressing Problem (22) as a difference of convex functions

In this section we show via Proposition and that the objective function in Problem can
be written as a difference of two convex functions (Corollary . This renders the application of
algorithms based on difference of convex optimization, to get good solutions to Problem .
Proposition [6]shows that when the sample covariance matrix S is full rank, the objective function
in Problem can be expressed purely in terms of the eigenvalues of S*.

Let y(1y > ... > y(p) be an ordering of {y;}} € [0,00)” and define:

T

H.(y):= Z (log (max{l, y(i)}) —max{1,yu } + 1) . (23)

i=1
The following proposition shows that y — H,.(y) is concave on y > 0.

Proposition 4. H,(y) as defined in , is concave on'y > 0.
Proof. We first establish that H,(y) admits the following representation:
- P
Hy(y)= min H(w;y):= 3 w;(log(max{l,y;}) — max{l,y;} + 1)
w i=1

P (24)
st. >w;i=r, 0<w; <1,7€ [p],

IN

as the minimum (w.r.t. the optimization variable w) of the linear functional w ~— H(w;y).
To see why this is true, note that the scalar function y — log (max{1,y}) — max{1l,y} + 1
is decreasing on y > 0. Hence the sum Y ©_, w; (log (max{1,y;}) — max{1,y;} + 1) will be
minimized for a choice: w; = 1 whenever y; is one of the top r elements among y1,...,yp; and
w; = 0 for all other choices of i. This justifies representation .

For any ® 3 y > 0, note that y — log (max{1l,y}) — max{1,y} + 1 is concave. Hence, for
every fixed RP > w > 0, the function

(Y155 Yp) Zwi (log (max{1,y;}) — max{1,y;} + 1)

i=1



is concave on y > 0. Since the pointwise infimum of a family of concave functions is concave [10],
H,.(y) is concave on the nonnegative reals. O

Proposition 5. For any r € [p], the function

T

¢ = h(e) =) _ (log (max{1,\}}) — max{1, [} +1) (25)

i=1

is concave on ¢ > 0; where, {\!}] are the eigenvalues of S*.

1
Proof. Note A(S*) = A <S2 'I>S§> (Corollary . By a classic result due to Davis [12] 23] the

following mapping

ST®ST 1y Z (log (max{1, \}) — max{1, \'} + 1) (26)

i=1

11
is concave in S2 #S?2 if and only if the function is symmetri and concave iny ony > 0. It
is easy to see that the function in is symmetric and concavity follows from Proposition So
11

1 1
we conclude that the map in (26]) is concave in S2®#S2. The linearity of the map ¢ — S2 $S2
implies that h(¢) is concave in ¢ on ¢ > 0. This completes the proof of the proposition. O

Corollary 3. For any ¢ > 0, f(¢) can be written as the difference of two convex functions,
fi(@),i=1,2 that is: f(¢) = f1(¢) — f2(P), where,

T

f1(@) =D (—logdi +siu¢s) and  fo(¢) = = (log(max{1, \7}) — max{1,\;} +1).

i=1 i=1
Proof. The convexity of f1(¢) is easy to see. Proposition |5 implies that fa(¢) is convex. O
When S is full rank, i.e., S > 0, then Problem can be rewritten purely as a function of
the eigenvalues {A}};>1 — this is established in Proposition @
Proposition 6. If S >~ 0 Problem is equivalent to the following problem:

P T

minimize  f(¢) := Z (—logA; + X)) + Z (log(max{1, A]}) — max{1,A;} + 1) (27)
i=1 i=1

s.t. 0 < ® = diag(¢1,...,¢,) < 11,

1
where, {\}}] are the eigenvalues of P2SPHe.

Proof. Problem is equivalent to minimizing f(¢) := —logdet(S) + f(¢) over 0 < @ < 1T
The function f(¢) can be expressed as:

(—log ¢; + sii¢;) — log det(S) + Z (log (max{1,A\}) —max{1, A7} +1) (28)

P
flo)=>
i=1 i=1
= —logdet(8*) + tr(S*) + Y _ (log (max{1, \;}) — max{1, A} + 1) (29)
i=1
p T
= Z (=log A\l + A]) + Z (log (max{1,A\}}) — max{1, A} +1) (30)
=1 =1
3 A function g(y1,...,yp) : R” — R is said to be symmetric in its arguments if, for any permutation 7 of the indices
{1,...,p}, we have g(y1,...,yp) = g(y,r(l), . ,y,r(p))



where, line follows from by observing that

zp:(— log(¢;) + sii) — log det(S) = — log det(®) + tr(SP) — log det(S)

i=1
= —log det(S®) + tr(SP) 81)
= —log det(S*) + tr(S*),

1 1
where, S* = ®2S®2; and the last equality in made use of Corollary Moreover, note
that since S is of full rank and ® > 0; all the eigenvalues A} > 0. This completes the proof. [

Proposition [f] provides an interesting alternate characterization of the formulation presented
in Corollary [3| - this helps us gain additional understanding of the optimization problem for ML
factor analysis when S > 0.

2.2.1 Computing subgradients

Herein, we study the computation of (sub)gradients [29] of properties of the functions f;(¢) and
f2(¢@). Note that fi(¢) is differentiable. However, the convex (spectral) function fs(-) is not
differentiable. A subgradient of f2(¢) can be computed following the work of [22] on differen-
tiability of spectral functions of Hermitian matrices. To this end, consider the representation of
H,(y) in (24); and define the function g(y) = log (max{1,y}) — max{1,y} 4+ 1 on y > 0. Define

H,.(y) = —H,(y) which is a convex function in y. If 0H,(y) is a subgradient of H,(y), then

it can be computed by using Danskin’s theorem: 8I§T(y) = =3P | @;Vg(y;), where, w is a

minimizer of the inner optimization task in Problem (24); and Vg(y;) € R? is the gradient of
9(yi), with ith coordinate given by V,g(y;) = min{0, % —1}, and V;g(y;) = 0 for all j # . The
function H,(y) is differentiable at y iff W is unique’l The set of all subgradients of H,(y) is
given by
p
Conv ({— Zing(yi) : W is a minimizer of Problem }) .
i=1

Let us consider a matrix A > 0, with eigen decomposition A = Vdiag(A)VT, and con-
sequently consider the spectral convex function g,(A) := —Y_._; g(\;). Using properties of
subgradients of spectral functions [22], we have that a subgradient of A — §,(A) is given by:

09,(A) = Vdiag(OH,(A))V", (32)

where, 9H,.(A) is a subgradient of A — H,(A).

11 11
If 2SP2 = Udiag(\], ...,)\;‘,)UT is the eigen decomposition of ®28®P2; then using the
chain rule, the ith coordinate of df2(¢) is given by:

22

1 1
Oif (@) = (<I>—2UD1UT<I>QS> , (33)
where, Dy = diag (41, ..., dp), with

5 maxfor-Lb iri<i<y
' 0 otherwise.

“We note that this occurs if g(y(-+1)) = 9(y(r))-



2.3 Algorithm for Problem : A DC optimization approach

Problem is a nonconvex optimization problem with semidefinite constraints and obtaining a
global minimum for a general r is quite challenging. We thus focus on developing efficient com-
putational procedures for obtaining good (feasible) solutions to Problem . By Corollary
Problem is equivalent to the following nonconvex optimization problem:

minimize [(®) = f1(®) — f2(d)

. (34)
s.t. ¢€C:={¢:%Z¢i>0,z€[p]}.

We use a sequential linearization procedure: wherein, at every iteration, we linearize the function
f2(®) (leaving fi(-) as is) and solve the resultant convex problem. This is an instance of the
well-known difference of convex optimization based algorithms [16], 35, 27] or DC algorithms in
short. In the machine learning community, these methods are also known as the convex concave
procedure [36, [37]. These algorithms have gained significant traction in the wider optimization
community, especially recently, due to their pervasive use in practice — some excellent recent
works on this topic include [} 13} 25 26] (see also references therein). However, to our knowledge,
ours is the first paper to use this approach in the context of ML factor analysis. We will also
like to remind the reader that the reformulations in Section play a key role in arriving at
decomposition — this sets the stage for the application of the DC approach.

Let us formally describe the algorithm. If qb(k) € C denotes the value of ¢ at the kth iteration,
we linearize fa(¢) at c;b(k) with f1(¢) unchanged and obtain a convex approximation of f(¢),

denoted by F(¢; ¢>(k)); and this is given by:

16~ fi(@) — (f2 () + (V.6 = 6©)) i= P 0™, (35)
where, V. is a subgradient of f2(¢) at ¢ (Section . We compute ¢F Y as:
P
¢tV € argmin F(¢;¢™)) = argmin Y (~log ¢ + sidi — Viidi) . (36)
L1>¢>0 Li>¢>0 i=1

where, V}; is the ith coordinate of V € R? (for all i € [p]). The ith entry of ¢**1) is given
by:

¢§k+1) = min{—1% 3 for i€ [p).

$ii—Vik,i' €
The updates continue till some stopping criterion is satisfied. This can be in terms of the relative
change in the successive objective values: f(¢p*))— f(¢(k+1)) < 77|f(¢(k+1))\ or relative changes

in successive iterate values: || — ¢®)||y < 5||d*)[|2; where, n > 0 denotes a pre-specified
tolerance level. We summarize the algorithm in the following display for convenience.

Algorithm 1: An algorithm for Problem .

Initialize with (,b(l) € C and update q.’)(k) using until some stopping criterion like
F(@®) = f(¢" 1) <l f(¢" )] is met.

2.4 Computational guarantees for Algorithm 1

We present herein, computational guarantees for Algorithm 1 in terms of the number of iterations
required to deliver an approximate first order stationary point; and asymptotic convergence to
a first order stationary point. Towards this end, we recall certain standard definitions of first
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order stationary conditions for Problem (see for example, [27]). ¢ € C is said to be a first
order stationary point of Problem if the following condition holds:

¢ € arg;nin F(¢:) = f1(p) — (0f2(d), ¢ — )
st. ¢eC={¢:11>¢ >0},

(37)

for some choice of a subgradient 0 fg((}). From standard optimality conditions of convex func-
tions [29], @], the above condition is equivalent to saying that, there exists a subgradient 9 fg((%)
such that: _ ~ ~

9f2() € Vfi(9) + N(9:0), (38)

where, N'(¢;C) is the normal cone to the convex set C at the point ¢. Recall that /\/ (¢:;C) is

the convex cone of all vectors d € £ such that (d, ¢ — ¢> >0 for all ¢ € C. In (38) the right

hand side denotes the standard Minkowski sum of a vector (Vf1(¢)) and a set (A (¢) 0)).
Pr0p081t10nlshows that the sequence d)( ) leads to a decreasing sequence of objective values,

where the amount of decrease is lower bounded by the squared norm of successive difference of
the iterates {¢"}.

Proposition 7. Let ¢(k) be a sequence generated via Algorithm 1. Then, there exists p > €
such that for every k > 1:

F(8®) =7 (%) = Lo+ — oM. (39)
Proof. From convexity of fo(¢) we have that,
(") = 12 (¢9) + (082 (M) ") — @), (40)

where, df> (¢) is a subgradient of f2(¢). Note that the function f1(¢) = >-%_; fi(¢;) is separable
across the coordinates and each ¢; — fi(¢;) is strongly convex on the interval (0,1] with
coefficient of strong convexity: minge g 1 # = ¢2. If we denote p (> €2) as the coefficient of

strong convexity for the function f1(¢) on (0, 2]P then:
(k) (k+1) (k) _ o (k+1) (k+1) P (k+1) _ ()2
11 (69) = 11 (6%0) + (88 = 9*0, vy (9050) ) + Llig*D — M2, (1)

where, V f1 (qﬁ(kﬂ)) is the derivative of f1(¢). By standard optimality conditions [9] of Prob-
lem we have:
min { (VF(@";6®),¢ - ¢V} i 1> ¢ >0} >0, (42)

where, VE (¢ o0y = W 11 (%) — 0f5(6) is the derivative of ¢ — F(¢; ¢F) evalu-
ated at (b(kH). Adding and , and rearranging terms we get:

Fi(640) = 2 (¢50) < £ (60) = 2 (@) = £YgtD — o)
n <¢ (k+1) ¢(k: v/ (¢(k+1)) —0f (¢(k)>>

<0
< 1 (6%) — £ (6) ~ Lo g
Where, the last line follows from by setting ¢ = qb(k) in . O
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The above proposition says that f (d)(k)) is a decreasing sequence; and being bounded below,
converges to f , say. By the definition of a first order stationary point , the quantity Hd)(kﬂ) —
¢(k) |l2 dictates the proximity of qb(k ) to a first order stationary point; and an approximate first
order stationary point. We have the following proposition, formalizing the rate at which the
sequence qS(k) approaches a first order stationary point.

Proposition 8. The sequence f(¢(k)) is decreasing and converges to f The finite time con-
vergence rate is given by:

Jmin ol — M2 < 2 (1(0) - f). (43)

&l

Proof. The proof uses (B9). If A, := %qu(k“) — ™2 then:
K
eSS (0) (o)) o) h

where, the second inequality uses ; and the final inequality used the fact that f ((b(k)) 4 f .
The result follows from combining the left and right parts of the inequality . O

The above proposition states that for any tolerance § > 0, there is an integer K = O(%) such
that for some k € [K], the following holds: ||¢*+tY) — ¢®)|2 <.

The following proposition shows that all limit points of the sequence d)(k) are first order
stationary points.

Proposition 9. Any limit point of the sequence qb(k) s a first order stationary point for Prob-

lem .
Proof. The proof is deferred to Appendix O

2.5 Computational Cost

In this section, we discuss the computational cost of Algorithm 1 and techniques for computa-
tional scalability to large problems.

When n > p: The main computational cost of Algorithm 1 stems from computing a subgradient
of fo(¢) which requires a low rank eigen decomposition of S*. When p is small relative to
n it is convenient to form and work with S* (a p X p matrix). Creating S from X costs
O(np?) (this operation can be done once offline). Computing S* from S costs O(p?). A full
eigendecomposition of the p x p matrix S* using dense matrix factorization methods [15] costs
O(p?) — this approach can be used to handle problems with p up to a few thousand (p & 3,000,
for example). Note that this cost is of the same order as obtaining the unrestricted MLE of >
given by S~! (assuming S is invertible).

When p > n: In several applications of interest, n is much smaller compared to p—a situation
that occurs commonly in the modern high dimensional regime (in microarray data analysis
applications for example, n is at most a few hundred and p is in the order of tens of thousands).
In such cases, obtaining a full eigen decomposition of S* will cost O(n?p), which is linear in p
if n < p. This follows by observing that S = 1 X TX (where, X is mean-centered) and an eigen

decomposition of S*, i.e., PSPz — (ﬁX@%)T(ﬁX@%) can be obtained via a SVD of the

n X p matrix ﬁX@é — and this costs O(n?p). Note that this cost is significantly smaller than
a direct eigendecomposition on the p X p matrix S*, which is prohibitively expensive for large
values of p.
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In addition, there are certain costs associated with matrix multiplications. Indeed, a careful
book-keeping allows us to operate with matrices that are low rank — we never need to create or
form a dense p X p matrix — this is beneficial from a memory standpoint. First of all, note that

1
the computation of X®2 costs O(np). In addition, one needs to compute the diagonal entries of

1 1
T:=® 2UD,UT®28S as in . Note that T is a p X p matrix; however, its diagonal entries
can be computed without explicitly creating the matrix 7. This follows by observing that T is the

1 1
outer product of two low rank matrices: T := T,T5, where, T} = ® 2UD; and T, = UT®28
— here, Ty € RP*" (recall that r < n); and Ty € R"*P. Computing the diagonal entries of T has
a cost O(pr). Note that T» has to be computed carefully using transitivity, by observing that

Ty = T51 X with Ty = %UT(Q%X’) € ™" — thus we can avoid creating/storing a matrix of
size p X p.

When both p,n are large: When both n,p are large, direct SVD factorization methods
above become computationally expensive. Approximate schemes for large scale low rank SVD
decompositions are called for. Approximate rank r eigen decompositions of S* can be computed
using incremental eigendecomposition techniques as described in [II]; or methods based on
the Lanczos method [I8] or block power iterations [I5]. All these methods will cost roughly
O(p*r) and can be significantly smaller (both in terms of memory and computational cost)
when compared to a full eigendecomposition with cost O(p?) for r < p.

2.6 Solutions to Problem when e =~ 0

The conventional version of the ML factor analysis optimization problem is given by:

minimize — logdet(EZ 1) + tr(X71S)

S (45)
st. X=W4+LL", ¥ =diag(¢1,...,¥p) > 0,
which may be interpreted as a limiting version of Problem with € — 04. There are certain
technical difficulties with Problem as it may be unbounded below and hence a ML estimator
need not exist. This can lead to numerically unstable algorithms which are highly undesirable
from a practical standpoint. [28] discuss necessary and sufficient condition for boundedness
of Problem (45)). Problem is bounded below under the following conditions: (a) If S
is of full rank or (b) If S is rank deficient, then r < s — 1 where, s denotes the number of
nonzero coordinates in the sparsest nonzero vector (i.e., a nonzero vector with the maximal
number of zero coefficients) in the null space of S. Computing the sparsest nonzero vector in
a subspace, however, is a combinatorially difficult problem. Note that if the sample covariance
matrix corresponds to that of a continuous random variable, then Problem is bounded
below with probability one. Even if Problem is bounded below, the minimum may not
be attained — the infimum is attained when some coordinates of ¥ are set to zero. These are
known as Heywood cases [28] — and they are well-known to create numerical difficulties from a
computational viewpoint and also misleading inference from a statistical viewpoint.

If ¥, is a solution to Problem ; then the limiting value of U, as e J 0+ will give a solution
to Problem 7 provided it exists. This inspires a simple continuation scheme by considering
a sequence of e-values converging to a small number € | ¢ (with € := 1075, say); and using
warm-starts for Algorithm 1. Suppose, there is a subset of indices M C {1,...,p} such that,
1/31‘ =¢ foralli € M, and 1&1 > ¢ for all i ¢ M, then we obtain an upper bound to Problem
by fixing ¥; = ¢ for all i € M and optimizing over the remaining 1;,7 ¢ M values. This can be
performed by a simple modification to Algorithm 1, in the update , where, we update only
the ¢, values (recall that ¢; = ¢, ! for all 4) corresponding to i ¢ M and set the remaining ¢;
values to 1/¢€'.
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2.7 Ridge Regularization

Instead of considering a direct lower bound on ;’s as in Problem , we can also consider a
ridge regularized version of Problem given by:

P
minimize  f(¢) + Z'yq/)? st. ¢ =diag(¢1,...,¢p) > 0, (46)
i=1
for some v > 0. Algorithm 1 can be adapted to Problem by changing update as:
") =argmin > {—log¢; + siidi + 76} — Vi.iti } . (47)
¢i>0,Vi ’ie[p]

where, Vj,;’s can be computed as in Section The ith coordinate of ¢**1) is given by:

1
¢Ek+l) ™ <Vk,i —8ii + \/(Su — Vii)2+ 87) , 1<i<p. (48)

1 1
Note that s;; — Vj; is the ith diagonal of the matrix S — & 2UD;U"®28, which can be
rearranged as:

1/.1 1 11 1 1 1
&2 (qm S®2 UD1UT<I>28<I>2> &7 =P 2 (UDUT) P2 (49)

where D is a diagonal matrix with diagonal entries given by

g — 1 if1<i<r and A} >1
CT N otherwise.

This implies that the matrix in is positive semidefinite; and in particular, the diagonal
entries are nonnegative: s;; — Vi, > 0 for all 4 € [p]. This implies from that: 1/)§k+1) =
ﬁ > /2. Hence ridge regularization keeps the estimated v; values bounded away from

zero. A continuation scheme similar to that described in Section can be used with v | v/
(with o/ = 1078, say) to get a good solution to Problem ([{45)).

3 Computational Experiments

We present computational experiments on our proposed Algorithm 1 (aka FACTMLE). We com-
pare its performance versus other popular approaches for ML factor analysis on synthetic and
real-data examples. All computations were done in Matlab on a Mac desktop with 32 GB RAM.

3.1 Comparison across different methods

In this section we compare the performance of the method proposed herein: FACTMLE with
leading algorithms for ML factor analysis: Fa, factoran and Emfact.

Synthetic data generation: We generated (the true) L° € RP*™ (with ry < p) with entries
drawn iid from N(u,0?). For examples with n > p, shown in Figure [I, we set u = 10 and
0% = 1. The (true) unique variances ¥° = diag(¢?, 9, ... 7¢2) were generated independently

from an exponential distribution with mean 10. Once ¥° and L° were generated, we created

¥0 = ¢o0 4 LOLY . We generated X, from a multivariate Gaussian distribution with mean
0 and covariance X. The results were averaged over ten different replications of X.

Competing methods: We compared our proposed method: Algorithm 1 (FACTMLE) with the
following popular ML methods for Factor Analysis:
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1. Factoran: This is the widely used, native implementation of ML factor analysis in Matlab;
and this code is based on the seminal work of [I7].

2. Emfact: This is the widely popular EM algorithm based technique; and the specific im-
plementation is based on [3].

3. Fa: This is an EM algorithm based technique for factor analysis [S[}

Of the above three methods, Factoran and Emfact apply only when n > p — thus we restrict
our attention to Fa as the only competing method to FACTMLE for n < p. We do not include
the method of [7] in our comparisons, since it optimizes a different criterion (not the maximum
likelihood objective). In terms of scalability considerations, the method of [7] is less scalable
(since it requires performing the eigen decomposition of an unstructured p x p matrix) than
FACTMLE especially if n is small. The standard implementation of Factoran uses correlation
matrices; hence we transformed the results obtained from Fcatoran for comparison with other
algorithms.

Performance measures: All algorithms are compared in terms of the quality of solution
obtained, i.e., the objective value — the criteria they are all set to optimize. We consider the
negative log—hkehhood L(2) := —logdet(X")+tr(X~1S), where, ¥ = $+LLT, upon verifying
that the estimates are feasible.

In addition, we also consider the run-times of the different algorithms. This however, depends
upon the different convergence criteria employed by the different algorithms (as we explain
below); and the quality of solution obtained. We note that the quality of solution (in terms
of objective value) can be different for different algorithms since the optimization problem is
nonconvex. Thus run-time of an algorithm is interpreted in the context of the objective value
attained in our experiments.

Finally, we note that Algorithm 1 can readily incorporate warm-starts — they may be useful
if one desires a sequence of solutions to Problem for different values of r = 1,2,.... Other
algorithms like: Fa, Factoran and Emfact do not allow for warm-start specification; and we
used their default initialization strategy.

Comparison results: We first consider a synthetic dataset with n > p. Figure [1| shows the
performances of different methods for synthetic data generated as above, with p = 200,n =
2200, 7% = 8, and different choices of r. We compare the performance of the different algorithms
in terms of their default convergence criteria.

For FACTMLE, the tolerance level 7 (for convergence based on objective value difference, as
explained in Section was set to 1074; we set the maximum number of iterations to be 1000.
For all other we choose their default convergence criteria with maximum number of iterations
set to 1000. Figure [I] suggests that the performance of FACTMLE measured in terms of the
negative log-likelihood is significantly better than all the other algorithms — thereby suggesting
that it does well in the task it was set to accomplish. The performance of Emfact, in terms
of negative log-likelihood, is comparable to FACTMLE when r is small. However, Emfact often
encounters numerical difficulties (especially when r is large) and produces negative estimates of
@ — this violates the condition ® > 0 and is highly undesirable from a statistical standpoint.
Consequently, one should be cautious while using this method. A highly attractive feature of
FACTMLE is the timings. The number of iterations required in Fa, Emfact and Factoran is much
larger than that of FACTMLE (note that in addition, their objective values are worse as well).
For example, for p = 200, = 6 the (average) number of iterations for Fa, Emfact,Factoran were
around 1000 (i.e., the maximal iteration limit), but for FACTMLE it was less than twenty. We
observe that the difference among FACTMLE and its competitors is more pronounced for larger
values of r. In terms of timings, FACTMLE is a clear winner — and the differences are more

®This function is available as a part of Matlab’s PRML toolbox https://www.mathworks.com/matlabcentral/
fileexchange/55883-probabilistic-pca-and-factor-analysis?focused=6047050&tab=function
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pronounced with larger values of p (as we see in subsequent experiments). The performance Fa
is better than Factoran and Emfact; and seems to be the only competitor to FACTMLE. We
perform a more detailed experiment comparing the performance of Fa with Algorithm 1 for two
different types of initializations: with warm start and with random initialization in Figure
(bottom panel). We see that in both cases FACTMLE outperforms Fa in terms of quality of
solution and also run-times. The timings of FACTMLE with warm start is found to be slightly
better than FACTMLE with cold start.

We also took some other values of (n,p,r) but the results were found to be quite similar;
and hence we do not report them here.
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Figure 1: Figure showing performances of different ML methods for Factor Analysis for synthetic data with
(n,p) = (2200,200). In the two figures in first row, we compare the performance of Fa, FACTMLE, Factoran
and Emfact in terms of negative log-likelihood and run-time. We see that our method Factmle outperforms
all other methods, both in terms of run-time and negative log-likelihood value. Emfact produces negative
estimates of ® in some cases, and in those cases the result obtained from Emfact do not appear in the plots.
The lower panel shows a zoomed-in version of Fa (the best competitor of FACTMLE) versus FACTMLE with
warm start and without warm-start (denoted as “cold”). We see that the performance of FACTMLE (with
or without warm start) is better than that of Fa. FACTMLE with warm start gives slightly better run-time.
Results are averaged over ten replications and the bands represent point-wise one standard error bars.
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3.1.1 Further comparisons with Fa

In our experience, we systematically observed that among Fa, Factoran and Emfact; Fa always
emerged as the winner (see also Figure [I]) in terms of numerical stability, quality of solutions
delivered and run-times. We also note that Fa is the only method among the three which
applies for both n > p and n < p. Hence we perform a more detailed comparison between Fa
and our proposed method: FACTMLE. We consider four different datasets in our experiments one
synthetic and the other real — this includes both the cases n > p and p > n. For all the numerical
examples in this section, we had the same convergence criterion for both Fa and FACTMLE. We
ran both Fa and FACTMLE for a maximum of 2000 iterations and tolerance threshold of n = 1078
(as described in the display of Algorithm 1). If fi(alg) denotes the objective value (negative
log-likelihood) for method alg € {Fa, FACTMLE} at iteration k; then we obtain the best objective
value across all the methods and set it to f.. We then study the first time at which an algorithm
“alg” reaches a tolerance level of “Tol”: (fi(alg) — fi)/|f«] < Tol.
We considered the following datasets in our experiments.

Example a: (Simulated Data) (p > n): We consider 3 synthetic datasets where, the num-
ber of covariates p is larger than the number of samples n; we took: (n,p) = (500,5000),
(n,p) = (50,10%) and (n,p) = (150,10%). The data was simulated as per the setup mentioned
in Section with the entries ¢? drawn iid from an exponential distribution with mean 1. We
set 70 = 5. We considered a sequence of solutions for the ML factor analysis problem for 15
equi-spaced values of r € [1, 18].

Example b: (Phoneme Data), (n > p): The data were extracted from the TIMIT database
a widely used resource for research in speech recognition. The data was downloaded from the
companion website E| of the textbook [34] — it consists of 4509 log-periodograms of length 256,
i.e. in this example (n,p) = (4509,256). We considered a sequence of solutions for the ML
factor analysis problem for 18 equi-spaced values of r € [1,27]. The sample covariance matrix
S was poorly conditioned. The condition number of S was ~ 3.9 x 103.

Example c: (ZipCode Data), (n > p): This is the by now famous ZipCode dataseﬂ which
was generated by scanning normalized handwritten digits by the U.S. Postal Service. These
are 16 x 16 grayscale images corresponding to digits (0-9) that are normalized/deslanted. The
images were vectorized, and we created a data matrix comprising of digits 0 and 6. The data
matrix X,,x, had dimensions (n, p) = (1858, 249). We considered a sequence of solutions for the
ML factor analysis problem for 15 equi-spaced values of r € [1,17]. The condition number of S
here was ~ 3.8 x 10'7.

Example d: (Cancer Data), (p > n): This is a high-dimensional microarray dataset available
fronﬁ the companion website of [34]. It consists of gene expression measurements for p = 16063
genes from n = 144 individuals. We considered a sequence of solutions for the ML factor analysis
problem for 15 equi-spaced values of r € [1,22]. The condition number of S here was ~ 10%°.

For Examples b,c,d, the condition number of S was quite high — we took ¢ = 10710 (in
Problem ) and Algorithm 1 was provided with this choice of e. For Algorithm 1, we did not
use the continuation strategy as described in Section For the synthetic dataset (Example a),
we took € = 1073, In Algorithm 1, the diagonal entries of ® were drawn from a uniform [0, 1]
distribution for the case r = 1; and solutions for other values of r were obtained via warm-starts.
For Fa we used its default initialization scheme since it does not allow for warm-starts.

For all cases with n < p, the low rank SVD step in Algorithm 1 was performed according to
the description given in Section (for the case p > n). For n > p, we used the low rank SVD
method of Section (for the case n > p).

SAvailable at: https://web.stanford.edu/ hastie/ElemStatLearn/datasets/phoneme.data
" Available at https://web.stanford.edu/ hastie/ElemStatLearn/datasets/zip.test.gz
8Data available at http://statweb.stanford.edu/ tibs/ElemStatLearn/datasets/14cancer.info
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Table|[l| shows the results for all the four examples. We observe that FACTMLE clearly works
extremely well in terms of obtaining a good objective value in much smaller run-times, compared
to Fa. What is most important however, is that FACTMLE is numerically robust — in fact much
more stable and reliable than Fa which often encounters problems with convergence. In many
cases, as soon as 7 is not too small, Fa is found to be trapped in poor fixed points with suboptimal
objective values. These are referred to by the moniker “>*” in Table We note that these
datasets are challenging as the condition numbers associated with them are extremely large —
however, we do expect to encounter datasets of this form often in real-life settings, thus having
a good robust algorithm is of paramount importance. Our proposed algorithm FACTMLE does
seem to meet this expectation.

Synthetic Data (n = 500, p = 5000) Synthetic Data (n = 150, p = 10%)
Time (in secs) Time (in secs)
Tol Fa FACTMLE Tol Fa FACTMLE
1072 | >*83.142 (4.174) | 4.497 (0.041) 1072 | >*48.489 (4.605) | 1.680 (0.027)
1073 | >*107.713 (2.148) | 7.702 (2.508) 1073 | >*90.445 (1.601) | 1.920 (0.048)
1074 | >*112.145 (1.157) | 18.490 (5.706) 10~* [ >*03.004 (0.774) | 4.393 (0.592)
107° | >*112.146 (1.157) | 29.369 (6.154) 1077 | >*93.004 (0.773) | 6.662 (0.764)
Synthetic Data (n = 50, p = 10%) Phoneme Data (n,p) = (4509, 256)
Time (in secs) Time (in secs)
Tol Fa FACTMLE Tol Fa FACTMLE
10=2 | >*43.794 (1.160) | 0.558 (0.097) 1072 3.038 (0.385) 0.125 (0.006)
1073 | >*50.798 (0.712) | 0.882 (0.228) 1073 | >*23.902 (1.624) | 0.187 (0.007)
10~% | >*52.669 (0.362) | 1.901 (0.375) 10~% | >*29.635 (1.430) | 0.420 (0.007)
1075 | >*52.959 (0.296) | 3.798 (0.496) 107 | >*37.035 (1.245) | 0.669 (0.008)
ZipCode Data (n,p) = (1858, 249) Cancer Data (n = 144, p = 16063)
Time (in secs) Time (in secs)
Tol Fa FACTMLE Tol Fa FACTMLE

1072 [ 1.558 (0.060) | 0.111 (0.007) 1072 [ 1.055 (0.016) 3.816 (0.014)
1073 [ 5.822 (0.099) [ 0.171 (0.008) 1073 [ 12.021 (0.099) | 5.346 (0.040)
10~% [ >*8.673 (0.100) | 0.445 (0.010) 10~% | >*81.979 (0.355) | 8.516 (0.050)
1075 | >*10.803 (0.099) | 0.640 (0.012) 1075 [ >*94.586 (0.357) | 12.431 (0.060)

Table 1: Performance of FACTMLE and Fa for different real and synthetic datasets; as described in the text.
We show the times (secs) taken by different algorithms to compute the entire path of solutions for different
values of r, as specified in the text. In all the above examples, a symbol “>*” means that the corresponding
algorithm did not converge to the specified tolerance level for multiple values of r and replications. This
usually does not happen when r is small (say less than 5), but is indeed a common problem whenever r
becomes larger. FACTMLE is seen to be a clear winner across all instances. The results are averaged over 10
replications with standard errors in parenthesis.

4 Generalizing beyond a diagonal ®

The most conventional version of FA concerns a diagonal matrix and the focus of the paper is
on this case. However, we show that our proposed framework can also naturally adapt to more
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general constraints on ®. Towards this end, we have the following remark:

Remark 2. For any r € [p], it follows from the proof of Proposition@ that for any ® = 0 (not
necessarily diagonal) the function

& Fy(®) := Y (log (max{1,\]}) — max{1,\} +1),

i=1

11
where, {\I}] are the eigenvalues of S2®S2 is concave in ® = 0.

For a general ¥ > 0, the maximum likelihood FA problem:
minimize — logdet(X71) +tr(X7!8) st. T =¥ 4+ LL", ¥ -0, (50)
with optimization variables ¥, L, ¥ (with same dimensions as before) is equivalent to
minimize H(®) := F1(P) — F»(®) st. @ >0, (51)

where, F; (®) := —logdet(®) + tr(®S); and F»(®) is as defined above (Remark [2). Note that
F1(®) and F5(®) are convex in ®. However, in the context of FA it is meaningful to consider
additional regularization on ®. For example, ® can be block-diagonal; banded or have entries
with small ¢1-norm (aka ¢;-sparsity).

In presence of additional convex constraints on ®, i.e., say, ® € X the difference of convex
optimization procedure described in Section readily applies. Algorithm 1 gets modified to
the following convex problem with semidefinite constraints

&) ¢ arg min{Fy (@) — (0F,(®%)), ®) : ® € X, ® > 0}. (52)

Clearly, the efficiency of this procedure depends upon how efficiently the subproblem can
be solved — this depends upon X. If ® is banded, block diagonal, or has small /;-norm, X can
be described by a polyhedral set.

A special structure of ® is when it is block diagonal ® = Blkdiag(®1,...,®,,) where,
P, € RPi*Pi ig the ith block, for ¢ = 1,...,m. If X = {® : & > 0}, then the optimization
problem splits into m different blocks; and the solution for the ¢th block is given by:
&Y = (S, — Vi)~ !, where, S;; (and Vy ;) are the ith blocks of S (respectively, Vj):

Sii Si2 - Sim Viir Ve - Viim
S = : PR and V; = : : (53)
Sml Sm2 e Smm Vk,ml Vk,mZ e Vk,mm
where, S;; (and V,;) is p; x p; submatrix of S (respectively, V). Note that V, is a subgradient
of Fy(®) w.r.t. ® evaluated at ®*.
One can also consider an ¢1-norm sparsity on the entries of ®, akin to graphical lasso [14], 5]

commonly used in learning sparse inverse covariance matrices. In this case, update (52)) leads
to an optimization problem of the form:

minimize —logdet(®) + (S — Vi, ®) + A |¢y| st. ®=0, ¢ >0 Vi,j;
1j

which can be solved using adaptions of standard algorithms for the graphical lasso — see [14, [34]
5.
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A Appendix

Proposition 10. (See Section 6 in [9]) Suppose the function g : E +— (—o00,0) is convez, and
the point x lies in interior of dom(g) with E C R™. If " — x (where, ", € E) and v" — v; as
r — oo, where, v is a subgradient of g evaluated at x". Then v is a subgradient of g evaluated
at x.

A.1 Proof of Proposition [9]

Note that the objective function f(¢) (see (22))) is unbounded above when ¢; — 0 for any i € [p]
~ see also Proposition [3 This implies that there exists a v > 0 such that ¢*) € [a, 1P for all
k (sufficiently large). The boundedness of o™ implies the existence of a limit point of ¢,

say, ¢*. Let ¢(kj) be a subsequence such that (b(k") — @" as j — oo. Note that for every k,
¢(k+1) € argmingee F(¢; ¢)(k)) is equivalent to

(VAG*) = 0f(¢"), ¢~ ¢*1) 20 v ec. (54)

Now consider the sequence d)(kj) as j — oo. Using the fact that d)(kﬂ) - d)(k) — 0; it follows
from the continuity of V fi(-) that: Vf1(¢"* V) = Vfi(¢*) as j — co.

Note that 0f2(¢p*7)) (see ([33)) is bounded as o) € [a, 1]p. Passing onto a further sub-
sequence {k’} if necessary, it follows that 0 f2(¢(k;)) — 9. Using Proposition we conclude
that 9 is a subgradient of f5 evaluated at ¢*. As k}; — oo, the above argument along with
implies that:

(Vii(¢") —0f2(d"). 0 — ") >0 Vo €C, (55)
where, 0f2(@") is a subgradient of fo evaluated at ¢*. implies that ¢* is a first order
stationary point. O
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