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Abstract

We study the problem of approximating the cone of positive semidefinite (PSD) matrices with a cone
that can be described by smaller-sized PSD constraints. Specifically, we ask the question: “how closely
can we approximate the set of unit-trace n x n PSD matrices, denoted by D, using at most N number
of k x k PSD constraints?” In this paper, we prove lower bounds on N to achieve a good approximation
of D by considering two constructions of an approximating set. First, we consider the unit-trace n x n
symmetric matrices that are PSD when restricted to a fixed set of k-dimensional subspaces in R". We
prove that if this set is a good approximation of D, then the number of subspaces must be at least
exponentially large in n for any & = o(n). Second, we show that any set S that approximates D
within a constant approximation ratio must have superpolynomial Si—extension complexity. To be more
precise, if S is a constant factor approximation of D, then S must have S i—extension complexity at least
exp(C - min{y/n,n/k}) where C is some absolute constant. In addition, we show that any set S such
that D C S and the Gaussian width of D is at most a constant times larger than the Gaussian width of
D must have S* -extension complexity at least exp(C - min{n'/?,\/n/k}). These results imply that the
cone of n x n PSD matrices cannot be approximated by a polynomial number of k x k£ PSD constraints
for any k = o(n/log®n). These results generalize the recent work of Fawzi [Faw21] on the hardness of
polyhedral approximations of S%, which corresponds to the special case with k = 1.

1 Introduction

Semidefinite programming (SDP) is a branch of convex optimization that considers problems of the form

maximize (C, X)
subject to (4;,X)=0b;, i=1,...,m, (1)
X e sy,

where C, A;’s are n x n symmetric matrices and S} denotes the cone of n x n positive semidefinite (PSD)
matrices. SDP has attracted great interest in many fields as a powerful tool to provide theoretical guarantees
as well as practical algorithms. Although current SDP solvers utilizing interior-point methods can solve an
SDP up to arbitrary accuracy, they suffer from large computational cost and memory requirement when n
is large. Indeed, such scalability issues remain as major challenges for researchers in the field.

To deal with these problems, one can seek an alternative formulation of the problem (1) that is com-
putationally more tractable. For instance, one can try to replace the PSD cone with a computationally
more tractable convex cone K to approximate the feasible set. If I is a polyhedral cone, we obtain a linear
programming (LP) approximation of (1), and if K is a second-order cone, then we get a second-order cone
programming (SOCP) approximation, etc. These approximate conic programs can be solved potentially
much faster than the original SDP, but possibly at the expense of the quality of the solution.

There arises an inevitable question: “how much error is incurred in the optimal value of (1) when S7} is
replaced by K77 In this work, we study this problem by asking the following question:

“How closely can we approrimate S, with a cone KC that can be described using at most N
number of k x k PSD constraints?”

We remark that we consider in this work global, non-adaptive approximations of S’} that do not make use
of the problem data C, (A4;,b;)™ ;.
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Contributions To formally state the question above, we need to specify the notion of approximation as
well as what ‘a cone K that can be described using at most N number of k x k PSD constraints’ means.

Notions of Approximation. First, we specify the notions of approximation for cones as follows. Let
H={X€eS8": Tr X =1} and let By (K) = (KN H) — LI, for any cone K, where I,, is the n x n identity
matrix. That is, By (K) is the unit-trace affine section of K translated by —%In; note that 0 € By (S’fr)
For € > 0, we say K is an e-approzimation of S, if By (S") € By (K) C (1+€)By (S%).

This notion of approximation is natural and closely related to quantifying the difference in the optimal
value (optimality gap) induced by relaxing S’} to K. Suppose that we are given a problem of the form (1)
with m =1, A; = I,,, and b; = 1, and we relax the problem by replacing S/ with a cone K 2 S”. If K is
an e-approximation of S’} then the relative optimality gap is at most € for all C' € S™.

We also define two auxiliary notions of approximation for the convenience of our analysis. Observe that
the notion of e-approximation requires By (K) to approximate By (51) well in all directions in the ambient
space. We introduce more lenient notions of approximation by requiring the relative optimality gap to be
small only on average for randomized C' with standard Gaussian distribution. Specifically, K is called an
e-approximation of Si in the average sense if By (S”}) € By (K) and wg (Bg (K)) < (1+¢€)-we (Bu (%))
where wg (S) = Eg [sup,cg(g, )] denotes the Gaussian width of S. Likewise, IC is called an e-approximation
of Slj_ in the dual-average sense if By (S’_,’_) C By (K) and wg (BH (IC)O) > 1}r€ Swa (BH (S’}r)o ) More
details about these notions can be found in Section 3.

k-PSD Approzimations of S'y. In Section 4, we consider approximating S’ by enforcing PSD constraints
on certain A-dimensional subspaces in R™. We begin by formally defining the k-PSD approximation of S’/.

Definition 1.1 (k-PSD approximation). Let V = {Vi,...,Vn} be a set of k-dimensional subspaces of R™.
The k-PSD approzimation of 8"} induced by V is the convex cone

SFW) i ={X e S v'Xv>0, VweV;, Yi=1,...,N}.

Note that S C Si’k(V) and that Si’k(V) can be characterized using at most N = |V| number of k x k PSD

n7

constraints. A prominent example is the so-called sparse k-PSD approximation, denoted by S +k, which is
a k-PSD approximation of S} induced by the collection of N = (Z) subspaces of k-sparse vectors in R™.

Our first main results (Theorem 1 and Corollary 1) state that if .S"fr’lC (V) is a dual-average e-approximation
of 8, then N > exp (n-max{1/(1+€) — \/k/n, 0}?) is necessary, regardless of the choice of the subspaces

Vi,...,VnN; see Remark 6 in Section 4.1. For instance, Corollary 1 implies that for any € > 0, Si’k cannot
be a dual-average e-approximation of S'} unless k& = Q,,(n).

We remark that the conclusion of Theorem 1 (and Corollary 1) is possibly too conservative, especially
when the subspaces have overlaps. It is because the proof of Theorem 1 only takes the number of subspaces
into consideration, and is oblivious to the configuration of the subspaces in V. In Section 4.2, we elaborate
on this point with an example of the sparse k-PSD approximation. Although Corollary 1 already suggests
that k must scale at least linearly as n in order for Si’k to approximate S”/, it becomes uninformative once
k/n exceeds a certain threshold (approximately 0.137); see Section 4.2.1 and Figure 4b.

In Section 4.2.2, a tailored analysis for the sparse k-PSD approximation is provided. To be specific,

we consider a carefully designed matrix in Si’k \ 8§’ to show €*(S7, Sik) > 2=k (Proposition 1) where

e*(SY, Sik) = inf{e > 0 : .S"fr’lC is an e-approximation of S’ }. Furthermore, we prove a sharper lower
bound for €}, ave (S, .S"fr’k) that is strictly positive for all 1 < k < n, using the duality between Si’k and
the cone of factor width at most k (Proposition 2). See Figure la for comparison between these tailored
results and the weak bound obtained from Corollary 1.

Approzimate Extended Formulations of S”. Recall that a k-PSD approximation of S” is the intersection of
sets in 8™, each of which is described with a k x k PSD constraint. Instead of directly intersecting sets in S™,
we may introduce additional variables in pursuit of a more compact description. To be precise, we can lift
S™ to a higher-dimensional space by embedding, intersect the lifted space with k x k PSD constraints, and
then project the intersection back to describe a set in S™. The resulting description is called an extended
formulation of the set, and the preimage of the projection is called the lifted representation (or PSD lift)



Table 1: Overview of our results about the hardness of approximating S’y with Si, presented in terms of
the number NV of the k x k PSD constraints needed to construct an e-approximation of §’. Here, C1,C2 > 0
are some universal constants and 2 indicates that the inequality holds asymptotically in the limit n — oo.

Notion of Approx. k-PSD Approximations of S’} Approximate Extended Formulations of S”}
2
€-apPIoX. NZexp(rrmax{l—}H— %, O} ) N>exp(01 mm{,/ g % n )
(Definition 3.1) Theorem 1 & Corollary 1 Theorem 2)
Yy
avg. e-approx. Same lower bound N 2 exp (C’g - min { (ﬁ) , ﬁﬁ})
(Definition 3.2) as on the right (Theorem 3)

of the set. The Si—extension complexity of a set S, denoted by XCgk (S), counts the minimum number of

k x k PSD constraints required to describe S using extended formulation (i.e., with an arbitrary number of
additional variables allowed in the description).

In Section 5, we argue that any set that well approximates By (Si) must have Si—extension com-
plexity at least superpolynomially large in n for all & much smaller than n. That is, it is impossi-
ble to approximate By (51) using only polynomially many k& x k PSD constraints, for any construc-
tion of the approximating set. To be precise, if S is an e-approximation of By (S’fr), then XCgh (S) >

exp (C - min { (& (1) )12, 1_1H %1) (Theorem 2); and if S is an average e-approximation of By (S”), then
xcgr (S) = exp (C - min{(ﬁ)lw, = (%)/?}) (Theorem 3). These results are visually illustrated in

Figure 1b. We remark that these results extend [Faw21, Theorems 1 & 2] beyond the special case k = 1.

Nevertheless, we do not know whether our extension complexity lower bounds are tight. It might be
possible to achieve stronger extension complexity lower bounds (i.e., move the curves upward) by means of
a more sophisticated analysis. We leave it as an interesting open problem.

Summary of Results. Table 1 summarizes the results in this paper. The lower bounds in the table imply the
hardness of approximating S’} by using only a small number of k x k PSD constraints when k = o(n).
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(a) Hardness results for sparse k-PSD approximations. (b) Impossibility of approximating By (St) with a
Generic (Cor. 1) and tailored bounds (Props. 1 & 2). polynomial number of k x k PSD constraints.

Figure 1: Summary of our results about the hardness of approximating S’/ .



Discussion and Related Work Here we make a few comments on our results and some related work.

e Blekherman et al. [BDMS20] also investigated the question of how well Si’k approximates S’ . They

use the quantity distF(Sﬁlr’k, Sh) = SUP x ¢ gn.k infyegn [|X — Y||p to measure the quality of

NXlF=1
approximation, and thus, their result has a connection with our result on e-approximation. In this work,
we extend the scope of the question in two directions: first, we consider the ‘average’ distance with
the notion of average e-approximation as well as the maximal distance; second, our result (Theorem 1)

applies to not only Si’k, but also Si’k(V) with an arbitrary collection of k-dimensional subspaces V.

e Fawzi [Faw21] showed that any polytope that well approximates By (.S"}r) must have LP extension
complexity at least exponentially large in n. Our Theorems 2 and 3 generalize their results beyond
the special case of k = 1. Our proof refines and adapts the ideas from [Faw21] to prove a lower bound
for arbitrary k. Specifically, we devise a different way of decomposing the component functions of the
Si—factorization of the slack matrix into their sharp and flat parts, which enable us to apply Fawzi’s
argument even when k > 1. In addition, we compare the variance of two representations of the slack
matrix instead of their tail probabilities to obtain a nontrivial S i—extension complexity lower bound
even when k = Q,(y/n). See the proof of Theorem 2 in Section 5.2 for details.

e Here we compare our Theorem 2 (extension complexity lower bound for an e-approximation of By (S i))
with a back-of-the-envelope calculation based on known results about the LP extension complexity of
By (S%). Assume that there is a set S such that XCSQ(S) = N and S is an e-approximation of

By (Si) On the one hand, each of the N cones of £ x k PSD matrices can be approximated by
exp(ck) facets of linear inequalities, where ¢ > 0 is an absolute constant; see Aubrun and Szarek
[AS17a, Proposition 10]. Thus, the LP extension complexity of S is at most N exp(ck). On the other
hand, the LP extension complexity of S is at least exp(c¢’y/n); see Fawzi [Faw21, Theorem 1]. There-
fore, we get N > exp(c’y/n — ck). This lower bound becomes trivial when k& = Q,(y/n). In contrast,
the lower bound from Theorem 2 remains superpolynomial as long as k = o, (n/logn).

e We also remark some works that studied lower bounds on the semidefinite extension complexity of
polytopes associated with NP-Hard combinatorial problems. Fawzi and Parrilo [FP13] showed that
the Si-extension complexity of the correlation polytope, COR(n) := conv{vv” : v € {0,1}"}, is
exponentially large in n for any fixed constant k. Their proof relies on a combinatorial argument
that counts possible sparsity patterns of certain matrices with small PSD rank. Lee, Raghavendra,
and Steurer [LRS15] proved a stronger lower bound on the semidefinite extension complexity of the
correlation polytope, based on the notion of low-degree sum-of-squares proof. While these works
consider a similar problem to ours, the object of study is different; in this work, we are interested in
the approximate semidefinite extension complexity of the spectrahedron By (S'}).

e Let Dy, = (S’frk)* N H. In our analysis, we (D)) turns out to be the expectation of the largest k-sparse
eigenvalue of the Gaussian Orthogonal Ensemble (GOE) (divided by 4/2). In this work, we only provide
an asymptotic upper bound for wg(Dy) using Slepian’s lemma (Proposition 2), however, it might be
possible to prove a lower bound for wg(Dy) with tools from random matrix theory.

e We do not know whether our lower bounds in Theorems 2 and 3 are tight. We remark that our proof
techniques utilize information from the slack matrix only up to degree 2, i.e., up to the second moment.
It may be possible to achieve a stronger lower bound by exploiting higher-order moments.

e In this work, we consider the question of approximating S’ N H and show that at least superpoly-
nomially many k x k PSD constraints are needed when k < n. However, if one is allowed to exploit
the problem data — C, A;, b; — it could be still possible to construct a good approximation F’ of the
feasible set F' = {X € 8% : (4;, X) = b;} with a smaller number of S’fr so that the optimality gap
sup x e (C, X) — supxcp(C, X) is small as empirically evidenced in [AMI9].

Organization In Section 2, we review some background materials. In Section 3, we define the notions of
approximation that will be used in this paper. In Section 4, we consider the k-PSD approximations of S'}.
Specifically, Section 4.1 discusses a generic lower bound on the number of subspaces required to approximate



S'', and Section 4.2 provides a more refined analysis tailored to the so-called sparse k-PSD approximation
of . In Section 5, we consider the approximate extended formulations of S’ . In Section 5.1, we present
two main theorems about the hardness of approximating S’ . Section 5.2 and Section 5.3 are dedicated to
their proofs.

Notation For x € R, [z]+ := max{z,0}. For a positive integer n, we let [n] := {1,2,...,n}. R™ denotes
the n-dimensional real Euclidean space and S?~! is the unit sphere in R™. We also let S™ denote the set of
n x n real symmetric matrices. Given X € 8™ and I C [n], let X; € S| denote the principal submatrix
of X with row/column indices in I. For a matrix X € S", A\{(X) > .-+ > A\, (X) are the eigenvalues of
X in descending order. A matrix X € S" is positive semidefinite, denoted by X > 0, if v7 Xv > 0 for all
veR" Welet 87 :={X € 8" : X = 0}. The letter H is reserved to indicate the subspace of unit trace:
H={X e S8":Tr X =1}, and I,, denotes the n x n identity matrix. For a cone K C S", its base (translated
by —11,) is the compact set defined to be By (K) := (KNH) — LI, ={X - 11, € 8" : X e KN H}, and
we define Bj; (K) := By (K*) for notational convenience. Given a set S, we let cl(S), conv(S), and cone(S)
denote the closure, the convex hull, and the conical hull of S, respectively. Lastly, we let N(u, ) denote the
multivariate Gaussian distribution with mean p and covariance X.

2 Background

In this section, we review some mathematical preliminaries that are used in our proof of the main theorems.
Expert readers may want to skip this section and continue reading from Section 3.

2.1 Primer on Convex Geometry

We recall some basic concepts and results in convex analysis. The materials in this section are standard and
can be found in classic references; we refer the interested readers to [Roc70] and [AS17b] for more details.

Duality If S C R? the polar of S (in RY) is the closed convex set
Sei={yeR: (z,y) <1lforallz e S}. (2)

We observe a few properties involving polars. First of all, if S C T, then S° D T°. Next, it is useful to note
that (SUT)° = S°NT° for any S,T C R, and that (SNT)° = clconv(S° UT®) if S, T are closed, convex,
and contain the origin. Lastly, if S is a closed, convex set that contains the origin, then (5°)° = S; this is
known as the bipolar theorem in convex analysis (see Lemma 2.2).

A nonempty closed convex set X C R? is called a cone if K is invariant under positive scaling, i.e.,
whenever z € K and t > 0, then tz € K. Given a cone K, its dual cone £* (in R?) is defined via

K*:={yeR: (z,y) >0forallz € K}. (3)

Note that K* = —K°. Thus, it follows from the properties of polars that (i) (K*)* = K; (ii) if 1 C Kg, then
Kt 2 K3; and (i) (K1 NK2)" = clcone(K; U K2) for two cones K1, Ka.

The notion of cone duality is closely related to that of set polarity. To clarify the link, we first define a
base of a closed convex cone K. Fix a nonzero vector e € R? and the corresponding affine hyperplane

H,:={x €R%: (e,x) = (e,e)}.

If e € K* \ Kt where K+ = {v € R?: (v,2) = 0,Vx € K}, then we call the set K% := K N H, as the base of
K with respect to e. The duality of cones carries over to a duality of bases as follows.

Lemma 2.1 ([AS17b], Lemma 1.6). Let K C R be a closed convex cone and e € KNK* be a nonzero vector.
Then

(K ={yeHe: (-(y—e),x—e) < (ee) forallz € KL}.
In other words, if we translate H, so that e becomes the origin, and consider K% and (K*)® as subsets of that
vector space, then (K*)2 = —(e,e)(KP)°.
Remark 1. In this paper, we are concerned with cones K such that §”, € I C S§™ and the unit-trace subspace
H. Note that H = H, with e = %In. We let By (K) = K¢ — %In denote the base of K with respect to

e= %In, translated by —%In to contain 0.



Minkowski Functional and support function Let S be a nonempty subset of R%. The Minkowski
functional (or gauge function) of S is defined to be the function pg : R? — [0, o] valued in the extended real
numbers such that

ps(x) :=inf{A € R: A >0 and z € AS}. (4)

We follow the convention that the infimum of the empty set is positive infinity co. The support function of
S is defined as hg : RY — [0, 00 such that

hs(x) := sup(z, z). (5)
z€S

There is a duality between the gauge function and the support function. In words, the gauge function of
a convex set is the support function of its polar, and vice versa.

Lemma 2.2 ([Roc70], Theorem 14.5). Let S be a closed convex set containing the origin. Then the polar
S° is another closed convex set containing the origin, and (S°)° = S. Moreover,

ps(x) = hgo(x) and pse (z) = hg(x).

Mean Width Given a nonempty, bounded set S C R?, we define the mean width of S as the average of
hs(u) with u distributed uniformly over the unit sphere in the ambient space:

w(S) = /SH hi(u)do (w),

where S?~1 is the unit sphere in R? and o is the normalized Haar measure on S~! (uniform probability
measure on S~1). It is often convenient to consider the Gaussian variant of the mean width because its
value does not depend on the ambient dimension.

Definition 2.1 (Gaussian width). For any nonempty bounded set S C R?, the Gaussian (mean) width of S
is defined as

1
S):=FE.h —F e — —12]I?/2)dz.
we (5) ghs(9) g Lsalelg (9, x)} (27)d/2 /Rd ilelg (z, x) exp(—||2["/2)d>
where g is a standard Gaussian random vector in RY.

It is easy to verify that wg(S) = kqw(S) where kq := Egl/g|l2 = W, Note that x4 depends only on

d and is of order v/d (it is known that \/d — 1/2 < kg < \/d — d/(2d + 1)).

The Gaussian width has many nice properties. Here we list a few of them that we use in later sections.
1. The Gaussian width does not depend on the ambient dimension.
2. The Gaussian width is invariant under translation and rotation.

3. If S C 5, then wg(S) < wag(S').

Urysohn’s Inequality Given a bounded measurable set S C R?, its volume radius is defined as

vol(S) \/*
VOl(Bﬁ))

vrad(S) := <

where B2 is the unit d-dimensional Euclidean ball. The volume radius of S is the radius of the Euclidean
ball that has the same volume as S.

A set K C R? is a convex body if it is a convex, compact set with nonempty interior. The following
inequality, known as Urysohn’s inequality, states that the mean width is minimized for Euclidean balls,
among the sets that have the same volume.

Lemma 2.3 (Urysohn’s inequality; [AS17b], Propositions 4.15 & 4.16). Let K C R? be a convex body

containing the origin in its interior. Then

1
w(K°)

< worad(K) < w(K).



2.2 Lifts, Extension Complexity and Slack Operator

Here we briefly review the K-extension complexity of a convex body and its connection to the K-rank of its
slack operator. We refer interested readers to [GPT13] and [FGP20] for more details.

Let K be a closed convex cone. Given a positive integer r, let K™ = IC x -+ x IC (r times) denote the
Cartesian product of r copies of K. We say that a set S C R? admits a K"-lift if S can be expressed as

S = W(’CT ﬂL)

where 7 is a linear map and L is an affine subspace. The convex set K" N L is called a K"-lift of S. The
K-extension complexity of S, denoted by xci(.9), is defined as the smallest r such that S admits a K"-lift.

Let P,Q be two convex bodies such that P C @ C R? and the origin is contained in the interior of P.
Let Q° be the polar of Q; see (2). We let ext(P) denote the set of extreme points of P and define the slack
operator sp,g for (P, Q) as follows.

Definition 2.2 (slack operator). For a pair of convezx bodies P C @Q with O in the interior of P, the map
spq : ext(P) x ext(Q°) — R such that spg(x,y) = 1—{(x,y) is called its associated slack operator. The slack
operator spq admits a K-factorization if there exists a pair of maps A : ext(P) — K and B : ext(Q°) — K*
such that spg(z,y) = (A(x), B(y)) for all z € ext(P) and y € ext(Q°).

Note that spg(z,y) > 0 for all (z,y) € ext(P) x ext(Q°) because P C @ and therefore (z,y) < 1 for all
(z,y) € P x Q° by definition of the polar.

The existence of a KC-lift of a convex body S is closely related to that of a K-factorization of sp g for some
convex bodies P, @ such that P C S C Q. This connection is originally established by Yannakakis [Yan91]
for the special case with K = R, motivated by computational considerations about linear programming
(LP). This special case of the R -extension complexity is widely known as the LP extension complexity (or
the extension complexity of polytopes), which counts the minimum number of linear inequalities required to
describe S. If xcg, (S) = N, then one can optimize a linear function on S by solving a linear program with
N inequality constraints. Note that a polytope is generated by a finite number of extreme points, and thus
its slack operator is a nonnegative matrix (so called slack matrix). Yannakakis’ theorem states that the LP
extension complexity of a polytope is equal to the nonnegative rank of its slack matrix.

The Yannakakis’ theorem is later generalized in [GPT13]. We state a generalized version of Yannakakis
theorem in the next lemma (cf. [FGPT20, Proposition 3.12]), which immediately follows from the proof of
[GPT13, Theorem 3.

Lemma 2.4. Let P,Q be a pair of convex bodies such that P C Q. If there is a convex body S such that
S admits a proper K-lift and P C S C Q, then spg has a K-factorization. Conversely, if sp,g admits a
K-factorization, then there exists a convex set S such that S has a KC-lift and P C S C Q.

In this paper, we are interested in the case where K is a Cartesian product of small PSD cones, Si
where k > 1 is a fixed constant. We define the S’i—extension complexity of S, denoted by XCgh (S), to be

the smallest integer  such that S admits a (S i)r—lift. Given a nonnegative operator s, we define ranksi (s)

to be the least r such that s admits a (S]fr)T—factorization. As a consequence of Lemma 2.4, we obtain
S:PlélggQXCSIjr (S) = rank gk (sp,q). (6)

We remark that if XCgh (S) = N, then one can optimize a linear function on S by solving an SDP involving

N variables in Sﬁ_.

2.3 Fourier Analysis on the Hypercube and Hypercontractivity

Later in the proof of Theorems 2 and 3, we consider a certain slack operator restricted on the n-dimensional
hypercube and use its degree-2 Fourier component to prove extension complexity lower bounds. Specifically,
we will need to control the norm of the degree-2 Fourier component. We review the necessary notions here
and refer the interested readers to a more comprehensive reference, e.g., [0’D14].



Let H, = {—1,1}" denote the vertex set of the n-dimensional hypercube. Every function f : H, — R
has a unique Fourier expansion

f=fot fitet fa

where each fi is a homogeneous multilinear polynomial of degree k. We call fj, the k-th harmonic component
of f and let proj, : f — fr denote the projection onto the degree-k harmonic subspace (the subspace of
homogeneous polynomials of degree k).

Given p € [0, 1], the noise operator T, smooths f : H,, — R, by attenuating its high-frequency modes.
To be precise, T, acts on f multiplying the k-th Fourier coefficient of f by p¥, i.e.,

T,f =Y o' fr
k=0

For p < 1, T, f is ‘smoother’ than f as the high-frequency terms of f are diminished. In one extreme, T}, f
is constant equal to Ef when p = 0; in the other extreme where p = 1, there is no smoothing and 7, f = f.
Next, we recall that the p-norm (p > 1) of f : H,, — R is defined as

1

11l = (Bamprn [F@I]) "

where p(H,) denotes the uniform probability measure over H,. Note that ||f||, < ||f|lq for p < ¢. When
p < g, there is no general way to control || f||; with || f||,, and the ratio ||f||4/||f|l, can be arbitrarily large;
the ratio becomes larger as f fluctuates more wildly.

The hypercontractive inequality for T, due to Bonami and Beckner [Bon70, Bec75] provides an upper
bound on ||T,f||4 in terms of || f||, with p < ¢, thereby giving an estimate for how much smoother T} f is,
when compared to f. It can be stated as follows.

Lemma 2.5 (Hypercontractivity). Given f : H, — R, for any0 < p <1 andp > 1, we have | T, flq < ||fllp
where ¢ =1+ p%(p— 1).

We use Lemma 2.5 to control the norm of the degree-2 harmonic component of a bounded nonnegative
function as stated below in Lemma 2.6, following [RK11, Lemma 2.3] and [Faw21l, Lemma 3]. Its proof is
included in Appendix A for completeness.

Lemma 2.6. Let f: H, — R satisfy (i) 0 < f(x) < A for all v € Hy; and (ii) By, [f(x)] < 1. Then

lpropsl <45 4R
elog(A) if A>e.

2.4 Some Useful Facts about (Sub-)Gaussians

Here we collect a few facts about Gaussians that are useful to control the fluctuation of Gaussian processes.
These are standard results and more details can be found in references such as [BLM13], [Ver18] and [AS17b].

2.4.1 Gaussian Random Matrices and Sub-gaussian Random Variables
Standard Gaussian Distribution in S" Recall that the space S™ of real symmetric n x n matrices can be
viewed as real Euclidean space of dimension (";‘1) equipped with the trace inner product (A, B) = Tr(AB).

We define the standard Gaussian distribution in S™ via the natural isomorphism between S™ and R(":.

Definition 2.3. A random matrix A € S™ has the standard Gaussian distribution if the random variables
(@ij)1<i<j<n are independent, with a; ~ N(0,1) and a;; ~ N(0,1/2) for i < j.

Note that A is a standard Gaussian vector in the space S” if and only if v/2A4 is a GOE(n) (Gaussian
Orthogonal Ensemble) matrix, cf. [AS17b, Section 6.2]. The GOE has the property of orthogonal invariance,
ie, if A € S"is a GOE(n) matrix, then for any fixed orthogonal matrix U € O(n), the random matrix
UAUT is also a GOE(n) matrix.



Sub-Gaussian and Sub-exponential Random Variables Many interesting properties of Gaussian
random variables are due to the fast decaying tail probabilities. Such properties are shared by some of
non-Gaussian random variables, so called the class of sub-Gaussian random variables. This notion can be
formalized based on the moment-generating function E[e*X]:

Definition 2.4. A random variable X is sub-Gaussian with parameter v > 0 if E[X] =0 and

2
E[e*¥] < exp (%v), YA eR.

Definition 2.5. A random variable X is sub-exponential with parameters v,c > 0 if E[X] =0 and
E[e*"] < exp (?v), VA such that [N < —
c
For example, exponential and chi-squared random variables (with centering) are sub-exponential. Informally,
a sub-gaussian random variable can be viewed as a sub-exponential random variable with ¢ tending to 0.
A sub-exponential random variable exhibits sub-Gaussian tail behavior around its center and have expo-
nentially decaying tail probabilities far away from 0. More precisely, the following tail probability bounds

can be obtained by the Cramér-Chernoff method: if X is a sub-exponential random variable with parameters
(v, ¢), then for every t > 0,

/2w o<t <
max { Pr[X > ], Pr[X < —1]} < {e—t/zc ?ff; oo
e 1 c’

2.4.2 Useful Inequalities

Gaussian Comparison Inequality The following fundamental inequality, known as Slepian’s lemma,
expresses that a Gaussian process can get farther (i.e., has a larger supremum) when it has weaker corre-
lations. We refer the interested readers to [Ver18, Theorem 7.2.1] and [AS17b, Proposition 6.6] for more
details.

Definition 2.6. A random process (Xi)ier is a Gaussian process if the random vector (Xi)ier, has normal
distribution for all finite subsets Ty C T.

Lemma 2.7 (Slepian’s lemma). Let (X;)ier and (Yy)ier be Gaussian processes. Suppose that for allt,s € T,
the following three conditions hold: (i) EX; = EY; = 0; (ii) EX? = EY}?; and (iii)) EX; X > EY;Y,. Then
for every T € R,
Pr {supXt > 7':| <Pr {squt > 7':|.
teT teT

There is a well known upper bound for the expectation of the largest eigenvalue of a standard Gaussian
random matrix in S™. Its proof is based on the Slepian’s lemma and standard; see Appendix A for the proof.

Lemma 2.8. If a random matriz G € 8™ has the standard Gaussian distribution, then

Ec[M(G)] = Eg[ sup (v,Gvﬂ <V2n.

vesn—1

Remark 2. It is known that lim,,_ ., Eg [Al(G)}/\/2n = 1. Indeed, not only its expected value, but also
its limiting distribution is known in the literature. The quantity A\;(G) — v/2n is of order n=1/¢ and its
distribution converges to the Tracy-Widom distribution after normalization.

Gaussian Concentration A smooth function of independent Gaussian random variables is sub-Gaussian.
The following result is widely known as the Gaussian concentration inequality; see [BLM13, Theorem 5.5]
for example. Note that the sub-Gaussian parameter L? depends only on the smoothness of the function, and
not on the number of Gaussian random variables.



Lemma 2.9 (Gaussian concentration). Let X = (X1,...,X,,) be a vector of n independent standard Gaus-
sian random variables. If f : R — R is L-Lipschitz (with respect to the fo norm), then f(X) —Ef(X) is
sub-Gaussian with sub-Gaussian parameter L?.

The following lemma states that the support function of a convex set concentrates around its mean. It
can be proved applying Lemma 2.9 to the support function, which is Lipschitz with the Lipschitz constant
being the diameter of the set. We provide a proof in Appendix A for readers’ convenience.

Lemma 2.10. Let K C R? be a conver set containing 0. Let wg(K) denote the Gaussian width of K. Then
for any a > 0,

042
- < —-=).
maX{gwﬁgyld)[glg<g,x><(l aua(K)]. J\%’(gyld)[glea§<97$>>(1+a)wG(K)}} _exp( 47T)

MGF of Sub-Gaussian Chaos of Order 2 We review the concentration of quadratic forms of the type

Z ainin = XTAX

4,j=1

where A = (a;5) is an nxn matrix of coeflicients, and X = (X1, ..., X,,) is a random vector with independent
coordinates. Such a quadratic form is known as a chaos (of order 2) in probability theory.

When X;’s are sub-Gaussian random variables (e.g., Gaussian or Rademacher), the quadratic form X7 AX
is sub-exponential. The following upper bound is well known, and can be used to derive a Bernstein-type
exponential concentration results (e.g., Hanson-Wright inequality) for X7 AX. Its proof is based on standard
techniques such as decoupling and comparison to Gaussian chaos. We omit the proof here and refer the
interested readers to [Verl8, Sections 6.1 & 6.2] for more details.

Lemma 2.11 (MGF of sub-Gaussian chaos of order 2). Let X = (X1,...,X,) € R™ be a random vector
with independent sub-Gaussian coordinates with sub-Gaussian parameter v, and let A be an n X n matriz
with zero diagonal. Then XTAX is sub-exponential with parameters (c1||A||%v, cal|Allop) for some absolute
constants c1,co > 0, i.e.,

A2 1
Eexp AXTAX) <exp ( Zc1||A||2v), or all A s.t. |\ < ————.
( ) <o (Faldlfo), s NS

Observe that for any function f : H, — R, its degree-2 projection, proj,(f), is a multilinear quadratic
form on H,,. That is, there exists some matrix A with zero diagonal® such that proj,(f)(z) = 27 Az for all
x € Hy,. Therefore, the random variable proj,(f)(X) derived from the uniform random vector X ~ p(H,)
is sub-exponential by Lemma 2.11. We formally state this observation in the following lemma to use later
in the proof of Theorem 2; see Appendix A for its proof.

Lemma 2.12. Let X be a random vector uniformly distributed over H,. For any function f : H, — R,
the derived random wvariable projy(f)(X) is sub-exponential with parameters (clMJ%, coMy) where My =

|l projy fll2/v/2, and c1,ca > 0 are the same absolute constants that appear in Lemma 2.11. That is,

‘ A2
Exu(r,) exp (X projy(f)(X)) < exp (701]\/—/]%), for all X s.t. |A] <

CQMf'

Maximal Inequalities The following simple maximal inequality is well known, and it is asymptotically
sharp if the random variables are i.i.d. Gaussian. Its proof can be found in Appendix A.

Lemma 2.13. Let X1,...,Xn be sub-exponential random variables with parameters (v,c). Then

E{maxXi] < max{\/QvlogN, 2clogN}.

€[N

I More precisely, A;; = %]EXN#(Hn)[Xinf(X)] for i,j € [n] such that i # j.
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3 Three Notions of Approximation

Recall that we want to approximate the positive semidefinite cone S’ with a convex cone K 2 S§”} so that
the feasible set By (K) = (KN H) — 1, (cf. Remark 1) well approximates By (S7). In Section 3.1, we
introduce three notions of approximation for sets. In Section 3.2, we extend these notions to cones to assess
the quality of IC as an approximation of S’/.

Specifically, we first define a natural notion of e-approximation for sets that contain the origin (Defi-
nition 3.1). Then, we additionally describe two auxiliary notions of approximation for the convenience of
our analysis, namely, the average e-approximation (Definition 3.2) and the dual-average e-approximation
(Definition 3.3). These two auxiliary notions can be obtained by relaxing a quantifier in the definition of
e-approximation. These relaxed notions are closely related, but incomparable to each other. They will be
respectively used in Section 4 and Section 5 to prove the hardness of approximating S’} with a small number
of k x k PSD constraints.

3.1 Notions of Approximation for Sets
To begin with, we define the notion of e-approximation for sets containing the origin.

Definition 3.1 (e-approximation). Let P be a set containing 0. For ¢ > 0, a set S is an e-approximation
of Pif PC S C(1+€)P. Given two sets P, S that contain 0, we let

€"(P,S) :=inf{e > 0: S is an e-approzimation of P}.

This is a natural notion to quantify how tightly a set P containing 0 can be approximated by another set
S D P. Recall the definition of the support function hg(z) := sup,cg(x, 2), cf. (5). We observe that if S is
an e-approximation of P, then

hp(z) < hs(xz) < (1+€)hp(z) forall x. (7)

That is, if S is an e-approximation of P, then for every direction in the ambient space, the distance from the
supporting hyperplane of S to the origin is at most (1+¢) times the distance from the supporting hyperplane
of P to the origin. Moreover, when P and S are convex, the converse is also true.

Next, we define a more lenient notion of approximation by relaxing the quantifier ‘for all 2’ in (7) by
taking average over random direction z. To this end, recall the notion of Gaussian width from Definition
2.1 that wg(S) = Eq [hs(G)] for any nonempty bounded set S C R?, where G is a standard Gaussian.

Definition 3.2 (average e-approximation). Let P be a set containing 0. For ¢ > 0, a set S is an average
e-approximation of P, or e-approximation of P in the average sense, if P C S and wg(S) < (1 + €)wg(P).
Given two sets P, S that contain 0, we let

€avg(P3S) := inf{e > 0: S is an average e-approzimation of P}.
By definition, S is an average e-approximation of P if and only if Eg[hs(G) — hp(G)] < €-Eg [hp(G)] where
G is a standard Gaussian random matrix in S™.

Note that average e-approximation is a weaker notion than e-approximation because €*(P, S) > €5, (P, 5).
That is, for a fixed € > 0, if S is an e-approximation of P, then S is also an average e-approximation of P.
As a matter of fact, average e-approximation is a strictly weaker notion because there exists a pair of sets
(P,S) such that €*(P, S) > €;,,(P,5), i.e., there exists some € > 0 for which S is not an e-approximation of
P whereas S is an average e-approximation of P. We illustrate this point with the following two examples.

Example 3.1. Let P = {(z,y) € R? : 22 +y? < 1} and S = {(x,y) € R? : 2% /4+y*> < 1}. Thene*(P,S) = 1.
On the other hand, €,,(P,S) = 2E(3/4) — 1 ~ 0.54196 where E(m) is the complete elliptic integral of the

avg
second kind with parameter m = k*. The value of €},,(P,S) can be computed by observing that wa(P) =

27 .
Eceno,r)l9llz and wa(S) =Egenio,m)llgllz - o= f; " V4cos? 8 +sin® 0d0 = 2 E(3/4)E e n(o,1,)l19]l2-

Example 3.2. Let P = {z € R" : |zl < 1}} and S = {x € R" : ||z|1 < /n}} where || - ||, denotes
the £,-norm. Then €*(P,S) = /n — 1. On the other hand, €%, (P,S) = f(n) where f(n) is a function

avg

of n such that f(n) ~ /2logn for sufficiently large n. It is because wa(P) = Egon(o,1,)ll9ll2 = +/n and
’LUG(S) = \/ﬁ : EgNN(O,In) MaX;en] |gz| ~ /2nlogn.
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(a) S is an e-approximation of P (b) S ‘poorly’ approximates P only in some directions

Figure 2: Cartoons illustrating the difference between e-approximation and average e-approximation.

In the two examples above, we observed there exists € > 0 such that S is an e-approximation of P in the
average sense, while it is not an e-approximation. This happens because hs(G) — hp(G) is small on average,
but the difference can be potentially large for some G. In other words, S approximates P well on average,
but poorly for certain ‘bad’ directions in the ambient space, as illustrated in Figure 2. Nevertheless, the set
of ‘bad’ directions might have only a small measure as in Example 3.2, and the notion of e-approximation
as in Definition 3.1 can be overly conservative. That is why we additionally consider the notion of average
e-approximation, which is more lenient with the shape of the approximating set S.

One drawback of evaluating the quality of approximation with the notion of average e-approximation
is that it only measures the difference averaged over an ensemble of random objectives. Thus, we cannot
control the gap hg(z) — hp(z) for any specific 2, however, we can still establish a probabilistic upper bound
on hg(G) — hp(G) when G is randomly drawn from the standard Gaussian distribution.

Lemma 3.1. Let S be an average e-approximation of P for some € > 0. Then for all T > 0,

wa(P)
P hs(G) — hp(G <e——~.
G~ std Graussian S( ) P( ) )= T
Lemma 3.1 operationally means that if S is an average e-approximation of P for small €, then hg(z) —hp(x)
can be large only for = in a set that has small measure. In particular, the probability upper bound converges
to 0 as € = 0. That is, hg(x) — hp(x) converges to 0 for all 2 (but those in a set of measure-zero) as e — 0.

Proof of Lemma 3.1. Note that hg(G) — hp(G) > 0 for all g because P C S. The conclusion follows from
Markov’s inequality and the observation that wg(S) — wg(P) < € - wg(P). O

Lastly, we revisit Definition 3.1 to introduce an alternative relaxation of e-approximation, namely, the
‘dual’ version of average e-approximation. Recall from (4) that the gauge function of S is defined as pg(z) :=
inf{A\ € R: A >0 and z € AS}. Observe that P C S C (1+¢€)P if and only if %ﬁpp(:zr) < ps(xz) < pp(x) for
all z. When P and S are closed convex sets, pp(x) = hpo(x) and pg(z) = hgo(x) by Lemma 2.2. Therefore,

S is an e-approximation of P if and only if %ﬂhpo () < pgo(z) < ppo(x) for all z. As before, we ease the

w 1

condition Tre

hpo(x) < pgo(x) for all 2”7 by averaging over = to reach at the following definition.

Definition 3.3 (dual-average e-approximation). Let P be a set containing 0. For e > 0, a set S is a
dual-average e-approximation of P, or e-approximation of P in the dual-average sense, if P C S and

we(S°) > %ﬂwg(Po). Given two sets P, S that contain 0, we define

(P,S) :=inf{e >0: S is a dual-average e-approzimation of P}.

*
€dual- avg

Note that dual-average e-approximation is also a weaker notion than e-approximation. That is, for a
fixed € > 0, if S is an e-approximation of P, then S is also a dual-average e-approximation of P. In Section
4, we use the notion of dual-average e-approximation as a technical tool to prove the hardness of k-PSD
approximations of S”}.

12
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Figure 3: The sets described in Example 3.3.

The notion of dual-average e-approximation is closely related to the notion of average e-approximation;
they are dual to each other. However, they are not equivalent notions of approximation, i.e., there exist
convex sets P, .S such that S is a good approximation of P in the average sense, but not in the dual average
sense. The opposite is also possible. See the next remark and Example 3.3.

Remark 3. For € > 0, S is an average e-approximation of P if and only if P° is a dual-average e-approximation
of S°. In other words, €., (P, S) = €] ,a1.avg(5°, P°). In this sense, the notion of dual-average e-approximation
is the dual of the notion of average e-approximation.

Example 3.3 (Ball, Needle, and Pancake). Consider a d-dimensional unit ¢3-ball and a ‘needle’ obtained
by taking the convex hull of the union of the ball and two points that are located on the opposite side of the
origin at distance d. The polar of this ‘needle’ is the ‘pancake’ obtained by intersecting the unit ball with
a slab of thickness 2/d along its equator. These three sets are illustrated in Figure 3. We observe that the
Gaussian width of the ball, the needle, and the pancake are approzimately \/d —1/2,d\/2/m, and \/d — 3/2,
respectively. Thus, the ball is a good approximation of the pancake in the average sense, but not in the
dual-average sense. Likewise, the needle is a good approximation of the ball in the dual-average sense, but
not in the average sense.

3.2 Notions of Approximation for Cones

Recall that our primary motivation for introducing the notions of approximation is to quantify the optimality
gap that arises from a conic programming relaxation of the problem in (1). Suppose that we are to relax the
problem (1) by replacing the PSD cone S§”} with a larger cone K 2 S7}. Letting P = {X € S} : (4;,X) =
bi, i=1,....m}and S={X e KL: (4;,X)=0b;, i=1,...,m} denote the feasible sets of the original and
the relaxed problems, we can see that S O P and there arises an increase in the optimal value, I'p s(C') :=
hs(C) — hp(C), as a result of the relaxation.

We extend the notions of approximation for sets, defined in Section 3.1, to the notions for cones by fixing
a certain affine constraint. Recall that for a cone K, we let By (K) := (IC N H) — %In = {X — %In e S":
X e KNH} where H={X € §": Tr X = 1} and I,, denotes the n x n identity matrix. Note that By (K)
is the feasible set of the problem (1), translated by —11I,,, when the affine constraint in (1) is the unit trace
constraint. We define the notions of approximation for cones as follows.

Definition 3.4 (e-approximation for cones in S™). A cone K C S™ is an e-approximation (average c-
approzimation / dual-average e-approzimation, resp.) of S if By (K) is an e-approzimation (average
e-approzimation / dual-average e-approximation, resp.) of By (Si) Also, we let

€*(S%,K) :== e*(Bu (S%) ,Bu (K))

and define €,,(S}, K) and €,,.4,,(S't, K) in a similar manner.

Remark 4. For later use, we remark here that wg (BH (Si)) < V2n and that lim, o z
because S’y N H = conv{vv” : v € S"7'}, ¢f. Lemma 2.8 and Remark 2.
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4 k-PSD Approximations of S}

One option to relax the PSD constraint X € S} in (1) is to enforce the PSD constraints only on the smaller

k x k principal submatrices of X, which leads to the following relaxation:

maximize (C,X)
subject to (4;,X)=b;, i=1,...,m, (8)

k x k principal submatrices of X € S, .

Note that the PSD cone S’ in (1) is replaced with a relaxed cone that is defined using (k x k)-sized PSD
constraints, and (8) can be solved more efficiently when k < n. For example, k = 1 yields a linear program-
ming (LP) approximation and k = 2 produces a second-order cone programming (SOCP) approximation of
the original SDP [AM19].

In this section, we consider a scheme to approximate S’} by enforcing k x k PSD constraints on particular
subspaces. To be precise, we choose a fixed set of k-dimensional subspaces in R™ and define a cone of n x n
symmetric matrices that are PSD when restricted to these subspaces. The cone associated with (8) is an
example of this construction that is obtained by imposing PSD constraints on the (Z) subspaces of k-sparse
vectors in R™, and will be referred to as the sparse k-PSD approximation of S'}.

In Section 4.1, we formalize the definition of the k-PSD approximation and prove a lower bound on the
number of k£ X k PSD constraints required. We show that when k is much smaller than n, it is necessary to
impose PSD constraints on at least exponentially many subspaces to produce a cone that approximates S’}
well. In Section 4.2, we discuss the sparse k-PSD approximation in more detail.

4.1 Lower Bound for k-PSD Approximations of S}
We recall the definition of the k-PSD approximation of S from Definition 1.1.

Definition 4.1 (k-PSD approximation of S”; restatement of Definition 1.1). Let V = {V1,...,Vn} be a set
of k-dimensional subspaces of R". The k-PSD approzimation of S'} induced by V is the convex cone

Si”k(V) = {XES”Z’UTXUZO, YweV, Vi=1,...,N}.

Note that Si’k(V) D 87 is the set of n xn symmetric matrices whose associated quadratic forms are positive
semidefinite when restricted to V3 U ---U V. Thus, if U; € R®** is a matrix whose columns form a basis of
V;, then ST*(V) = {X € 8" : U XU; € 8%, Vi=1,...,N}.

Our first main theorem presents an upper bound on the Gaussian width of the base of the dual cone of
S’fr’k(V) as a function of k and N = |V|.

Theorem 1. Let n, 1 < k < n be positive integers and V = {Vi,...,Vn} be any set of k-dimensional

subspaces of R™. Then
wa (B}} (s’;’“(V)) ) < V2k + \/2log N.

Recall that wg (B}‘{ (Si)) = wg (BH (Sﬁ)) ~ v2n, cf. Remark 4. Comparing the upper bound in

Theorem 1 against v/2n, we can contrast the size of Bj; (Si’k(V)) relative to Bj; (S’fr) For example, when

k and N are small, v2k + /2log N < +/2n, and we can intuitively see that the dual of the cone Si"k(V)

is much smaller than the original PSD cone S’!. Therefore, the primal cone Si’k(V) is too big to well
approximate S’} in such a case.

Remark 5. Note that the upper bound in Theorem 1 holds regardless of the subspaces V;,...,Vy in V, i.e.,
it is oblivious to the configuration of the subspaces. That is, this upper bound is valid even for the “best”
possible configuration of subspaces to imitate the expressive power of the full-sized PSD cone. We also note
that this upper bound could conceivably be too conservative, especially when N is large, because it implicitly
hinges on the union bound (through the use of Lemma 2.13).
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Proof of Theorem 1. First of all, due to the translation invariance of the Gaussian width, we have
1
wa (B;, (Si’k(v)) ) = we (S’};’“(V)* NH - ELz) = wg (ST“(V)* N H)

Next, we let U; € R"** be a matrix whose columns form an orthonormal basis of V; for each V; € V.
We observe that Si’k(V)* = clcone(Uie[N]{UiZUiT 1 Z € Si}) because (Si)* = Si and (C1 N Co)* =
clecone(CyUCY), cf. Section 2.1. Thus, it follows that Si’k(V)* NH = conv(Uie[N]{UivaUiT NS Sk_l}).
Note that (G, UvvTUT) = (UF'GU;, vvT'), and therefore,

wa (Sik(V)* N H) =Eqg [ sup (U] GU,, ’U’UT>:| =Eg [ sup Al(UiTGUi)}
i€[N] 1€[N]

vesn—1

< sup Eq [M (U] GUy)| + Eg { sup (Al(UiTGUi) —Eq [Al(UiTGUi)])] :
i€[N] ic[N]

Note that for every i € [N], the random matrix Ul GU; € S* has the standard Gaussian distribution in
S*. By Lemma 2.8, E¢ [Al(UiTGUi)} < V2k. Moreover, the function G +— A\ (U GU;) is 1-Lipschitz, and
therefore, the random variable A\ (U GU;) — Eg [\ (U GU;)| is sub-Gaussian with sub-Gaussian parameter

1 by Lemma 2.9. Lemma 2.13 implies that Eg {supie[N] (M(UFGU;) — Eg [Al(UiTGUi)D} <+2logN.
O

Now we discuss how Theorem 1 implies the hardness of approximating S’ with a small number of k x k
PSD constraints. In the next corollary, we show that if N = |V| is below a certain threshold determined by
n, k, €, then S’}r’k(V) cannot be a dual-average e-approximation of S’ . Thus, it cannot be an e-approximation
of S, either.

Corollary 1. Let n,k be positive integers such that 1 < k < n, and ¢ > 0. If Si’k(V) is a dual-average
e-approximation of S'y, then |V| > exp (n ~(n, k, e)) where

[ 1 we(Ba(SY)) B’

Proof of Corollary 1. Suppose that Si’k(V) is a dual-average e-approximation of S’. Then by definition of
the dual-average approximation (see Definitions 3.3 and 3.4),

+

we (Br (S’}r’k(V))o) > l%ewc (Bu (s1)°): (9)

By Lemma 2.1, we have By (Sik(V)) = —nBy (Sik(V)) and By (S N H)" = —nB} (S7) = —nBg (S7)
because S} is self-dual. Thus, Theorem 1, combined with the inequality (9), implies

1 _1|_ ewG(BH (Si)) < wG(BH (Si’k(V)*) ) < V2k + /21og V).

Note that this inequality holds if and only if

ViogV] > wa(Bu (81) ) = VE,

1
V2(1 +¢)

which is again equivalent to

[V| > exp

wolBn D) k] =ew o etnika).

V2(1 + )

+
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Remark 6. Recall from Remark 2 that lim,,_,.c wg (BH (Si) )/\/ 2n=1. With k = |én] for 0 <4 < 1,

2

s vtntinko = [ -]’

That is, when n is sufficiently large, [V| > exp (n[1/(1+¢€) — \/g]i) is necessary for the cone Sivk(v) to be
a dual-average e-approximation of Si.

As discussed in Remark 5, our lower bound in Corollary 1 can be conservative due to the union bound. In
fact, we do not know whether our lower bound is tight. Thus, it is possible that even if N > exp (n-gp(n, k, e)),
there does not exist any V such that [V| = N and S’}r’k(V) is a dual-average e-approximation of S’ .

4.2 Example: the Sparse k-PSD Approximation of S"

In this section, we consider the sparse k-PSD approximation, which is a concrete example of the k-PSD
approximation of S’} (Definition 4.1) discussed in the previous section.

Definition 4.2 (Sparse k-PSD approximation of §”!). Given positive integers n and 1 < k < n, the sparse
k-PSD approzimation of S} is the set

SvFi={X e 8": Xr =0, VIC [n] with|I| <k}.

We observe that the sparse k-PSD approximation is an instance of the k-PSD approximation Si"k(V) such
that V = {V; : I € [n] with |I| = k}} where V; = {v € R" : v; =0, Vi & I'}. Note that [V| = (}).

In Section 4.2.1, we examine the implications of Corollary 1 for the sparse k-PSD approximation of S”/.
In Section 4.2.2, we provide a more refined analysis that is tailored to .S"fr’k, based on properties that are

specific to S’}r’k. It turns out that we can derive stronger hardness results from the tailored approach.

4.2.1 A Weak Bound Using Corollary 1

First of all, we inspect what the lower bound obtained in Section 4.1 implies for the sparse k-PSD approxi-
mation of S§. According to the contrapositive of Corollary 1, when n and € > 0 are fixed, Si’k cannot be
a dual-average e-approximation of S’} if k satisfies the following inequality:

<Z><exp (”'[1iewc(B;%Si))_ %]i) (10)

Let’s assume k = dn for some 0 < § < 1 and n tends to infinity. By Stirling’s approximation,

log (Z) — (14 0,(1)) Hy (S)n

where Ha(p) = —plogp — (1 — p)log(1l — p) is the binary entropy function defined for p € [0,1]. With this
asymptotic approximation and the observation that wg (B H (S’J_) ) /v2n < 1, we take logarithm of both
sides of (10) to obtain the inequality (in the limit n — o0),

H2(5)<{L—\/Sr. (11)

1+e n

Given € > 0, let g(6) := [ 1_%_6 -5 }i — H3(0). Note that g is strictly convex on the interval § € [0, 1]
and g.(0) > 0. Moreover, if € > 0, then g.(1/(1 + €)?) < 0. By the intermediate value theorem, there exists
a unique 0 < §*(€) < 1/(1 + €)? such that g.(6*(¢)) = 0 and g.(§) > 0 for all 0 < § < §*(¢). As a result, if
k/n < &6*(e), then Si’k cannot be a dual-average e-approximation of S”. The expressions on both sides of

Eq. (11) are illustrated in Figure 4a for a few values of ¢; the plot of §*(¢) vs € is depicted in Figure 4b.
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(a) Plot of the expressions in Eq. (11): H2(d) (entropy) (b) Plot of §*(€) vs e. For a fixed € > 0, if k/n is con-
vs [1/(14¢€) =3 |2 for e = 0, 0.2, and 0.5. The location tained in the blue region, Si’k cannot be a dual-average
of §*(e) are also annotated. e-approximation of S7 .

Figure 4: Hlustration of the hardness results obtained by applying Corollary 1 to the sparse k-PSD.

Recall the definition of €3, ,.o(FS5) = inf{e > 0 : S is a dual-average ¢ approximation of P}, which
indicates the ‘best possible’ (i.e., the smallest) ¢ > 0 for which S is a dual-average e-approximation of P.

For fixed n and k, the preceding discussion leads to a lower bound on €, (S} Si’k) as

ezual-avg@i,sz’“)ZSup{oo:Hz(’“)<[ o fr}:g(k/n). (12)

n 1+e nol,

On the one hand, we can already see from the above discussion that for any fixed ¢ > 0, Si’k with

k = on(n) cannot be an e-approximation of S’ (in the dual-average sense). That is, & must scale linearly

with respect to n for Si’k to be a good approximation of §’. On the other hand, the lower bound on & from
the discussion above — k/n > 6*(¢) — becomes uninformative once k increases beyond a certain threshold
because 6*(e) < 6*(0) ~ 0.137 for all € > 0. In other words, if k/n > §*(0), then we can only get a trivial
lower bound €}, avq (S Sik) > —o0, and do not know whether Si’k approximates S’} well or not.

We remark that this is possibly due to the conservative nature of inequality (10), which is inherited from
Corollary 1. Recall that the cardinality lower bound from Corollary 1 is oblivious to the configuration of
the subspaces Vi,...,Vy in V. That is, it is valid even for the “best” possible configuration of subspaces
to imitate the expressive power of the full-sized PSD cone. Nevertheless, the subspaces of k-sparse vectors
have overlaps, and some of them could be redundant. Thus, the general lower bound from Corollary 1 can
be excessively conservative to apply to the sparse k-PSD approximation of S}.

Indeed, we can acquire a tighter lower bound for €}, ,..(S%, Si’k) by using the knowledge about the

subspaces of S’}r’k. This is the topic that will be discussed in Section 4.2.2.

4.2.2 A More Refined Analysis Tailored to Si’k

In this section, we derive lower bounds on ¢*(S™, §") and €hual-ave (S S"%) with an analysis that exploits
specific properties of S:’L’k. More precisely, we construct a matrix on the boundary of BH(STC) to argue a
lower bound on €*(S"}, S:’L’k), and characterize €}, ..o (S S:’Lk) by observing that the Gaussian width of
B;{I(Sik) is the expectation of the largest k-sparse eigenvalue of a standard Gaussian random matrix. The

resulting lower bounds imply stronger hardness results for approximating S’ with .S"fr’lC than those discussed
in Section 4.2.1.
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Hardness of e-approximation First of all, we discuss how hard it is to approximate S’} with S’fr’k in the
e-approximation sense (see Definition 3.1) when k is small. For that purpose, we consider a specific matrix
on the line segment connecting %lnlz and %In where 1,, € R**! denotes the n x 1 column matrix with all
entries equal to 1. Specifically, we construct a matrix M € B H(Si’k) that is far away from By (.S”}r), and
prove a lower bound for € > 0 as a necessary condition for M € (1+¢) - By (S7).

Proposition 1. If Si’k is an e-approvimation of S, then k > % 1+e

Proof. Let Pi(n) := 1,11 /n and Py(n) := I,, — P;(n). Note that P;(n) and Py(n) are projection matrices.
For a,b € R, we define
G(a,b;n) := aPy(n) + bPs(n).

It is easy to verify that the eigenvalues of G(a,b;n) are a with multiplicity 1, and b with multiplicity n — 1.

Next, recall from Definition 4.2 that G(a,b;n) € .S"fr’lC if and only if G(a,b;n)p = 0. Observe that
Gla, byn)y = 2HE=D0 Py (k) +bPy (k) = 0 if and only if ka+(n—k)b > 0 and b > 0. Letting a = K="
b= %, we observe that (1) G(a,b;n) € Si’k because ka+ (n—k)b =0 and b > 0; and (2) G(a,b;n) € H
because Tr G(a,b;n) = a + b(n — 1) = 1. Next, we can also verify that G(a,b;n) — 11, € (1+¢)- By (S7)
if and only if € > 2=k Tt is because G(a,b;n) + £I,, = G(a+ £,b+ £;n) € S if and only if a + £ > 0.
Rewriting € > 2 k71 as a condition for k£ in terms of €, we obtain k > ’1‘—;61 + 1. O

and

Alternatively, when k is fixed, Proposition 1 implies that

—k k/n
> T > Tt = k). (13)

(81,87 >

Hardness of dual average e-approximation Next, we re-examine how well Si’k can approximate S’}
in the dual-average sense (Definition 3.3) to find a better lower bound on €j,, ..o (S%, Sik) We use the

duality between Si’k and its dual cone, (Sik)* = cone{vv’ : v € R with |[v]jo < k}, which is the cone of

matrices that have factor width at most k& [BCPTO05].
Observe that ST N H = {X € 87 : Tr(X) = 1} = conv{vv? : € R", |jv|]|; = 1}. For any G € S",
maXXgSme(G X) = M\ (G) and thus, wg (.S”}r N H) is equal to the expectation of the largest eigenvalue of a

random matrix that has the standard Gaussian distribution in S™ (Definition 2.3). Likewise, (S "V NH =
conv{vvT 1z € R", |lv]|a =1, |jv|o < k}, and MaXy ¢ (gn. )i (G, X) is the largest k-sparse eigenvalue of G.

Based on these observations, we show an asymptotic upper bound on the ratio we (Bj; (S7y k)) Jwa (B (ST))
. oy . k
in Proposition 2 that subsequently leads to a tighter lower bound on €f .1 .., (S}, S1") in (16).

Proposition 2. Fiz 0 < <1 and let k = |on]. Then

’LUG(B* nk 1/2
(o)

where Q2 denotes the quantile function® of the x*-distribution with one degree of freedom. Moreover,

/06 Qy2(1— s)ds = 6 + \E@-l (1 - g) exp ( -3 [‘1’_1 (1- g)D 1)

where ®(z) is the cumulative distribution function of the standard normal distribution.

Before we prove Proposition 2, we note that it implies the following lower bound in the asymptotic limit
n — oo:

5 ~1/2
Ehualave (ST S’frk) > (/0 Qy2(1— s)ds) —1=:9¢(k/n). (16)

2That is, Qy2(s) = inf{z € R : Fy2(x) > s} for 0 < s < 1 where F,2 be the cumulative distribution function of the
x2-distribution with one degree of freedom.
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See Figure 1 (left) in Section 1 to compare the three lower bounds, £ (Corollary 1 and (12)), ¢ (Proposition 1
and (13)), and ¢ (Proposition 2 and (16)). We make two remarks: one on the advantage of tailored analysis
for Si’k; and the other on comparing the rate of convergence for ¢ vs 1.

e (Generic vs tailored) The lower bound v gives a sharper lower bound than £. In particular, ¥(6) > 0
for all 0 < § < 1 and 1+ gracefully converges to 0 as k/n — 1, whereas £(5) = 0 for all § > 6*(0).

e (c-approx. vs dual-avg. e-approx.) We can see from the expression in (15) that ¥(1 — &) = ©4(5°) as
d — 0. This sharply contrasts with ¢(1 — §) = ©5(d). That is, .S"fr’lC gets harder to approximate S} in
both senses as k diminishes from n, but at a much slower rate in the dual-average sense.

Proof of Proposition 2. Fix k€ {0,1,...,n}. Let T = {u € R" : |Jull2 <1, Jullo < k} and observe that
we (B (8% k)) = wg((Sik)* NH) =Eq [sup (G, uu™) } .
ueT

We consider a Gaussian process (X, )uer such that X, = u? Gu + v with G being standard Gaussian in S™
and v ~ N(0,1) independent of G. It is easy to verify that

Eqg [sup <G, uuT>] =Eqg, [sup {uTGu + 7}] =Eqg, [sup Xu] .
ueT ueT ueT

Next, we introduce an instrumental Gaussian process (Y, )uer such that Y, = g7u with g ~ N(0,2I,)
It is easy to check that for all u,v € T, (1) EX, = EY, = 0; (2) EX2 = EY,? = 2; and (3) EX, X, —
EY,Y, = (1 — u"v)? > 0. Now we can apply Slepian’s lemma (Lemma 2.7) to obtain Eg - [sup,er Xu] <
Egn(0,21,) [supueT Yu]. Then it follows that

we (B (ST")) = Ea {Sup Xu:| < Eguno,2n) | Slelg Yu] = Egono21,) sup g u.

ueT u€ERM
lull2<1,llullp<k

Therefore,
1

Van

Note that when g ~ N(0,21I,), ”\/gk — 1 in probability as n — oo. Thus, it suffices to identify the limit of

— sup .
V2n o wexe glla

lull2<1,[lullo<k

* n Tu
wg (BH(S+’k)) < Egun(,21,) [||g|2 J 1

g u (in probability) to compute the expectation on the right-hand side.

eRr"
Huuzgl lullg<k [lgll2

Given z € R™, we let (z7)* denote the i-th largest element in the set {x%,23,...,22}. Observe that
k 1/2
sup gu 1 ¥R ()t < 1 Z(ﬁ)i /
wERN - P - 2 i
lullz S5 lullo < gz llgll2 Yo (g2t lgll3 i=

and that (¢2)* > (g2)¥ > --- > (g2)* are x? order statistics of degree 1, multiplied by a factor of 2. It is well
known from literature on extreme order statistics (e.g., [OVW16, Theorem 2.7]) that for any fixed 0 < § < 1,

su

Lon] B)
||QH2 Z (2)f — /0 Qy2(1 — s)ds in probability as n — oo.
i=1

we(Bj (1))

N =1, cf. Remark 4, we

Combining these observations and the well-known fact that lim,,
obtain the desired inequality:

B (S™F V2 B* 1/2
1mw:lim *nn lim ( </ Qy2(1 —s)d ) .
n—o00 wG(BH(S+)) n—00 wG(BH(S+)) n—o00
We conclude the proof by computing the integral in the upper bound. An explicit formula for the integral
is well known; see [OVW16, Remark 2.8], for example.

/QX 1—s)d5—2/ . 2(1)’(3)ds=6+\/§<1>_1(1—g) exp(—%[¢—1(1—g)r>,
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Hardness of average c-approximation As a matter of fact, we can derive the following corollary from
Proposition 2 by applying Urysohn’s inequality (Lemma 2.3), thereby obtaining an asymptotic lower bound
on €5, (S, Si’k) (see Definition 3.2).

Corollary 2. Fiz 0 < § <1 and let k = |0n]. Then

_we(Bu(STh) 1 ’ _ e
RUGS we (B (ST)) = 4(/0 @l S)ds> '

Corollary 2 implies that €, (ST, ST") > %(foé Qy2(1 — s)ds)_1/2 — 1. Note that this lower bound is

avg
more conservative than the lower bound for €}, 4.0 (S" S’frk) in (16), due to the additional multiplier 1/4
that arises from the use of Urysohn’s inequality. It might be possible to derive a better lower bound for

*

€nva(ST, Sﬁ’k), which is beyond the scope of this paper.

avg
Proof of Corollary 2. By Lemma 2.1, we observe that BH(Si’k) = —%B;I(Si’k)o. It follows from Lemma
2.3 that w(Bp(S™*)) > — 21—~ and therefore,

( H( + )) = n-w(B}{(Si‘k))

K3
n-we(By(STY))

we (Bu(STF)) >

where d = (";rl) — 1 is the dimension of H. Since ,%3 >d-— %, we obtain for any 0 < § < 1,

- we (Bu(S™")) - V2n L{(n-ﬁ- 1) B §} _ 1
n—00 \/% ~ n—oo we (B;I(S:l_’k)) In2 2 2 4f(5)

5 Approximate Extended Formulations of S’}

Now we further extend our discussion beyond the k-PSD approximation. Specifically, we consider an arbitrary
approximation of S’ through extended formulations. This defines a much broader class of approximations
as we are allowed to introduce as many new variables as we want. However, even in this case, at least
superpolynomially many k x k& PSD constraints are required to approximate S’ when k < n. In Section
5.1, we present our two main theorems about the extension complexity lower bounds that hold for any
e-approximation of By (S”}). Sections 5.2 and 5.3 are dedicated to the proof of the theorems.

5.1 Theorem Statements

Recall that By (S’fr) = S’fr NH— %In. In this section, we present two main theorems on the hardness
of approximating By (S’fr) with a small number of &k x k£ PSD constraints. Our first theorem is about an
Si—extension complexity lower bound that holds for any e-approximation of By (Si)

Theorem 2. There exists a constant C' > 0 such that if S is an e-approzimation of By (Si), then

. n 1 n
xcsi(S)Zexp (C.mm{’/l——l—e’ Tre E})

Theorem 2 suggests that at least Q,(exp(y/n)) copies of S’fr are required to approximate S’} when
k = On(y/n). When k = Q,(y/n), this extension complexity lower bound gracefully decreases to 1 as k
increases to n. We remark that Theorem 2 holds for arbitrary k, and thus, extends the result of Fawzi
[Faw21, Theorem 1] beyond the special case of kK = 1. A more formal version of Theorem 2 and its proof are
deferred until Section 5.2.

Next, we consider the S i—extension complexity of a set that is an average e-approximation of By (S’fr)
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Theorem 3. There exists a constant C' > 0 such that if S is an average e-approrimation of By (S’fr), then

sest (9) 2 e (Comin{ ()" 5} ):

Theorem 3 is a stronger result than Theorem 2 because it provides an extension complexity lower bound for
a broader range of sets that approximate By (Si) Again, this result subsumes [Faw21, Theorem 2] as a
special case for k£ = 1. Specifically, Theorem 3 states that even if we relax the notion of approximation, we
still need at least superpolynomially many number of k x k PSD constraints to approximate S’} when & is

small, namely, when k is smaller than —L~ . A more formal version of Theorem 3 and its proof can

e
be found in Section 5.3.

Theorem 2 and Theorem 3 imply that any set that well approximates By (S’J_) must have S i—extension
complexity at least superpolynomially large in n for all £ much smaller than n. Thus, we conclude that
it is impossible to approximate By (S’fr) using only polynomially many k& x k PSD constraints, for any
construction of the approximating set. Note that these are stronger hardness results than those discussed in
Section 4, which only apply to the k-PSD approximations. Lastly, we mention that we do not know whether
our lower bounds are tight. Thus, it might be possible to achieve even stronger lower bounds by means of a

more sophisticated analysis.

5.2 Proof of Theorem 2

Let ¢ = max {\/01/2 log 3, \/502} denote an absolute constant with ci,co > 0 being the constants that
appear in Lemma 2.11. We state a full version of Theorem 2 as follows.

Theorem 4. If S is an e-approximation of By (S:L_), then for all positive integer 1 < k <mn,

a+p a—[\2
logxcsi(S)z— 5 + ( 5 )—I—”y

where
3 1 n-—-1

n
8-clog3)7 7_26'0(14‘6).

Now we discuss how Theorem 2 can be derived from Theorem 4. Suppose that n is sufficiently large,
tending to infinity.

a = 2klog 3, ﬂ:log(

o When k = 0,(, /1), we observe that  >> max{a?, 5°}, and therefore, —O‘T"’B—F{(O‘T_B)Q—Fy}lp ~ /7

1/2

e When k = wy(,/13¢), @ > max{, /7}. Thus, {(O‘—;ﬁ)2 +9} 7 = g1+ %)1/2 ~2(14+23). Asa

result, —O‘Tw + {(O‘—;’B)2 + 7}1/2

~ X
~ L.
o

In the rest of this section, we prove Theorem 4. Our proof is based on similar arguments to those found
in the proof of [Faw21, Theorem 1], but with appropriate adaptations. Indeed, our results can be seen as
an extension of Fawzi’s beyond the special case with £ = 1, which is made possible by introducing different
notions of normalization, (21), and decomposition of S’i—factors into sharp and flat components, (22).

Proof of Theorem 4. We begin with a rough sketch of the main ideas used in the proof. First, we consider
the generalized slack matrix s of the pair (BH (Si) , (1+¢€)By (Si) ) restricted to the hypercube H,,. In
light of the generalized Yannakakis theorem (Lemma 2.4), the S i—extension complexity of S is bounded from
below by the Sﬁ_—rank of the slack matrix s, cf. (6). Thus, it suffices to prove a lower bound for ranksi (s).

To this end, we express the slack matrix s in two equivalent ways: one obtained from the knowledge
about the extreme points of By (Si), and the other obtained by assuming that s admits a S i—factorization
having N factors. Interpreting the extreme points of By (Si) and (1+¢)By (Si) as formal variables, x and
y, we may view the two expressions of the slack matrix as bivariate polynomials. Next, we ‘smooth out’ the
two expressions with respect to one variable, x, by taking projection onto the harmonic subspace of degree
2; and then take expectation with respect to the other variable, y. Comparing the two resulting expressions,
we derive a lower bound on the number of factors IV, which implies a lower bound on the Si—extension
complexity of S.
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Step 1. Slack Matrix and Si-Factorization We consider the (generalized) slack operator associated
to the pair (By (S%), (1+€)Bg (S7%)). Let S"~! = {# € R" : ||z||z = 1}. Observe that the extreme points
of By (S’fr) are 3T — %In for # € S”~!, and that ((1 +¢€)Bu (S’}r) )O = —11.Bu (S’fr) Thus, we are led
to study the following infinite matrix:

1 1
(@) €S" xS s 1 — <5c:zT —~I, - 116 (95" - ;’n)> - @)%+

We consider the PSD rank (S]fr—rank) of the finite submatrix restricted to #,7 € { — ﬁ, %}n c st L
Specifically, we consider the following matrix s defined on the n-dimensional hypercube, with a proper
reparametrization (z = v/nZ and y = /ny):

st (@my) € {—1,11" x {~1,1}" > %ﬂ(%(mTyF-i-e). (17)

Assuming that we can write the matrix (17) as a sum of N trace inner products of Si factors, we have

N
(R ) =ste = X ) s, e, (18)

l1+e\n =

where f;,g; : H, — S]fr are some matrix-valued functions on H,,.

In this proof, we use the two expressions of s(z,y) in (18) to derive a lower bound on N. First, we fix
y € H, and ‘smooth out’ the expressions on both sides of (18) with respect to = by taking projection onto
the space of harmonic polynomials of degree 2. Then we plug x = y and consider the expectation of the
smoothed functions with respect to y € H,.

More precisely, for each fixed y € H,,, we let q,(x) = (z7y)?—n. Also, let u denote the uniform probability
measure on H,,. The inner product of any two functions f, g : H, — Ris defined as (f, g), = Ez~p [f(x)g(x)} .
We observe that (f(z),qy()), = 2 projs f(y).

Taking the inner product of both sides of (18) with g,(x), we obtain

N

o | g )+ @) = 2 a0 i)

i=1
Subsequently, we get the following equation by taking expectation over y ~ u:
1 N
EyopEemp {m([y(xy + Qy(x)] =Eyop Z <Ez~u [Qy(x)fl (I)], gl(y)> . (19)
i=1

=:LHS

=:RHS

The rest of the proof is organized as follows. In Step 2, we compute the expectation on the left-hand side
exactly. In Step 3, we derive an upper bound on the expectation on the right-hand side as a function of N.
In the end, we obtain the desired lower bound on N in Step 4 by comparing these two quantities.

Step 2. The Left-hand Side of (19). We evaluate the left-hand side of (19) based on the following
observations:

n

i n 27 n
Em~u[($Ty)2] = Eonp (szyz> = Z YiyiBonp(2iv;] = ZECEML[%Q]
L Ni=1 _

ij=1 i=1

= ’n,,
i n 47 n n
Eonp {(fETy)ﬂ =Eonp (Z 331%) = Z Egnp [1721] +3 Z EIN#[:E?] : EIN#[:E?]
L ~e=1 i =1 ;;1
=n+3n(n-—1).

22



Therefore, Eyoplqy(z)] = Eanp[(27y)? — n] = 0 and Eyop[gy(2)?] = Bonp[(2Ty)? — 2n(aTy)? + n?] =
2n(n —1). It follows that for any y € H,,

1 2
Eoop | m———qy(@)? = —1). 20
Iz (1+e)n%($) + qy(2) 1+6(” ) (20)
This does not depend on y, and therefore, LHS in (19) = 1J2FE (n—1).

Step 3. An Upper Bound for the Right-hand Side of (19). Now, we prove an upper bound on the
right-hand side of (19), which has the form of an increasing function of N. This step is the most technical
part of the proof, and is composed of four mini-steps.

First of all, we claim that we may assume without loss of generality that the factor functions f;, g; satisfy

|Esnplfi(2)l]| =1, Vie[N]  and Z’I‘r(gi(y))zl, Yy € H,. (21)

op

Next, in Step 3-B, we decompose each f; into its sharp component ff and flat component ff with a fixed
threshold A > e whose value will be determined later in Step 4 of the proof; see (22). Then due to linearity
of expectation, we observe that RHS = 2[E, Zi\;l plronfiti (W)gi(y) + E, Zf\il projy f? (y)gi(y)]. Lastly, we
prove upper bounds for the two terms separately in Step 3-C and Step 3-D.

The key idea is that for all ¢ € [N], ff is supported only on a set of small measure due to the normalization,
and [|proj,(v” f2v)[]2 < elog A for all v € S¥~! due to hypercontractivity (Lemma 2.6).

Step 3-A: Normalization of Factor Functions f;,g; We claim that if s(x,y) admits a (Si)N—
factorization, then we may assume (21) without loss of generality. More precisely, we show it is possible to
normalize arbitrary factor functions {(f;, 3:)}¥; to {(fi, i)}, so that the conditions in (21) are satisfied.

Suppose that s(z,y), defined in (17), admits a factorization {(f;, §;)}Y, such that f;, g : H, — S% and

s(z,y) = vazl <ﬁ(x), gl(y)> for all #,y € H,. For each i € [N], we can see that E,[fi(z)] € S%, and

therefore, we may define W; = E,[fi(z)]'/2 to be the principal square root of E,[f;(x)]. Let W, denote the
Moore-Penrose pseudoinverse of W;.

Now for each i € [N], we let f;(z) = WTfZ( )WT and gl(y) ng( YW;. It is easy to verify that
(fi(x), 9i(y)) = Tr(WTﬁ( YWIWigi(y )W) Tr(fl 3i(y)) = (fi( (y)) for all z,y € H,. Therefore,
{(fi, i)}, also constitutes a vahd S -factorization of s(:z: Y).

It remains to check if {(fi, g;)}¥, sat1sﬁes (21). First, we can easily observe that

Emfvu[fz(x)] W Ewwu[fz( )] WTW2WT HR(WI)

where R(W;) is the range of W; and Ilgw,) is the projection matrix onto R(W;). Thus, ||Eg~p[fi(z ||Op
[Tz w,)llop = 1. Next, we revisit (18) fix any y € H,, and take expectation with respect to  ~ u. On
the left- hand side, we obtain Ey.,, [+ 2Ty)? + €)] = 1 because E,, [(27y)?] = n (see Step 2). On the
right-hand side, we have

N N N
Bap Y (fil@), i) = 3 Banylfile )= (Trawy, 6iy) =D Tr 6i(y)

i=1

1+e€ (n(

2

because Iz w,)9:(y) = gi(y) for all y € H,, by definition of g;. Therefore, Zil Tr g;(y) = 1 for all y € H,,.

Step 3-B: Decomposition of f; We decompose each f; into its ‘sharp’ (spiky) component ff and the
‘flat’ component ff using a fixed threshold A whose value will be determined later in Step 4 of the proof. To
be specific, for each i € [N], we define the component functions fﬁ, fi: > H, — S as follows. Given x € H,,

let fi(z) = Zl;:l Aataul be the eigendecomposition of f;(z). Then we let

k k
=Y Nalpsaytaty, and  f(z) = Aal(y,<ajtaty - (22)
a=1 a=1
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Observe that f; = f¥ + /7 and <ff(x), f(z)) = 'I‘r(ff(x)ff(:v)) =0 for all x € H,,. From now on, we may

refer to ff (f?, resp.) as the sharp component (flat component, resp.) of f;.
By linearity of expectation, we can decompose the expression on the right-hand side of (19) as follows:

RHS in ( W2<wqy THOIN >+Ey~u2<m~uqy @) ). (29)

Step 3-C. Upper Bound on the Contribution of Sharp Components in (23) In this paragraph,
we argue that the first term on the right hand side of (23) is bounded from above by N %n?’. Our argument
is based on the following three observations.

e Let supp ff = {x € Hy, : ff(x) # 0}. Then [supp fzu| < k27 for all i € [N]. It is because

() T Eenplff(@)) < T Eonplfi@)] < FIEcnul i@, = K cf. (20 () Tr EonplfA(@)] =
. cem, It fiﬁ (2); and (iii) Tr fiﬁ (x) > A for all z € supp flu by definition of fiﬁ.

on

e For each i € [N], <fiti (z), 9i(y)) < nfor all z,y € H,. This follows from Eq. (18) because

ﬂ . 1 (1, 1 1
(7@ i) < 30U 0s) = 1 (36702 + ) < et <

=1

e Lastly, |g,(z)| <n(n —1) for all z,y € H, because q,(z) = (zTy)? —n <n(n —1) and g, (x) > —

Combining the three observations above, we can see that for any y € H,,

ZNXEW[%(M@)}, gi<y>>—iEw[qy<x><ﬁ< )] = >y oru(@) (F£(2), 0i(y))

=1 Tresupp fn
N ’su g
pp f}| ﬁ -
<3 (ma @) (mag (77 a))) < gt =)
Taking expectation with respect to y ~ u, we obtain
Z< ﬁ( )] ( )><E2( —1)N<E3N 24
Eyop oty (@ » 9ilYy) ) = qnin < 3N (24)

Step 3-D. Upper Bound on the Contribution of Flat Components in (23) Next, we prove an
upper bound for the second term on the right hand side of (23). Our proof is based on the concentration of
the degree-2 harmonic components of bounded functions and the usual e-net argument.

First, we reduce the matrix-valued function f?’s to the supremum of multiple scalar-valued functions
indexed over a finite set. Given enet > 0, let N be an enee-net of S*~1 with the smallest possible cardinality.

Note that |N] < ( 52‘t)k by the well-known upper bound on the €,¢¢-covering number of S¥=1. Then

N N

Z< T (Ju b( )]s gz(y)>‘| < Eyep

Eorpldy (2) f7 ()]

Ey~p

o Tr gi(y)]

N

(¢) 1
< W]Eywt [Dg%v)]c ’UT]EJCNH [qy(:zc)fzb (:c)}v”
net SeN
1

1— 2€nct

Vg [ ’
~ ma
VI | N

Eonplay (@) £ (2)]

E,~,| max
YN SN
veEN

Exnp [Qy(x) UszP(x)U] H .
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In the above lines, (a) follows from Cauchy-Schwarz inequality; (b) is due to the normalization Zﬁl Tr g:(y) =
1; and ( ) is obtained by the e-net argument, i.e., if N is an eyee-net of S¥~1, then for any M € Si,
HMH op < m sup,epr v7 Mv. Now it remains to evaluate the expectation in the last line.

Recall that E,., (g, (2)v" £ (z)v] = (g,(z), vaf(:zr)v>H = 2proj, (v7 f/v)(y). We observe that for
each (i,v) € [N] x N, the derived random variable proj, (v’ f/v)(y) is sub-exponential with parameters
(c1]lprojs (v f20)[13/2, callprojs(v” f2v)||l2/v/2), due to Lemma 2.12. Here, ci,cz > 0 are the same absolute
constants that appear in Lemma 2.11.

Next, we find a common upper bound on ||proj, (v f2v) |2 that holds for all (i,v). Note that for all (i,v),
Eyenlo” 12(9)0) < Eyenll 2 9)llop < Byenll fi)llop 1 due to the normalization in (21), and 0 < o7 fv < A
by definition of f?. Thus, we can apply Lemma 2.6 to get ||proj,(v? f?v)||2 < elog A for all (i,v), provided

that we will choose the threshold A > e.
Now we can use a result on the expected maximum of N|N| sub-exponential random variables (Lemma

2.13) to obtain

max Eonp[gy(2) Usz'b(:E)v} } =2-Eyop [ max |pr0j2 (vaibv) (y)|]

veEN veEN

log A
<2 ¢ \O/gi max{\/2cl log(N|N), 2¢2 10g(N|N|)}

< 2elogA - max{\/cl log(N|NT), v2¢, 10g(N|N|)}.

Collecting the pieces in this step, we obtain the following upper bound:

Ey~p { max

y~uz< wet, [qy(x fb( )]s gz(y)>

2elog A 2 \k 2 \k
S&max c1 log N(1+ ) , ﬁczlog N(l—i— ) .
1 — 2€p0t €net €net

Step 4. Concluding the Proof Lastly, we revisit Eq. (19) to conclude the proof. Recall that we obtained
the value of the left-hand side in Step 2, cf. (20), and derived an upper bound for the right-hand side in
Step 3, cf. (23), (24), and (25). Putting these together, we have the following inequality that holds for any
choice of parameters €net, A such that 0 < ener < % and A > e:

2 k 2elog A 2 \k 2 \k
HM*>WNHEQM%%@V@QJ}@M%W+%”}(m

We choose €6t = 1/4 for simplicity because optimizing e,e; does not make much difference. Observe that
log(9¥N) > 2log3 for all k, N > 1. Thus, \/c1log(9*N) < /c1/2log3log(9¥N) for all k, N > 1. Therefore,
max {/c110g(9*N), v2¢c2log(9¥N)} < clog(9*N) where ¢ = max{y/c;/2log3, v2c2}.

Then, we select A that minimizes the right-hand side of (26). It is easy to see that the upper bound

is minimized (w.r.t. A) at A* = #3(&1\/) Noticing that A* < #g](\gk) (because N > 1), we get the

following quadratic inequality in log N as a necessary condition for (26):

2

1 +6(n— 1) < 4e-clog(9*N)(1 + log A*)

3
§4e-c[logN+2klog3]{logN—i—log (Jng)] (27)

Letting z = log N > 0, we note that (27) is a quadratic inequality of the form (z + a)(z + 8) > v where

n3 ) 1 n-1
8-clog3/’ 7_26'0(14‘6).

a = 2klog 3, ﬂ:log(

25



We want to solve this quadratic inequality with an implicit constraint z > 0 because N > 1. Observe that
its discriminant D = (a — 8)? + 4y > 0, regardless of n, k,e. Therefore, the set of solutions is given as

{zeR: (z4+a)(z+B)=27, 220} ={z€R: 2> [MLF} where [x]4+ = max{z,0}. O

5.3 Proof of Theorem 3
The following is a formal version of Theorem 3, which will be proved later in this section.

Theorem 5. If S is an average e-approximation of By (.S”}r), then for all positive integer 1 < k <mn,

logxcsi(S) > {(a + Va2 + 63)1/3 + (a— Va2 + 63)1/3}2 —2klog3

1/2,.3/2
ae V" g g Mg (SO ORTRTEN s
220006(1 + ¢) 3 5v2Tos3

Now we discuss how Theorem 3 can be derived from Theorem 5. For notational brevity in our derivation,
we let Ty = (a4 /a2 + (37) Y3 and T_ = (o —Va?+ ﬁ3)1/3. Suppose that n is sufficiently large, tending
to infinity.

where

e When k = on(((l%)z)l/s), we can see that o > |B]® and thus, /a2 + 33 ~ a. Therefore, Ty +T_ ~
1/3

(2a)'/3, and in the end, (Ty +T_)% — 2klog3 ~ (20)*/3 =~ C' - 2

ESEE for some constant C.

e When k = w"(((l%y)us)’ note that 8 < 0 and a? < |B|3. Let v := y/a2 + 33. We observe that

v &~ |B|*/?i, and thus, |y| ~ [8>/2 > a. Then, we can see that T, = (a +7)'/3 &~ yY/3(1+ %), and
likewise, T_ ~ 5'/3 (1 + %) where 7 is the complex conjugate of «y. Then it follows that

1 1
~2/3 + 52/3

= Vil 1+ 3¢C§|v|)'

Therefore, (T4 +T-)* ~ 3|y[*/*(1 + 3 72—) = 3]y[*/* + Z =f7. Lastly, noticing that |v[*/* ~ || ~

2klog 3, we can conclude that (T4 + T-)? — 2klog3 ~ C - 1%_6\/% for some constant C.

(e s i

)+ gt o)

b

Ty + T~y 4313 4 2 ) & ] V3(e1F 4 e

Proof of Theorem 5. We follow a similar strategy to that of Theorem 4 with some modifications. Here,
we assume S is e-approximation of By (Si) only in the average sense, and thus, S can be arbitrarily
shaped and S C (1+¢€)By (S’fr) is not necessarily true. Instead, we define a set (Q — to be precise, we let
Q =10(1+¢€)y/nGg for Gg to be defined in (28) - that contains S in an adaptive manner. Then we consider
the generalized slack matrix of the pair (B H (Si) , Q). We express the slack matrix in two equivalent ways:
one is obtained from the knowledge about the extreme points of By (S’J_), and the other is obtained by
assuming the existence of a S i—factorization having N factors. Interpreting the extreme points of By (51)
and @° as formal variables, z and G, we may view the two expressions of the slack matrix as bivariate
polynomials. As already done in the proof of Theorem 4, we ‘smooth out’ the two expressions with respect
to one variable, x; and then take expectation with respect to the other variable, G. Comparing the two
resulting expressions, we derive a lower bound on the number of factors NV, which implies a lower bound on
the S i-extension complexity of S.

Step 1. Gaussian Surrogate for S° and the Associated Slack Matrix Let S{ denote the set of
n x n symmetric matrices with trace zero, endowed with the trace inner product. Let Ny denote the standard
Gaussian distribution associated to S{, i.e., Go ~ Ny if Gg = G — TZG I, where G has the standard Gaussian
distribution in S™. Then we define a set

GS:{Gesg: (G, X)| < 5V2wa(S), VXGS}. (28)

26



The number 5v/2 is chosen for the convenience of our analysis, and has no special meaning. Observe that
we(S) < (1+€) - wa(Bu (ST)) < (14 €)v2n, cf. Remark 4.
Then, we can see that

101+ e)vn < (G, X) <10(1+e)vn,  Y(X,G) e S x Gs.

This implies that m@s C S°, or equivalently, S C 10(1 + €)/nGg.
Now we consider the slack operator associated to the pair (By (S7}), 10(1+€)\/nG%), treating m@s
as a surrogate for S°. Specifically, we are led to study the following infinite matrix:
1 1
=1- ——31Gxs.

10(1+e)\/ﬁG> 10(1 + €)v/n

We consider the PSD rank (S]fr—rank) of the submatrix restricted to & € { — \/Lﬁ, %}n C S*1, with a proper

(#,G)eS" I xGg s 1 — <9E5CT — lJn,
n

reparametrization (r = y/nz), namely,
1
10(1 4 €)ny/n

Assuming that we can write the matrix (29) as a sum of N trace inner products of S’fr factors, we have

s:(x,G) € H, x Gg — 1 — TG (29)

1 N
1- mﬂax =s(z,G) = ; (fi(z), 9:(G)),  Y(z,G) € H, x Gg (30)

where f; : H, — Si and g; : Gg — Si are some matrix-valued functions.

Again, we ‘smooth out’ the two expressions of s(z, @) in (30) and compare them to derive a lower bound
for N. To be precise, for each fixed G € Gg, we let go(z) = —27Gxz. Recall that we let p denote the
uniform probability measure on H,, and observe that for any function f : H,, — R, the inner product,
(f,qc(2)) = Egnpnlf(2)ga(x)] is a centered Gaussian random variable.

Taking the inner product of both sides of (30) with gg (), we get

N
1
Eon 000 = /e = Egn - fi(@)], 9i(G)) -
|10 + o] = X Eeslio@) - 1@, 0@
Letting Egap|cs[ - ] denote the conditional expectation with respect to G' ~ Ny given G € Gg, we can see
that
1 ) al
m 'EG~/\/0\GSE1~;L [QG(I) ] = EG~N0\GS Z <Ez~u[QG(I) - fil@)], 9:(G)) . (31)
i=1

=LHS —:RHS

The rest of the proof is organized as follows. In Step 2, we prove a lower bound for the expectation on the

left-hand side. In Step 3, we derive an upper bound on the expectation on the right-hand side as a function
of N. In the end, we obtain the desired lower bound on N in Step 4 by comparing these bounds.

Step 2. A Lower Bound for the Left-hand side of (31). We additionally define a set
1
Gy = {G €8Sy Eznp [qg(x)ﬂ > gn(n — 1)} )

The constant 1/5 is chosen for the convenience of analysis, and has no special meaning. By the law of total
probability, we can see that

EG~N0|GSE96~# [qg(fﬂ)z} > EG~N0|GSQGI/2E1~;L [qg(a:)Q] -Pr[G e GgnN Gl/g | G € Gg].

Note that Egny(csnG, »Eenu [qg(x)ﬂ > %n(n — 1) by definition of Gy /5. Thus, it suffices to find a lower
bound for the conditional probability, Pr[G € Gs NGy, | G € Gg].
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It is easy to see that

PI’[G S GS N Gl/Q] > PI’[G S GS] - PI’[G ¢ GI/Q]
Pr[G € Gg] - Pr[G € Gg] '

PI‘[GEGsﬂGl/Q | GEGs] =

Observe that Pr[G € Gg] > 1 —exp (— W) > 0.893 by Lemma 2.10. Now it remains to show an upper
bound for Pr[G & G, /5].

We use standard concentration results for the chi-square distribution. Note that if G ~ A, then gg(z) =
-Tr G -2, Gyzzy = =23, Gijzizj, and therefore, E,y, lgc(x)?] = 430, G3;. Thus, we have
EcanoEonplaa(2)?] = 4(5) 3 = n(n — 1). Using an exponential inequality for chi-square distribution (e.g.,
[LMO00, Lemma 1]), we obtain Pr[G € G s] < exp (— &n(n — 1)) < 0.8522 for all n > 1.

All in all, we obtain

LHS in (31) > m : gn(n -1) Pr[G € Gg] ~ 2200(1 +¢)

(32)

because W >1/22andn—1>n/2for all n > 1.

Step 3. An Upper Bound for the Right-hand side of (31). Next, we prove an upper bound on the
right-hand side of (31), which is a function of N. Note that for the same reason as discussed in Step 3-A of
the proof of Theorem 4, we may assume without loss of generality that the factor functions f;, g; satisfy

[Bonnlfi@)ll,, =1, Vi€ [N] and > Tr(g(G)) =1, VG €Gs. (33)
i=1

For each i € [N], we define the component functions ff, fr:H, — Si in the same way as in (22), using a

fixed threshold A whose value will be determined later in this proof, cf. Step 3-B of the proof of Theorem 4.
By linearity of expectation, we can decompose the expression on the right-hand side of (31) as

N N
RHS in (31) = Egunijos O (Bamulic(@) - F12)), 6:(6)) +Egunyies D (Bamultc (@) @), 5:(G))

i=1 i=1
(34)
In the two sub-steps below, we prove upper bounds for the two terms on the right hand side separately.

Step 3-A. Upper Bound on the Contribution of Sharp Components in (34) Here we argue

that the first term on the right hand side of (34) is bounded from above by Wkn\/ﬁN . Our argument
is based on the following three observations.

e Let supp ff ={zxeH,: fzu(:v) # 0}. Then |supp fzu| < % 2" for all i € [N], cf. Step 3-C of the proof
of Theorem 4.

e Observe that (ff(z), ¢;(G)) < (fi(z), g:(Q)) < s(x,G) < 2for alli € [N] and for all (x,G) € H, xGg.
e ge(z) = —2TGx = 8(1 + e)ny/n(s(z,G) — 1) < 8(1+ €)ny/n for all (z,G) € H, x Gg.
Combining these observations, we can see that for every G € Gg,
N N N lsupp fzu‘
> (Boslac@) @), 9:4(G)) = Y Eony[a(@) (#H@). 9:4(G)) | < 3200 1601+ ony/m
i=1 i=1

i=1
< M]m\/ﬁ]\]
A
This upper bound is independent of GG, and thus, we get
al i 16(1 +¢€)
Egnifcs 2 (Bomulac() - f1(@)], 9:(G)) € = knv/aN. (35)

=1
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Step 3-B. Upper Bound on the Contribution of Flat Components in (34) Here we prove an
upper bound for the second term in (34). First of all, we observe that for every G € Gg,

N

S (Bamulac(@) - @), 9:(G)) < Z]

=1

EzNu[QG (I) : flb (ZC)]

rpla(@)- L@ T i(G) < max |

1€[N] op

due to Cauchy-Schwarz inequality and the normalization assumption that Efil Tr ¢;(G) =1, VG € Gg.
Given epe; > 0, let A be an epei-net of S¥—1 with the smallest possible cardinality. It follows from the
standard e-net argument that for each i € [N],

[Eslac) - 2@ = swp 0" Epfao(@) - @) < gy — max By [aa() o7 7 )],

op  peSk-1 T 1 — 2€pet vEN
Next, we observe that if G ~ Ny, then for every function f : H, — R, the derived random variable
(f, qc(z)), is a centered Gaussian random variable with variance

Eoep {f(a:) (me+2y Gijxixj)] 2]

i<j

Eoi [(f: 46(0)2] = Eamni [Eons [£(@) - G2]"] = Ecn,

= 4ZEG~N0 [G?j] ‘Eroulf( I’LIJ = 22 )s ZCZIJ = 2||proj2f||§.

i<j i<j

Then we use Lemma 2.13 to obtain the following inequalities:

il N
Bt 3 (Bemplictv) S5 910) < e gBomsa 3o (Eavilicle) 20 (6))
=1 pt
= Pr[Gle G 1- 12 Bt {m[;f Eaplgc () o7 f7 (x)v]}
1 2

< T log(N|NY).
< T T g 5 Ipeia (7 70 s ) VioR (VTN

We have seen in Step 2 that Pr[G € Gg] > 1 —exp ( — (5‘/;27;1)) > 4/5. Also, Lemma 2.6 ensures that
lprojs (v” f2v)||2 < elog A for all (i,v), provided that we will choose the threshold A > e. Lastly, it is well

known that [N < (

k . .
ch) . In conclusion, we obtain
ne

N

Ecniics 3 (Eamnlaa(2) - £22), 6:(G)) < z(fjif")\/lg v+ 2 (36)

€
i=1 net

Step 4. Concluding the Proof Lastly, we revisit Eq. (31) to conclude the proof. Recall that we obtained
a lower bound for the left-hand side in Step 2, cf. (32), and derived an upper bound for the right-hand side
in Step 3, cf. (34), (35), and (36). Putting these together, we obtain the following inequality that holds for
any choice of parameters €,eq, A such that 0 < epep < % and A > e:

L a0+ 9,  mN+ %\/mg {N(l + Eit)k]. (37)

2200(1 + €) A 2(1 — 2enet

We choose €net = 1/4 for simplicity because optimizing €net does not make much difference. Next, we
find A that minimizes the right-hand side of (37). It is easy to see that the upper bound is minimized (w.r.t.

A) at A* = %. As a result, we get the following inequality from (37) by choosing A = A* and
ey/log

noticing N > 1:

1 16(1 + )kny/nN
T1000e(1 5 o) V" = V1os(9°N) - log < Tog(9F V) )
log(95 V) - llogN +log (%)] . (38)
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Letting z = /log(9¥N), we can see that (38) is a cubic inequality of the form 2% + 382 > 2a where

A 1 (16(1+ Qknym
*= Soovei e 4 P=gle < 5. 9k«/10g(9k))'

We want to solve the cubic inequality with an implicit constraint z > 0 because log(9* N) > 0 for all k, N > 1.

Note that o > 0 for all ¢ > 0, n > 1. Observe that the cubic equation 2% 4+ 38z — 2a = 0 always has a
unique positive real root when o > 0, regardless of the value of 5. Letting z,. denote the positive real root,
we can see that {z € R: 22+ 382 >2a, 2 >0} ={2 € R: 2z > 2.}. Indeed, we can explicitly write z, as

2o = (@4 /a? + 53)1/3 + (a — a? + 53)1/3, due to the general cubic formula, commonly referred to as
Cardano’s formula. See Appendix C for more details.
Consequently, we obtain the following lower bound for N by solving (27):

log N > {(oe—l— a? +[33)1/3 + (a — Va? +[33)1/3}2 —2klog3

because /log(9*N) > z, if and only if log N > 22 — 2klog 3.
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A Proof of Some Lemmas from Section 2

A.1 Proof of Lemma 2.6
Proof. Let f = fo+ f1+ fo+ -+ fn be the Fourier expansion of f. Then for 0 < p <1,

. 1 1 & 1
Iproja 13 = 1421 = 5 (4711 52]2) s723ﬂmﬁ=¢mma
k=0

With p = /p—1 for 1 < p <2, we have ||T,f||2 < || f|l, by hypercontractivity. Then it follows that

AP

1 1 1
j < —||T < — <
Hmmﬁm_pﬂpﬂb_p_ﬂﬂb_p_l

because || fll, = E[fp]% < A% [f]% <A < AP IfA < e, we choose p = 2 to get ||proj,fll2 < A.
Otherwise, we choose p =1+ to obtain ||proj, f|l2 < elog(A). O

ogA

A.2 Proof of Lemma 2.8

Proof. We consider a Gaussian process (X, ),cg»—1 defined over S"~! such that X,, = vT Gv++ with G being
standard Gaussian in 8™ and v ~ N(0,1) independent of G. It is easy to verify that E[sup,cgn—1 (v, Gv)| =
]EG)VI:SUPUESW,—I XU}. Now we introduce an auxiliary Gaussian process (Y, ),esn—1 such that Y, = gTv
with g ~ N(0,2I,). Observe that for all u,v € S*7!, (1) EX, = EY, = 0; (2) EX2 = EY? = 2; and
(3) EX, X, — EY,Y, = (1 — vTv)2 > 0. Thus, we can apply Slepian’s lemma (Lemma 2.7) to obtain

1/2
EG [ supyesn—1 Xo| < Egun(o,21,) [ SuPpesn—1 Yo| = Egunio,2rl9llz < (Eguno,2r. l9113) 2= Van. U

A.3 Proof of Lemma 2.10

Proof. Let hi(u) := maxgzex (u, ) = ||u||ge denote the support function of K. The function hg is L-
Lipschitz with L = sup, ¢ ||z||2, the diameter of K, because for any u,v € R,

| (u) = hic(0)] = [llull e = (o]l | < flu—v]lxe < sup [|zlz[|u = vll2-
x

Moreover, we can show that sup,cy [zl < vV2mwe(K). To see this, let B(0, R) denote the Euclidean
ball centered at 0 with radius R. It follows from [Ver18, Proposition 7.5.2-(e)] that sup, ,cx [|z — yll2 <

V2rwea(K). Since 0 € K, this implies K C B(0,v2rwa(K)). Applying Lemma 2.9 with f = hg and
T = awg(K) completes the proof. O
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A.4 Proof of Lemma 2.12

Proof. Let A be a symmetric n X n matrix such that A; =0, Vi and Ay = 1By m,) [YiY; F(Y)] for i # j.
Then we observe that for all X € H,,

projs (f)(X) = D XiX;By v, [YiY; (V)] = XTAX.
=
Note that X; is sub-Gaussian with sub-Gaussian parameter 1 for all i because E[e?¥i] = 1(e* +¢7*) < s
To conclude the proof, we apply Lemma 2.11 and observe that [|A[% = i ( Ex (i) [Xi X5 f(X )
J#

3llprojs f113 and [|Allop < [|A]|p- O

A.5 Proof of Lemma 2.13
Proof. For any A € (0,1/¢],

E[ng[%i] Xi] = %IE [log exp (/\ ng[%c] Xl)] ilogE[exp (/\ ZG[J\)/(] Xi)} -.- Jensen’s inequality
= ilogE[maxexp (/\Xi)] l g<iﬂ§[exp (/\Xl)})
i€[N] )\ ~
1 Y e,
< \ log (; e 2 ) *." sub-exponential
logN v
_logN X

It remains to choose A in the interval (0,1/c] to optimize the upper bound. If y/2log N/v < 1/¢, then we
choose A = y/2log N/v to get E[maxie[N] XZ-] < +2vlog N. On the other hand, if \/2log N/v < 1/¢, then
we choose A = 1/c to get E[maxie[m Xi} < 2clog N since v/2¢ < /2log N/v < clog N. O

B More on Example 3.3 (Ball, Needle, and Pancake)

Let BY := {z € R? : ||z||2 < 1} denote the d-dimensional unit ¢3-ball, and let B = BY. Fix 0 < § < 1,
and let N = conv{B$(0,1) U {£3e1}} be the ‘needle’ where e; = (1,0,...,0) € R%. Lastly, we define the
‘pancake’ P = {z € B: =6 < 21 < §} where z; is the first coordinate of = € R<. Observe that N and P are
the polars of each other, and B is the polar of itself.

First of all, wg(B) = E4llgll]2 = kq and it is known that \/d —1/2 < kg < y/d—d/(2d+ 1), cf. the
paragraph below Definition 2.1. Next, we can see that wg(N) > 1./2/m because {£3e,} C N and thus,
we(N) > we({x1e1}) = tEguno1)]9l = $1/2/m. Lastly, observe that wg(P) > ka—1 > /d — 3/2 because
{0} x B§7'(0,1) C P and wg(P) > we ({0} x By~ 1(0,1)) = we(BS1(0,1)) = k4_1.

It follows that B is an e-approximation of P in the average sense for € = kq/rkq—1 — 1 < 3/(2d —
Nevertheless, B is not an ¢-approximation of P in the dual-average sense unless € > +1/2/7/kq —

1
ﬁ — 1, which can be made arbitrarily large by choosing small §. For example, if we choose ¢

1/y/7(2d = 1), then €},,1 (P, S) > 1 whereas €., (P, ) < 3/(2d — 3) regardless of 4.

)
>
<

C Solving the Cubic Inequality 2? + az > 3 with 5 >0

Consider a cubic equation of the form 22 + az — 8 = 0, which is commonly referred to as a depressed cubic.
Note that when § > 0, this cubic equation always has a positive real root. The other two roots can be either
negative real roots (when D < 0), or a pair of complex conjugate roots (when D > 0), depending on the
sign of its discriminant, D = (a/3)3 + (3/2)2.
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Indeed, we can find the roots with a generic cubic formula, known as Cardano’s formula. Let i = /—1

denote the imaginary unit, w = _1+T\/§Z be a primitive 3rd of unity, and

O (@) w2 ) .

Case 1: D > 0. When D > 0, the cubic equation 2% + az — 8 = 0 with 8 > 0 has only one real root,
z* = T4 + T_, which turns out to be positive. Thus, the set of real solutions for the cubic inequality
PBraz>pBis{zeR:2>T, +T_}.

Case 2: D < 0. There are three real roots for the cubic equation 2% 4+ az — 8 = 0, which can be written as
=Ty +T_, 29 = wTy +wW?T_, 23 = w?Ty + wT_.

One of these three real roots is positive, and the other two are negative.

Note that (39) now involves complex roots, and the choice of branches might affect the order of the
roots, z1, 22, 23, however, the choice will not change the values of the roots. To avoid any ambiguity in our
description, we choose the principal branch so that Arg ( %/z) € (—Z, Z] for any complex number z and any

m’m
positive integer m.

Observe that T = y/B/2+ +/|D|i and Arg(T}) € [0,7/3). Similarly, we can see that Arg(7_) €

(—7/3,0]. Tt follows that T + T_ is a positive real number, and thus, the largest real root. Thus, the set
of real solutions for the cubic inequality 23 + az > 3 is {zeR:2z>T, +T-}.
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